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ABSTRACT

ABSENCE INTENTIONS: A CONSTRUCT VALIDATION STUDY

By

Joseph John Martocchio

Results of employee absenteeism research have been

disappointing because weak effects have undermined

theoretical expectations that work-related attitudes (e.g.,

job satisfaction, organizational commitment) and voluntary

absence behavior are strongly related. Results of recent

meta-analyses indicated that each of these work-related

attitudes has accounted for less than four percent of the

variance in voluntary absenteeism.

Based on a review of the employee absenteeism

literature, it is suggested that weak effects may be the

result of failure to examine whether behavioral intentions

are the most immediate antecedents of absence behavior. As

in the employee turnover literature, an absence intentions

measure is proposed based on theoretical arguments that

intention is 6 din??? .antengdgny .nfingnavigr-117ishbein.
e..-’ _.

‘fiflfi ... _......A.

1967; Triandis, 1977) and that stronger effects found in the

employee turnover literature are because of the

incorporation of a turnover intentions measure (Steel &

Ovalle, 1984). Thus, the primary objective of this

dissertation is to assess the degree of construct validity

of an absence intentions measure.

The review of the literature also revealed that

measurement unreliability and violations of key assumptions



Joseph John Martocchio

underlying least squares correlation/regression may be

responsible for weak effects. A secondary objective is to

conduct exploratory analyses to estimate whether these

measurement and methodological issues might be responsible

for weak effects.

Based on analyses of 440 employees (176 blue collar-

unskilled and 264 white collar-clerical) employed in a

diversified financial services organization, a sufficient

degree of construct validity of an absence intentions

measure was demonstrated. As,predicted, absence intentipns

significantlywpredictedlyoluntarymabsenteeism. Contrary to

prediction, absence intentions significantly predicted

involuntary absenteeism. These results lend support to the

idea that the voluntary-involuntary distinction is

artificial in terms of an individual's control over

absenteeism (Hackett & Guion, 1985). One would not expect

an individual’s intentions to be absent to be related to

absence that is beyond personal control. Measurement and

methodological issues were ruled out as alternative

explanations to weak effects in the study.

Implications for research and theory, alternative

explanations, implications for practice, and directions for

future research were discussed.
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CHAPTER ONE

INTRODUCTION AND OVERVIEW

This chapter provides an introduction and overview of the

entire dissertation. The introduction and overview include:

(a) why it is of importance to investigate absence inten-

tions, (b) the research strategy, (c) the key assumptions

and limitations of this research, (d) contributions of this

research, and (e) an outline of the subsequent chapters in

the dissertation.

Importance of the Topic

Introduction

We know that voluntary absenteeism is pervasive across

organizational types. In addition, its costs to

organizations are exorbitant (Steers & Rhodes, 1984).

Unfortunately, our understanding of employee absenteeism has

been limited because of weak effects or "small" effects

(Cohen, 1977). In this case, weak effects are low

correlations between measures of employee absenteeism and

measures of relevant work-related attitudes (e.g., job

satisfaction). Weak effects may be attributed to incomplete

theoretical development, measurement issues, methodological

issues, or all three (Cook & Campbell, 1979).

A recent meta-analysis of the correlates of involuntary

1
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and voluntary absenteeism (Farrell & Stamm, 1988) analyzed

effects sizes between psychological factors, demographic

factors, work environment factors, and organization-wide

factors: and, absence frequency and absence duration. With

the exception of job involvement and absence history,

Farrell and Stamm (1988) found correlations each with a

magnitude less than .20. Alternatively, each factor

explained less than four percent of the variance in employee

absenteeism. Thus, despite expectations in the literature

that attitudes and absence behavior are strongly related,

Farrell and Stamm (1988) concluded that these relationships

are weak.

In addition, despite theoretical expectations that job

satisfaction and voluntary absenteeism are strongly related

(e.g., Vroom, 1964), the results of empirical research

suggest that the relationship between job satisfaction and

voluntary absenteeism was weak. Again, less than four

percent of the variance in absenteeism was explained by job

satisfaction. This conclusion is based on meta-analyses by

Hackett and Guion, 1985; and Scott and Taylor, 1985.

W

One potential reason for weak relationships between

absenteeism and work-related attitudes is a failure to

consider whether the relationship may be mediated by a

cognitive antecedent (Fichman, 1988; Hackett & Guion, 1985).

Recently, Fichman (1984: 1988) argued that absence is a
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function of two motivation processes that include: (a) the

reward value of attending work which decreases over time,

and (b) the attractiveness of non-work alternatives which

increases in strength with no compensating consummatory

activity. In other words, an individual chooses to switch

between attending work and being absent from work when the

perceived utility of one behavior exceeds the other.

Although these forces are presumed to be cognitively

determined, Fichman (1988) did not empirically examine

whether a cognitive factor mediates the relationship between

attitudes and behavior.

Consistent with Fichman's (1988) assumptions, Hackett

and Guion (1985) also assume that voluntary absenteeism

implies volition. Thus, an individual makes a conscious

choice whether to attend work on any given day. Hackett and

Guion (1985) suggest that one’s decision to be absent from

work may result from consideration of the costs and benefits

of missing work on any given day.

In summary, Fichman's (1988) work is characteristic of

empirical research in absenteeism. The focus is on

predicting absence behavior from work-related attitudes

rather than examining whether absence behavior is preceded

by cognitions about the behavior. Hackett and Guion’s

(1985) suggestions require research designs that facilitate

assessment of expectancy and valence for a variety of

potential outcomes of missing work.
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MeasurementZMethodological Issues

In addition to theoretical issues which may be

associated with weak effects, measurement and methodological

issues may also be responsible for weak effects. These

issues include: (a) low measurement reliability; and, (b)

non-normal sampling distributions.

Hackett and Guion (1985) found that the levels of

reliability for voluntary and involuntary absence measures

have been below conventional levels in the behavioral

sciences (Nunnally, 1978). Measurement unreliability can

attenuate correlation coefficients (Cook & Campbell, 1979).

This is also associated with decreased statistical power

(Cohen, 1977).

Also, the use of least squares analytic methods are

problematic because absence events tend to be skewed. In

other words, most people in a given sample have low

absenteeism rates, whereas only a few are absent often; many

are not absent. This may result in attenuated correlations

or weak effects because least squares methods are based on

the assumption that the marginal distribution of behavior is

approximately normal. Consequently, researchers have

possibly made false substantive conclusions because they

relied on correlations with magnitudes that are possibly

smaller because of measurement artifacts.
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The discussion presented three potential reasons for

weak effects in employee absenteeism research. The first

reason, a theoretical one, suggests that researchers have

failed to consider whether a cognitive factor mediates the

relationship between work-related attitudes and absence

behavior. Attitudes and absence behavior may be related

only indirectly. The second reason, a measurement one,

suggests that weak effects may be the result of low

measurement reliability. The third reason, a methodological

one, suggests that weak effects may be the result of the

violation of a key assumption underlying ordinary least

squares regression techniques, namely, that the marginal

distribution of the variables is normal in shape.

It is possible that weak effects may be attributed to

any number of these reasons. Research to date has not

addressed all these issues in any one investigation of

employee absenteeism.

The Extent of Advance in Absenteeism Research

Although researchers have recognized the importance of

studying employee absenteeism, they have generally ignored

the theoretical and methodological issues highlighted above.

A computerized search of Psychological Abstracts spanning

from 1982-1986 shows that the number of doctoral

dissertations and published studies examining employee

absenteeism indexed each year has remained relatively
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steady, totalling 162 (i.e., 79 doctoral dissertations and

83 published studies) over this period. However, a detailed

examination of those studies' abstracts reveals that little

advance in the study of employee absenteeism has been made

with respect to addressing the theoretical and

methodological issues.

Only three papers proposed new direction in absenteeism

theory (Fichman, 1984, 1988: Johns & Nicholson, 1982;

Nicholson & Johns, 1985). Only six studies directly

addressed some of the measurement and methodological

problems. Two of these papers examined the construct

validity of voluntary versus involuntary absence indexes as

well as addressed some of the measurement issues (Chadwick-

Jones, Nicholson, & Brown, 1982; Hackett & Guion, 1985).

Only two directly addressed methodological issues related to

distributional problems associated with absence sampling

distributions (Hammer & Landau, 1981: Watson, Driver, &

Watson, 1985). One study examined the extent to which the

effects of sampling error and measurement unreliability

attenuated the work attitude-absenteeism correlation

(Terborg, Lee, Smith, Davis, & Turbin, 1982). Finally, one

study raised the issue of internal validity of the

absenteeism research (Clegg, 1983).

This assessment of the absenteeism literature suggests

the need to consider different approaches to understanding

voluntary employee absenteeism. Certainly, a call for
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research that examines the plausibility of cognitive

antecedents to absence behavior exists (Hackett & Guion,

1985). In addition, it is also important to assess whether

weak effects are the result of measurement unreliability,

and violations of key ordinary least squares assumptions

because research has shown that failure to address these

issues may undermine theoretical expectations (e.g., Hammer

& Landau, 1981: Watson, et al., 1985).

The Research Strategy

Unlike the existing body of absenteeism research, this

dissertation is on construct validity, rather than on the

substantive validity issues. There are three objectives.

The first objective is to investigate whether the problem of

weak effects may be overcome by using a measure of absence

intentions. This objective was stimulated by employee

turnover research, which has suffered many of the same

theoretical problems as absenteeism research. Impetus for

the study of behavioral intentions has resulted, in part,

from theoretical arguments that have singled them out as the

most direct and immediate cognitive antecedents of overt

behavior (Ajzen & Fishbein, 1980: Fishbein, 1967: Fishbein &

Ajzen, 1975: Triandis, 1977).

Many of the turnover models (e.g., Mobley, 1977; Steers

& Mowday, 1981) now incorporate behavioral intentions in the

turnover process. Steel and Ovalle (1984) noted that

intentions to resign are universally regarded as the
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culmination of one's decision to leave an organization.

Turnover intentions represent an intermediate link between

attitudes about the consequences of leaving the organization

as well as subjective norms regarding leaving the

organization and behavior.

In a review and meta—analysis of research on the

relationship between behavioral intentions and employee

turnover, Steel and Ovalle (1984) found that the weighted

correlation between behavioral intentions and employee

turnover was .50. In addition, they found that intentions

were more predictive of attrition than overall job

satisfaction, satisfaction with the work itself, or

organizational commitment. Despite the logical appeal of an

intentions construct in employee turnover research and its

contribution in explaining variance in turnover, absenteeism

researchers have not studied whether employees may use a

similar decision process that precedes voluntary

absenteeism. After all, not being in the workplace involves

choice when the reasons are within one's control. Under

instances of control, it is unlikely that a person stays

home from work without making some sort of conscious

decision.

Based on this rationale, a conceptual definition of

absence intentions will be proposed. A nomological network

(i.e., an exploratory conceptual framework relating

constructs and observables to each other with specific
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hypotheses) will also be specified to assess the degree of

construct validity of an absence intentions measure.

Construct validation requires answering two questions: (a)

How well does the instrument measure the individual trait or

individual characteristic of interest? In this case, it is

absence intentions; (b) Does the absence intentions measure

relate to other factors as suggested by theory and empirical

research?

The second objective of this dissertation is to examine

whether measurement unreliability is an alternative

explanation for weak effects. As discussed, meta-analytic

estimates of correlations between work-related attitudes

(i.e., job satisfaction, organizational commitment) and

voluntary absenteeism suggest that less than four percent of

the variance in voluntary absenteeism has been accounted for

by these factors. This percentage of variance is consistent

with Cohen's (1977) convention for "small" effect sizes.

Specifically, using Cohen’s (1977) standards for "small,"

"medium," and "large" effect sizes, do effect sizes increase

beyond "small" when corrections for measurement

unreliability are made?

The third objective of this dissertation is to examine

whether violation of least squares assumptions is an

alternative explanation for weak effects. This will be

achieved by examining the distributions of the variables

under study and using the appropriate procedures when
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nonnormality is salient. Then, the question will be asked,

do effect sizes increase beyond "small" when corrections for

measurement unreliability are made?

Key Assumptions and Limitations

The dissertation assumes that voluntary absenteeism is

the result of an individual's conscious choice. Recent

thought (Johns and Nicholson, 1982) suggests that voluntary

absenteeism is the result of habit or proneness. Results of

empirical research that operationalized habit as significant

predictions of absenteeism behavior for one period based on

a previous period (Breaugh, 1981: Garrison & Muchinsky,

1977) have been mixed.

The nomological network includes widely studied

constructs in employee absenteeism research. These include

job satisfaction, organizational commitment, job

involvement, and protestant work ethic. An assumption is

made that measures of each construct is valid.

As will be discussed, one’s attitudes toward absenteeism

is grounded in expectancy theory. Expectancy theory has

inherent limitations related to understanding the nature of

behavioral choice. Simon (1956) criticized expectancy-

based, behavioral choice paradigms, indicating that limited

human cognitive resources do not allow one to rationally

maximize outcomes. An individual’s limited cognitive

resources and lack of access to all pertinent information

results in an individual making "satisficing" choices
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(i.e., less than optimal) rather than choices that are

rational and maximize outcomes (Simon, 1958).

Contributions

This dissertation will assess the degree of construct

validity of an absence intentions measure which is expected

to provide an important mediating link between attitudes and

voluntary absence behavior. However, failure to show that

absence intentions is an important mediating link (assuming

that plausible alternative explanations can be ruled out)

would also be useful to researchers in industrial psychology

and human resource management. Failure to identify absence

intentions would suggest the need to pursue research that

addresses absenteeism as a latent trait (Johns & Nicholson,

1982).

Practitioners may also benefit from the results of this

dissertation. To the extent that absence intentions is an

important mediating factor, then employers will be able to

understand absenteeism propensity within their

organizations. While absence behavior data provide a post

hoc view of what has happened, absence intentions may be

useful for predicting behavior. Furthermore, the use of

absence intentions will provide practitioners with greater

understanding into the psychological correlates of behavior.

By predicting when absenteeism is likely to occur rather

than analyzing when it has occurred, employers will be able

to develop proactive absence management programs that are
y
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more responsive to employee and employer needs than before.

Specifically, Ajzen and Fishbein’s (1980) theory

suggests that behavioral change is ultimately the result of

changes in beliefs. Thus, in order to influence behavior,

management should provide information (i.e., absenteeism

policies) that will produce changes in their beliefs. If

absence intentions are identified, then it will be possible

to determine the degree to which it is under attitudinal or

normative control. This information will help management

target information.

This research is not designed to assess the meaning and

interpretation of absenteeism to each individual. However,

to the extent that factors related to absence intentions can

be identified, it will provide a basis to identify

differences in factors underlying absence motivation rather

than simply mean differences in absence motivation.

Outline of This Dissertation

This dissertation contains six chapters. Chapter one,

thus far, has generally described the rationale underlying

the research objectives and the potential contributions of

this dissertation.

Chapter two includes a literature review of the

employee absenteeism literature, focusing on theoretical,

measurement, and methodological issues. The purpose of this

discussion is to highlight the need to adopt alternative

‘ways of thinking and empirically examining employee
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absenteeism.

Chapter three presents a nomological network to guide

construct validation assessment of absence intentions. The

network is grounded in Fishbein’s (1967) theory of

behavioral intentions and also includes theoretically

meaningful work and non-work factors.

Chapter four discusses the method of investigation.

This includes the organization under study, subjects for

this dissertation, the data collection procedure, the

Operationalization of variables, and method of data analysis

for each hypothesis.

Chapter five shows the results of the data analysis for

each of the hypotheses. Descriptive and inferential

statistics have also been included. Inferential statistics

were used to assess whether a hypothesis is statistically

significant at an a priori alpha level.

Chapter six contains a summary of these findings

followed by a implications for theory. Alternative

explanations were presented. Implications for practice

followed.’ Finally, directions for future research conclude

this chapter.

 



CHAPTER TWO

LITERATURE REVIEW

Introduction

Chapter One suggested deficiencies in our approach to

studying voluntary employee absenteeism. The purpose of

this chapter is to review the relevant literature.

Specifically, this chapter will review relevant theories of

absenteeism, as well as critical measurement and

methodological issues in absenteeism research.

ABSENTEEISM: THEORY, MEASUREMENT AND METHODOLOGY

Review of Theoretical Models

Hill and Trist (1953)

Hill and Trist (1953) conceptualized employee

absenteeism as withdrawal from stressful work situations.

Withdrawal can take the form of accidents, turnover, and

unexcused absence and results from dissatisfaction and

conflict in obligations between one's work and non-work

domains. The employee-employer relationship determines how

the conflict is expressed. Hill and Trist (1953) discussed

three phases of the employee-employer relationship.

The first phase occurs during the period of initial

employment. During this period, individuals are not fully

14
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aware of the workplace norms (i.e., how much absence is

tolerated and what individuals can "get away with"). In

order to avoid conflict with the employer, withdrawal takes

the form of turnover.

The second phase is a period during which time norms

have been learned. Workers are still not completely

satisfied with their work situation. Absence is highest

during this period which is termed "differential transit."

The third period reflects an employee’s adjustment.

Over time, individuals who determined that there was a poor

fit between themselves and the employment situation have

left. Thus, there is a relatively low level of withdrawal

among remaining employees. For organizations that prohibit

unsanctioned absence, employees cope with the workplace

situation by exhibiting "legitimate" absenteeism.

Specifically, individuals complain of minor illness that is

psychosomatic in origin to legitimize absenteeism (Hill &

Trist, 1953).

Hill and Trist (1953) assumed that all forms of

withdrawal stem from dissatisfaction with the work

situation. They ignored the possibility that absenteeism

may reflect proactive behavior instrumental in meeting non-

work needs or wants. Hill and Trist (1953) adopted a group

unit of analysis, making the assumption that the "cause" of

withdrawal is the same for each employee.
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W

Gibson (1966) posited a model of absence behavior based

upon concepts of the need-oriented individual and the goal-

oriented organization joined together by a multi-faceted

psychological contract. Absence from work implies an

inability, inappropriateness, or an unwillingness to work

with few exception (e.g, illness, funeral).

Individual-level factors that shape an employee’s

decision to breach the employment contract include work

identification, status, sex, age, length of service, whether

one’s belief system is either cosmopolitan or local

(Gouldner, 1958). Gibson (1966) directly addressed the

relationship between each of these factors with voluntary

absenteeism. In each case, voluntary absenteeism is assumed

to be the outcome of an adjustment process.

Gibson’s (1966) model does not explicitly take into

consideration the role of choice in behavior. As with Hill

and Trist’s (1953) model, Gibson (1966) assumed that

absenteeism is the result of negative affect toward work and

the employer. Gibson (1966) did not acknowledge the

possibility that absenteeism may reflect a choice to pursue

more desirable activities outside the workplace.

c olson 1977

Nicholson (1977) proposed an individual-level theory of

absenteeism. He conceptualized absence events in terms of

their avoidability along a continuum labeled ’A-B
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Continuum.’ On either end of the A-B Continuum are Type ’A'

absences (i.e., unavoidable) and Type ’B’ absences (i.e.,

avoidable).

Key to the A-B Continuum model is an individual’s

motivational state. Nicholson (1977) defined motivation to

be absent as "the degree to which an employee is dependent

upon the regularities of organizational life." (246)

Similar to previous conceptualizations, motivation mainly

depends upon the way one’s needs are satisfied through the

employment relationship rather than factors outside the

workplace.

Nicholson (1977) suggested four broad categories of

variables that affect motivation: personality traits,

orientation to work, job involvement, and the employment

relationship. Unfortunately, Nicholson's (1977) thoughts

about each category of variables were not well-developed.

Steers and Rhodes (1978)

Steers and Rhodes (1978) advanced a series of

propositions suggesting that an individual’s attendance is

directly influenced by attendance motivation and ability to

attend. An underlying premise of their model is that an

employee's motivation to attend work represents the primary

influence on actual attendance provided that the employee

has the ability to attend. They hypothesized that

attendance motivation and voluntary absenteeism are

inversely related. In addition, ability to attend is
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positively related to involuntary absenteeism (Steers &

Rhodes, 1978).

Motivation to attend is a function of the job situation

(i.e., job scope, job level, role stress, work group size,

co-worker relations, and advancement opportunities) and key

pressures to attend (i.e., economic and market conditions,

incentive/reward systems, work group norms, personal work

ethic, and organizational commitment). The job situation

and employee values and expectations interactively determine

job satisfaction. Then, job satisfaction combines with

various other pressures to attend to determine attendance

motivation.

Ability to attend depends upon: (a) illness and

accidents, (b) family responsibilities, and, (c)

transportation problems.

Steers and Rhodes (1978) explicitly applied the

expectancy-based motivation concept to the conceptualization

of absenteeism. However, they addressed absenteeism as a

choice to attend based on work factors. They ignored

additional factors outside the workplace that may be

relevant to one’s choice 39; to be in the workplace when

scheduled. Furthermore, they focussed on motivation to be

in the workplace instead of motivation not to be in the

workplace when scheduled.

Subsequent empirical research based on the model (e.g.,

Watson, 1981) has resulted in disappointing results. Brooke
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(1986) found several problems with the model and

operationalization of variables that have likely resulted in

these disappointing results. Other problems include: (a)

lack of evidence demonstrating the construct validity of the

measures, (b) imprecision with respect to the dependent

variable in the model, (c) lack of theoretical basis for

assuming causality among variables, and, (d) criterion

deficiency (Brooke, 1986).

Chadwick-Jones. Nicholson. §1Brown (1982)

Chadwick-Jones, Nicholson, & Brown (1982) proposed a

social exchange theory of absenteeism based on two

assumptions: (a) the interdependency of members of work

organizations, and (b) social exchange between employers and

employees. Social exchange between employers and employees

is developed in, or revealed by, a pattern of behavior in

the work situation that includes absenteeism. Absenteeism

does not result in punishment or other negative consequences

provided it is within the accepted, ongoing pattern of

social exchange.

Johns and Nicholson (1982)

Johns and Nicholson (1982) provided several counter-

propositions to beliefs and assumptions about absenteeism as

stimuli to theory development. As with Chadwick-Jones et

al. (1982), they addressed the absence phenomenon as a

social one rather than motivational at the individual level
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of analysis.

Proposition . Absence events are phenomenologically

unique. Because generalized predictions about absence

behavior have been unreliable, they believe that a more

contingent approach is needed which considers how specific

contextual conditions affect individual absence episodes.

Proposition . Absence is not the result of conscious

choice but is the result of non-volitional forces.

Individual differences in absenteeism will be due to

variations in personal "habit strength," which is a function

of one's degree of compulsive attachment to work, and

external constraints on perceived decision making freedom.

Proposition . Absence is a temporal behavior and

continually subject to dynamic change. They reason that

absence involves time reallocation between work and non-work

based on salient priorities. Therefore, changes in absence

behavior should not be viewed as "unwanted error variance."

Absence represents non-work behavior and is subject to major

causal influences from variables that transcend the

workplace.

Proposition 4. The meaning of absenteeism is complex.

Absenteeism does not always reflect deviant behavior or

escape from oppressive work situations. For example, Rosse

and Hulin (1985) and Staw and Oldham (1978) have provided

evidence to suggest that absenteeism also serves as a

maintenance function for individual adjustment.
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Prgposition . Absence occurs throughout the

workplace, thus, research should reflect this phenomena.

For example, most absenteeism research has focused only on

blue collar absenteeism (Steers & Rhodes, 1984), yet, Johns

and Nicholson (1982) maintain that white collar workers and

managers also need time off from work. By examining absence

behavior across hierarchical levels in the organization,

researchers may better understand the extent to which

absence has common costs, causes, and controls at different

levels of the organization.

Pighpan (1984.19881

Fichman (1984, 1988) proposed a dynamic model of

attendance to help answer how long an individual will

continue to attend work without an absence interruption.

Unlike other theories of absenteeism, Fichman (1984)

proposed that absenteeism could be more efficiently

predicted based on the timing of the switch from absence to

attendance. Understanding when absenteeism would most

likely occur depends upon both the reward value of work

activities and the reward value of non-work activities

foregone while engaged in work activities.

Fichman (1984; 1988) suggests that the dynamic

component of attendance is captured in two motivational

processes that operate simultaneously. The first

motivational process is that the reward value of attending

work gradually decreases to some asymptotic level. The



22

second motivational process is that the attractiveness of

non-work alternatives increases in strength with no

compensating consummatory activity. Consequently, at some

point, the attractiveness of non-work activity will be

greater than work activity, in which case an absence will

occur. The dynamics of attendance is captured by the hazard

rate h(t) of being absent from work. Fichman (1988) defined

the hazard rate as the instantaneous rate of going from work

attendance to work absence in a unit of time given that the

individual has been in attendance until time t.

The attendance hazard model was tested using three

absence types for a sample of 465 union coal miners

(Fichman, 1988). Voluntary absences were defined as

absences categorized as discretionary, or contract days,

discretionary holidays, graduated vacation days, and

miscellaneous paid absences. Semi-voluntary absences

included excused and unexcused unpaid absences. Involuntary

absences included absences due to on-the-job injuries,

illnesses, wildcat strikes, and off-the-job injuries.

Fichman (1988) found support for the hazard model of

attendance, suggesting that people will switch from one

activity to another with some regularity. In addition, he

also found that the hazard rate for an individual to end an

absence is a function of the time since the last absence.
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finnmsrx

Early models of employee absenteeism specified

absenteeism as the result need deprivation. Absenteeism was

considered only from the vantage of the employer. With rare

exception, voluntary absenteeism was negatively connotated.

The world was defined in terms of the workplace.

More recent models specified absenteeism as the result

of an adjustment process. Still, the behavior was looked

upon negatively by employers. Again, the world was defined

in terms of the workplace.

Steers and Rhodes (1978) introduced the expectancy-

based notion of motivation as key to understanding voluntary

absenteeism. Like other models, it addressed motivation as

attraction to the workplace, and the lack thereof. The

direction of causality was assumed to be uni-directional.

Furthermore, non-work factors were not included as part of

one’s choice to attend or to be absent. Only work-related

factors were believed to affect levels of attendance.

Finally, Fichman (1988) provided evidence to indicate

that people may have cognitions about absenteeism and

attendance. His work also suggests that absenteeism may

reflect a choice to pursue activities with greater

subjective utility outside the workplace.
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Review of Measurement Issues

W

Gaudet (1963) reported that at least 41 different

measures of absenteeism have been used in the literature.

Despite the quantity of absenteeism measures, researchers

(e.g., Chadwick-Jones, Brown, Nicholson, & Sheppard, 1971;

Fox & Scott, 1943: Gibson, 1966: Hammer, Landau, & Stern,

1981; Steers & Rhodes, 1978) acknowledge two types of

absenteeism: "involuntary" and "voluntary." Involuntary

absenteeism is hypothesized as due to factors beyond the

control of the employee. Voluntary absenteeism reflects

conscious choice by employees for reasons within an

individual’s control. One widely used purported measure of

involuntary absenteeism is the Time Lost Index. Two widely

used purported measures of voluntary absenteeism are

Frequency Index and the Attitudinal Index.

Time Lost Absence Measures. Chadwick-Jones et al.,

(1971) defined Time Lost as the number of days lost over a

specified period for any reason other than organization-

sanctioned leave. Several researchers (Chadwick-Jones et

al., 1982; Fox & Scott, 1943; Yolles, Carone, & Krinsky,

1975) believe that involuntary absences are caused by

serious illnesses that result in longer-term absences, that

is, illness that removes the potential of choice is unlikely

to be brief or to occur frequently.

Ezegpepgy of Absence Measures. The Frequency Index is
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defined as the number of absences in a specified period,

regardless of duration, excluding holidays and workdays

(Chadwick-Jones, et al., 1971). Fox and Scott (1943)

reasoned that voluntary absences are reflected in the

frequency of absence in contrast to the duration of absence

spells because voluntary absences are likely to be short in

duration. In addition, Vroom (1964) discussed voluntary

absence from a valence-instrumentality-expectancy

perspective, thus treating absence as choice.

Huse and Taylor (1962) defined the Attitudinal Index as

the number (i.e, frequency) of one-day absences. Froggatt

(1970) and Taylor (1967) maintain that such short-term

absence are voluntary in nature because absences based on

the Attitudinal Index were not correlated with illness in

excess of three days duration.

Other purported measures of voluntary absence used in

the absence literature include: (a) Lateness- the number of

instances of lateness in any week: (b) Other Reasons- the

number of days lost in a week for any reason other than

holidays, rest days, and certified sickness (Chadwick-Jones

et al., 1971): (c) Blue Monday Index- the number of

individuals absent on Monday minus the number of individuals

absent on Friday for any week; (d) Worst Day Index- the

difference score between number of individuals absent on any

week's ”best" and "worst" days (excluding holidays and rest

days). The Blue Monday Index and Worst Day Index purport to
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measure voluntary absence (Chadwick-Jones & et al., 1971).

However, only Argyle, Gardner, and Cioffi (1958) provide

support for the Worst Day Index as a measure of voluntary

absence.

Rgligbilitx

The number of published absenteeism studies (workplace

samples) ranges in the hundreds. The number of reliability

coefficients for absenteeism measures, however, falls

significantly short of the total number of studies. Hackett

and Guion (1985) identified 27 reliability coefficients for

the Frequency Index. This distribution had a mean of .51

and a standard deviation of .18. Twenty-nine reliability

coefficients were found for the Time Lost Index. This

distribution had a mean of .66 and a standard deviation of

.28. Nineteen coefficients were found for the Attitudinal

Index. This distribution had a mean of .41 and a standard

deviation of .21.

These mean reliability estimates are below conventional

levels in the behavioral sciences (Nunnally, 1978). In

addition, there also is a high degree of variability among

the individual reliability estimates. Atkin and Goodman

(1984) and Landy, Vasey and Smith (1984) suggested that the

choice of time period on which absence measurement is based

affects the level of reliability. For example, during

relatively short periods, absences are more likely the

result of accidents or illnesses associated with individuals
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whose absence-taking behavior is in some way different from

that of their peers. Atkin and Goodman (1984) also

suggested that key aspects of absence policy (e.g., whether

sick leave must be used within a fixed period or whether it

can be cashed in or carried over into another period) and

seasonal conditions (e.g., adverse weather) may also affect

stability of absence measures.

Among the reliability coefficients identified by

Hackett and Guion (1985), different definitions of

psychometric reliability were represented. The most common

include test-retest reliability and, split-half reliability.

The test-retest reliabilities estimate the measure’s

stability over two periods. Split-half reliabilities

reflect a measure’s internal consistency within one

specified period.

One implication of low reliability for absenteeism

research is the problem of weak effects (Cook & Campbell,

1979), which may result in false substantive inferences

because of failure to reach statistical significance. Weak

effects will result in low statistical power (Cohen, 1977).

Given that statistical power is a function of effect

size, alpha level, and sample size, then the only immediate

remedies would be to increase the probability of Type I

error beyond the conventional .05 level (e.g., .10 or

greater), or to increase sample size in order to achieve

statistical significance. Although these adjustments may
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enhance the probability of achieving statistical

significance, they are unrelated to addressing the issue at

a substantive level.

Terborg et al. (1982) directly examined the issue of

weak effects related to the job satisfaction and absence

frequency relationship as well as the organizational

commitment and absence frequency relationship. Data were

collected on job satisfaction and organizational commitment

from 242 sales employees in six retail stores. Evidence of

differences were found on variable means, standard

deviations, reliabilities, and predictive validities. When

criterion unreliability, predictor unreliability, range

restriction, sampling error, criterion contamination and

deficiency: and differences in factor structures between

different measures of similar constructs were controlled,

little variability in validities remained. Their findings

suggest that differences in these relationships may be the

result of measurement and methodological deficiencies rather

than theoretical deficiencies.

Cppstppct Validity

Construct validity refers to the extent to which a

measure reflects the construct it purports to assess.

Empirically, this is evidenced by both convergence and

discriminability (Campbell & Fiske, 1959). Convergence

refers to the extent to which different measures of similar

constructs (or items purported to measure a particular
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factor of a multi-factorial construct) correlate highly.

Discriminability refers to the extent to which similar

measures of differing constructs (or items purported to

measure different factors of a multi-factorial construct) do

not correlate highly.

For example, assuming Time Lost does measure

involuntary absence, then Time Lost should correlate more

highly and positively with other known measures of

involuntary absence than with known voluntary absence

measures. Ideally, involuntary absence measures and

voluntary absence measures should correlate zero if each

measure possesses distinct factors.

To date, two research efforts (Chadwick-Jones et al.,

1982; Hackett & Guion, 1985) have examined the construct

validity of the Attitudinal Index, Frequency Index, and Time

Lost Index. Chadwick-Jones et al. (1982) assessed the

extent of construct validity of several measures using the

Multi-Trait-Multi-Method approach (Campbell & Fiske, 1959).

Based on data collected over a one-year period for 21

distinct organizations, tentative support for the validity

of the Attitudinal Index and Frequency Index as measures of

voluntary absence, and, Time Lost Index as a measure of

involuntary absence was found. Specifically, correlations

between the Attitudinal Index and Frequency Index were more

positively related than those between the Frequency Index

and Time Lost Index. Caution, however, is warranted when
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interpreting the correlation between the Frequency Index and

Attitudinal Index because the former necessarily, by

definition, includes the latter. This spurious overlap

results in an "artificially" high correlation coefficient.

Without a measure of internal consistency reliability

for each absence measure along which to compare inter-

measure correlations, it is difficult to assess whether any

one of the measures is factorially complex (e.g., whether

the Frequency Index taps into at least one other construct

in addition to "voluntary" absenteeism or whether

"voluntary" absence in itself is multi-factorial).

In a second construct validity assessment, Hackett and

Guion (1985) used exploratory factor analysis to determine

whether a variety of absence measures reduced to a smaller

number of sets tapping into distinct constructs (i.e.,

"voluntary" and "involuntary" absenteeism). An analysis was

conducted separately for data sets (Chadwick-Jones et al.,

1971; Huse & Taylor, 1962: Nicholson & Goodge, 1976) which

contained absence data from a single sample, over two

consecutive years.

For each of the three data sets, Hackett & Guion (1985)

found that both the Attitudinal Index and Frequency Index

loaded highly on the same factor whereas the Time Lost Index

loaded highly on a separate factor. Inter-factor

correlations, however, were modest in magnitude for the Huse

and Taylor (1962) and Chadwick-Jones et al. (1971) data
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sets. This suggests that these constructs share some common

factor variance. For the Nicholson and Goodge (1976) data,

on the other hand, inter-factor correlations were near zero.

Summsrx

This review of measurement issues suggests that

possibly false substantive inferences about the relationship

between voluntary absenteeism and work-related attitudes may

be the result of measurement unreliability. Despite the

reliability issue, two recent investigations found tentative

support for the involuntary-voluntary absenteeism

distinction.

These findings should be tempered with warnings by

Hammer and Landau (1981). They suggested that researchers

should not blindly accept the Frequency and Time lost as

specific indexes of voluntary and involuntary absenteeism,

respectively, because of contamination in raw data. One

source of contamination is classification errors.

Specifying the "cause" of an absence event is a difficult

choice. A cause may depend upon any of the following

factors: (a) the organization's absence policy, (b) the

employee’s absence history, (c) the grievance history of the

organization, (d) negotiations between employee and

management, (e) political factors, and (f) rules used by the

clerk who records the absence events (Atkin & Goodman,

1984). Conceptual ambiguity is likely minimized when the

stated reasons for absenteeism are noted rather than
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accepting blindly the Frequency and Time Lost Index (Hammer

& Landau, 1981). Furthermore, use of an absence intentions

measure may be useful in assessing the validity of reported

classifications because one would not expect a cognition to

be related to involuntary behavior. It is logical to expect

that a cognition would be related to voluntary behavior as

will be discussed in greater detail in Chapter Three.

Review of Methodological Issues

In addition to problematic measurement issues in

absence research are methodological problems which have

restricted our understanding of the absence phenomenon.

These problems have also caused us to question the validity

of some of our conclusions about absenteeism. One key

methodological problem that may be associated with weak

effects is the violation of statistical conclusion validity.

Stapistical Conclusion Validity

Statistical conclusion validity addresses the problem

of drawing potentially incorrect conclusions about the

relationship between two variables based on the violation of

assumptions for probability distributions in statistical

hypothesis testing (Cook & Campbell, 1979). Landy, et al.

(1984) and Watson et al. (1985) noted that absenteeism is a

low-base-rate event. This distributional property is

because most people in a sample have low absenteeism rates,

whereas only a few are absent often: many are not absent
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(Hammer & Landau, 1981). Hammer and Landau (1981)

identified three implications.

When the marginal distribution of the absenteeism

variable is nonnormal, some of its sample statistics (e.g.,

mean and variance) may differ significantly from the

population values. Consequently, there is a loss of

statistical power (Cohen, 1977). As discussed earlier,

there also is a problem of weak effects.

Second, as a result of low absence rates, recorded

absences depart from the normal distribution, an assumption

on which valid correlation and regression analyses are based

(Hays, 1981). With rare exception (e.g., Fichman, 1988),

most studies of absenteeism use correlation and regression

models in hypothesis testing. With a skewed, truncated

distribution, the value of the correlation coefficient is

attenuated. The more disparate the marginal distributions

are from one another, the lower is the maximum value of r

(Hays, 1981). Again, the problem of weak effects is

evident.

Third, correlation and regression models assume

linearity, normality in the marginal distributions, and

homogeneity of variance in the conditional distributions of

the dependent variable (i.e., homoscedasticity) around

points of the independent variable(s) (Hays, 1981). Because

skewness and leptokurtosis can result from hetero-

scedasticity, a nonnormal sample distribution indicates that
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the assumption of homoscedasticity is violated when

correlation and regression models are used in data analyses

(Cohen & Cohen, 1983). The implications for data analysis

in absenteeism research are inaccurate estimates of the

standard error of the regression weights, which can make

significance tests meaningless or the prediction of negative

absenteeism values that are meaningless (Hammer & Landau,

1981).

§EEE§£1

The review of methodological issues suggests the need

to examine the distributional properties of the absenteeism

variable. Two alternate ways to manage nonnormality include

transforming nonnormal variables to approximate normality,

or removing influential outlier variables (Watson, et al.,

1985). Because the former does not always result in

normality, the latter approach may be necessary. A strategy

for managing potential nonnormality will be discussed in

Chapter Four.



CHAPTER THREE

RESEARCH MODEL AND HYPOTHESES

Introduction

The purpose of this chapter is to provide a framework

to guide the assessment of the degree of construct validity

of an absence intentions measure. This involves proposing a

conceptual definition of absence intentions. In addition,

construct validation requires specifying a nomological

network (Cronbach & Meehl, 1955). The objective of

construct validation is to develop a measure of an

individual characteristic for its own sake as well as to

determine how well an instrument measures this

characteristic (Ghiselli, Campbell, & Zedeck, 1981).

Construct validation requires answering the question how

well does the instrument measure the individual trait or

characteristic of interest? In this case, the construct is

absence intentions.

This nomological network will be grounded in Ajzen and

Fishbein’s (Ajzen & Fishbein, 1980; Fishbein & Ajzen, 1975)

theory of behavioral intentions. In addition, it will also

include theoretically meaningful predictors that have been

widely examined in employee absenteeism research. First, an

overview of construct validity will be provided. Then, each

35
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component of the nomological network will be presented. In

line with Ghiselli et al. (1981), the specification of the

nomological network will include: (a) identifying the

meaning of the absence intentions construct, (b) how absence

intentions is related to other constructs, and (c) how

absence intentions is related to specific observable

behaviors.

Construct Validity: An Overview

A construct represents a hypothesis that a variety of

behaviors will correlate with one another in studies of

individual differences (Nunnally, 1978). Construct validity

is defined as representing the correspondence between a

construct and the operational procedure to measure or

manipulate that construct (Schwab, 1980). The process of

assessing the validity of a construct is indirect, yet, it

represents the link between psychometric properties of a

measure to the theoretical essence underlying that measure.

Schwab (1980) identified key issues related to

construct validation. First, Schwab (1980) suggests that

defining the construct is critical and should include: (a)

relating the meaning of the construct; (b) specifying the

level of analysis: (c) specifying whether the construct is

unidimensional: and (d) indicating whether the construct is

likely to be stable over time.

Also critical to assessment of construct validity is

the nomological network that Cronbach and Meehl (1955) have
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defined as "the interlocking system of laws which constitute

a theory." (p. 290) Specifically, Cronbach and Meehl (1955)

indicate that the laws in a nomological network may relate

(a) observable properties or quantities to each other: or

(b) theoretical constructs to observables: or (c) different

theoretical constructs to one another.

The nomological network is useful in assessing the

extent of convergence and discriminability (Campbell &

Fiske, 1959) that are essential in ruling out alternative

hypotheses. Convergence means that evidence from different

sources gathered in different ways all indicates the same or

similar meaning of the construct (Campbell & Fiske, 1959).

Discriminability means that one can empirically

differentiate the construct from other constructs that may

be similar, and that one can identify what is unrelated to

the construct (Campbell & Fiske, 1959).

Specifying inter-construct linkages in a nomological

network is also important for two reasons. Inter-construct

linkages can provide clarification of the construct under

consideration (Messick, 1975). Specification of inter-

construct linkages can guide the analysis for assessing the

degree of construct validity (Schwab, 1980).

A NOMOLOGICAL NETWORK FOR.AN ABSENCE INTENTIONS CONSTRUCT

The nomological network, which will be proposed to

guide construct validation of the absence intention

construct, includes absence intentions, voluntary absence
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behavior, involuntary absence behavior, subjective norms

regarding absenteeism, attitude toward absenteeism, job

satisfaction, job involvement, organizational commitment,

situational moderators, and personal characteristics. Table

1 shows the hypothesized relationships for each variable

with absence intentions. These predictions are based on

theory. The following discussion will detail the factors

specified in Table 1 and the nature of the expected

relationships.

Absence Intentions

An Introduction to Behavioral Intentions

depyiew. Fishbein (1967) argued that a person’s

attitude toward an object influences the overall pattern of

his/her responses to the object. One's attitude, however,

does not necessarily predict any given action. Instead, a

single behavior is determined by the intentions to perform

the behavior in question. Figure 1 outlines the Ajzen and

Fishbein (1980) theory of behavioral intentions.

The theory is based on the assumption that people use

available information in a reasonable and rational way to

arrive at a behavioral decision. Social behavior is pp;

controlled by unconscious motives or overpowering desires.

Thus, behavior is not capricious. Because simply predicting

behavior from intentions does not provide much insight into

the nature of human behavior, it is important to understand

the determinants of behavioral intentions.
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Specifically, a person’s intention is in turn a

function of his/her attitude toward performing the behavior

and his/her subjective norm (Ajzen & Fishbein, 1980). One’s

attitude toward performing the behavior is proposed to be a

multiplicative function of the individual's beliefs about

the consequences of performing the behavior or the object's

attributes, and the individual's evaluations of those

consequences. Mathematically, it is stated as follows:

n

AB = z bi*ei where

i=1

bi is the belief that performing behavior B leads to

consequence or outcome 1:

ei is the person’s evaluation about whether the outcome i is

good or bad: and,

n is the number of beliefs the person holds about performing

behavior B.

The underlying theoretical base of the attitudinal

component is expectancy theory (Vroom, 1964). hi is

equivalent to the expectancy construct in expectancy theory.

e1 is equivalent to the valence construct in expectancy

theory.

The second component of the theory deals with the

influence of the social environment on behavior. The

subjective norm is the person's perception that most people

who are important to him/her think he/she should or should

not perform the behavior in question. One’s subjective norm
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regarding behavior is proposed to be a function of the

person’s beliefs about what specific, important others think

the person should do, weighted by the person’s motivation to

comply with others. Mathematically, it is stated as

follows:

n

SN= Z bi*mi where

1=1

b1 is the normative belief that individuals within the

reference group of individual i thinks he/she should or

should not perform the behavior B;

‘i is one’s general tendency to accept the directives of

each individual in the given reference group or individual

(i.e., motivation to comply); and,

n is the number of relevant referents. Together, these two

factors combine in an additive fashion to determine

behavioral intentions I. Mathematically, the theory is

stated as follows:

I= (AB)w1 + (SN)w2

where V1 and wz are derived empirically. Fishbein (1967)

indicated that these weights are expected to vary with the

kind of behavior that is being predicted, with the

conditions under which the behavior is to be performed, and

with the person who is to perform the behavior.

Atpitudinal and Behavioral Entities

Ajzen and Fishbein (1977) maintain that attitudinal and

behavioral entities may be viewed as consisting of four
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different elements: (a) the action, (b) the target at which

the action is directed, (c) the context in which the action

is performed, and (d) the time at which it is performed.

Three major factors have been found to influence the

magnitude of the relationship between intentions and

behavior (Ajzen & Fishbein, 1977; Fishbein & Ajzen, 1975):

(a) the degree to which intentions and behavior correspond

in their levels of specificity: (b) stability of the

intentions, and (c) the degree to which carrying out the

intention is completely under the person's volitional

control.

Intentions-Behavior Correspondence. The first factor

requires that attitude and normative components in the

nomological network be assessed for the same time, context,

target and action in order to enhance correspondence between

attitude, intentions, and absence behavior. The role of

time has not been directly addressed in absenteeism theory.

Time, however, has been an issue in measuring absenteeism

behavior with respect to stability of the absence phenomenon

(e.g., Landy, et al., 1984). This will be discussed

shortly. Time may also be relevant to the extent that

different variables or combinations of variables exert a

differential influence on absenteeism as a function of

stages in organizational socialization (Van Maanen & Schein,

1979). Clearly, the treatment of time in absence theory and

measurement is a topic which requires additional research.
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The context issue suggests the need to consider

attitudinal and behavioral factors that consistently relate

to a particular situation. In the case of absenteeism, job

involvement, organizational commitment, job satisfaction,

and protestant work ethic, for example, should be related to

intentions to be absent from the work context.

Spability pf Intentions. The longer the time interval

between measurement of intentions and observation of

behavior, the greater the probability that the individual

may obtain new information or that certain events will occur

which will change his/her intentions. Organizational

Behavior researchers have examined attitudes such as job

satisfaction, organizational commitment, and job involvement

cross-sectionally. However, there is evidence to suggest

that organizational commitment is relatively stable over

time (Porter, Steers, Mowday, & Boulian, 1984).

Although there is evidence for the transitory nature of

satisfaction (Porter, et al. 1974: Smith, Kendall, & Hulin,

1969), Waters and Roach (1973) found that overall

satisfaction and absence frequency were consistently related

over a period of two years. Schneider and Dachler (1978)

assessed the stability of the Job Descriptive Index (JDI)

over a 16-month period for a diverse sample of 847 Atlantic

coast utility employees. Results showed reasonable

stability coefficients (average r= .57) and also indicated

that the five satisfaction scales (i.e., work, pay,
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promotion, supervision, co-workers) had retained their

relative independence over time.

More recently, Staw and Ross (1985) examined whether

job satisfaction is consistent within individuals, showing

stability both over time and across situations. A

longitudinal analysis over five years for over 5,000 males

between the ages 45 and 59 showed significant stability of

attitudes over a five-year period. The analysis also

indicated significant cross-situational consistency when

individuals changed employers and/or occupations.

Gerhart (1987) questioned the validity of the Staw and

Ross (1985) findings for several reasons. First, the Staw

and Ross (1985) sample contained men in a limited age cohort

that is less likely to experience changes in the work

situation. Second, given the high positive correlation (r=

.84) between the component parts of both pay and

occupational status in the Staw and Ross (1985) sample, the

change scores used in their study may have been unreliable

given a formula by Guilford (1954, p. 394). In summary,

Gerhart (1987) concluded that measurement problems preclude

accurate assessment of the predictive power of dispositional

factors.

There has been limited research on the stability of

absence behavior. There is, however, some evidence for

stability. For example, Breaugh (1981) and Keller (1983)

found that previous absenteeism predicts future absenteeism.
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Despite evidence for high inter-period correlations for

absenteeism, Landy et al. (1984) suggest that stability of

absenteeism behavior should be conceptualized in terms of

the interaction of the period of aggregation, the type of

index (e.g., duration versus frequency), administrative

categorization of absence events, and base rate of absence

behavior. Although empirical research is limited, it

appears that aggregation periods of at least three months

are more stable than shorter aggregation periods (Landy, et

al., 1984).

Control of Intentions. Fishbein and Ajzen (1975)

suggested that the correlation between intentions and

behavior may be attenuated due to the occurrence of events

outside one’s control or a person’s habits. Herman (1973)

demonstrated that when an employee is free of situation

constraints in choosing among behavioral alternatives,

attitudes predict behavior.

Herman’s findings are consistent with theoretical

foundations in absenteeism. For example, Gibson's (1966)

theoretical analysis suggests that the relationship between

job satisfaction and absenteeism depends upon the terms of

the psychological contract between the employee and the

employer. Specifically, if the cost of an absence either in

pay or in the legitimation procedure is greater than the

gain from the absence, absenteeism would not be a reasonable

behavior alternative. In addition, Smith (1977) found that,
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despite a crippling snowstorm, work-related attitudes (e.g.,

identification with the company) predicted attendance on the

day after the storm when the company attendance policy was

relaxed. For another office of the same company located in

a city where there was no snowstorm, work attitudes did not

predict attendance on the same day.

The research examining whether absence may be the

result of habit is less conclusive than for the impact of

situational constraints. It has been hypothesized that

absenteeism is the result of proneness based on prior

absenteeism predicting future absenteeism (e.g., Breaugh,

1981: Keller, 1983). Though these results are statistically

significant, the findings across samples are equivocal.

Garrison and Muchinsky (1977) found that 17 percent of

the work force accounted for 90 percent of paid time lost

whereas 31 percent of the workforce accounted for 90 percent

of unpaid time lost. Their findings suggest that

investigators should consider characteristics of the sample,

such as domestic responsibilities, that may account for this

phenomenon. Thus, in order to assess whether absence

proneness is a plausible explanation, phenomenological and

historical analyses are needed. The goal would be to

determine whether absence occurs among the few more often

than expected and whether these occurrences are

characteristic of a particular set of individuals (Johns &

Nicholson, 1982).
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Absence Intentions Defined

Absence intentions is defined as the extent to which

one does not expect to be in the workplace over a specified

time interval because of voluntary choice.

Absence intentions is proposed as a multi-factorial

construct. As suggested in the literature (e.g., Chadwick-

Jones, et al., 1982), there are distinct causal factors

underlying reasons for absence other than illness or civic

responsibilities (e.g., jury duty). The literature suggests

three distinct categories that represent agents of voluntary

absenteeism (i.e., absence for which one may have absence

intentions).

Paetor 1: Pain-Avoidance. An individual will choose to

be absent to minimize exposure to an unpleasant situation in

the workplace. Researchers believe that voluntary

absenteeism is inversely related to job satisfaction (e.g.,

Brayfield & Crockett, 1956: Johns, 1978; Muchinsky, 1977:

Vroom, 1964). A post hoc explanation for this finding is

grounded in a hedonistic philosophy. Employees will

withdraw or be absent from a work situation that is not

satisfying. In addition, Nicholson, Brown, and Chadwick-

Jones (1976) suggested that an inverse relationship between

absenteeism and job satisfaction would be evident based on

common sense rationale that employees who are happy with

their jobs will attend work more regularly and permanently

than dissatisfied employees (Argyle, 1972).
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Pector 2: Non-york Attraction. An employee may choose

to be absent from work because of attraction to desirable

non-work alternatives. Only recently has voluntary

absenteeism for reasons involving attraction to non-work

alternatives been considered (e.g., Goodman & Atkin, 1984;

Staw & Oldham, 1978). Little systematic empirical research,

however, has been conducted. One exception is research by

Morgan and Herman (1976), who found that future absence

frequency would be instrumental to the following goals:

having a break from the routine, participating in family

functions, and enjoying leisure activities.

Pactor 3: Family Reeponsibilities. An individual may

choose to be absent from work because of family

responsibilities. These include: caring for dependent

children, and caring for other family members in need.

Steers and Rhodes (1978) categorized absence due to family

responsibility as resulting from ability to attend (i.e.,

involuntary absenteeism). While it is recognized that

family responsibilities tend to be high priorities, it is

assumed that such absences are voluntary. Essentially,

absence of this type is based on a decision to adjust to

responsibilities. For example, taking care of an ill child

can be the result of a decision process to have both parents

remain home, to have one parent remain home, to have a

friend or relative care for the child while the parents

attend work, or have day care watch over the child while the
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parents attend work.

For the purposes of this study, involuntary absences

(i.e., absences for which an individual is unlikely to have

intentions) are the result of civic duty (e.g., jury duty),

personal illness, medical leave, funeral attendance,

disciplinary leaves, and natural disaster. This

conceptualization is consistent with that adopted by others

(Hackett & Guion, 1985; Hammer & Landau, 1981).

HYPOTHESIS 1: Absence intentions will be multi-factorial:

Pain-avoidance, Non-work Attraction, and

Family Responsibilities.1

Attitudes Toward Being Voluntarily Absent

Overview. As discussed, Fishbein's (1967) attitude

component is quite similar to expectancy theory. The basic

tenet of expectancy theory (Vroom, 1964) is that an

individual chooses to perform certain acts on the basis of

the strength of a subjective belief that the act will be

followed by a given outcome and on the attractiveness (i.e.,

valence) of the outcome. Expectancy theory has three

independent variables.

The first variable, expectancy, is the belief that a

particular behavioral act will be followed by a particular

outcome. The second variable, valence, is a measure of the

1 Pretest results indicate that the three scales

correlate moderately. Thus, hypotheses will be

specified for overall intentions. See Chapter Four

for more details.
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individual's feelings (positive or negative) about a

particular outcome. More specifically, valence refers to

the anticipated satisfaction associated with an outcome, and

is distinguished from the value of the outcome (Lewin,

1938). The third variable, instrumentality, is the

relationship between outcomes, specifically, the degree to

which the person sees the outcome in question as leading to

the attainment of other outcomes. An individual’s

motivation is represented by two mathematical equations.

Valence is a monotonically increasing function of the

algebraic sum of the products of the valences of all other

outcomes and the person’s conceptions of the instrumentality

of a specific outcome for the attainment of other outcomes.

n

vi = fj * €31 (Vk * Ijk) where

Vj equals the valence of the outcome j;

Vk equals the valence of outcome k; and

Ijk equals the cognized instrumentality of outcome j for the

attainment of outcome k.

An individual's motivation to exert effort is

determined by the multiplicative interaction of expectancy

times the perceived valence for the successful attainment of

an outcome. The force on a person to act is a monotonically

increasing function of the algebraic sum of the products of

the valences of all outcomes and the strength of a person’s

expectancies that the act will be followed by the attainment



52

of these outcomes.

n

Fi = fi * Z * (Eij * Vj) where

F1 equals the force to perform act i:

Eij equals the strength of the expectancy that act i will be

followed by outcome j; and,

V5 equals the valence of outcome j.

Vroom’s (1964) formulation of expectancy theory is

based on a within-subjects analysis. Much research to date

using expectancy theory utilize a between-subjects analysis

(Mitchell, 1974). Specifically, each subject was asked to

provide three types of information. First, the subject is

asked to indicate the degree to which one level of effort

leads to good performance. Second, the subject indicates

the degree to which good performance leads to each of

several outcomes. Third, the subject is asked to indicate

the attractiveness of each outcome. A between-subjects

analysis does not lend itself well to analyzing whether an

individual will exhibit any variance in effort, behavioral

intentions, behavior, or action given the information

available to an individual with respect to the

organizational situation, the outcomes offered by the

organization, the goals or outcomes sought by the

individual, the expectancies the employee has for attainment

of his or her goals, and the value, importance or

attractiveness of the outcomes and goals (Zedeck, 1977).

c an The and Absenteeism. To date, only three
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absenteeism studies (Morgan & Herman, 1976; Rousseau, 1978;

Youngblood, 1984) used an expectancy theory framework.

While each of these studies explicitly incorporated work-

and non-work-related factors as correlates of absenteeism,

the studies were designed using a between—subjects rather

than a within-subjects analysis. Consequently, little

insight into choice was gained.

Morgan and Herman (1976) found that the perceived

achievement of off-the-job outcomes was a better predictor

of absence frequency than perceived on-the-job consequences

for 60 janitors and furnace operators in an automobile parts

foundry. In addition, non—work activities often take

precedence over work. This may be the case when costs

associated with absenteeism are minimal. Furthermore, if

work is a major source of involvement for the individual or

the penalties for nonattendance great, absenteeism will be

minimal.

Rousseau (1978) correlated perceptions of work and non-

work dimensions (based on Hackman and Oldham’s, 1975 Job

Diagnostic Survey), and absence frequency. She found

significant negative correlations for both work and non-work

perceptions with frequency of absence for a sample of 97

product engineers, assemblers and quality control operators

in an electronics organization, and 42 broadcasting

technicians, reporters, and administrative personnel in a

radio station. Rousseau (1978) also found that work and
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non-work dimensions were significantly positively

correlated, lending tentative support for the spillover

hypothesis (Wilensky 1960).

Finally, Youngblood (1984) tested the linkage between

the relative attachments to work and non-work domains and

absenteeism. Non-work attachment was measured as an

employee's internal value of non-work time. Work attachment

was measured using job-scope perceptions and satisfaction.

Absenteeism was measured using frequency and duration

episodes. Youngblood (1984) found that the value of non-

work time was more strongly associated with absence

duration, whereas work attachment was more consistently

correlated with absence frequency for a sample of 406 full-

time, unionized employees in a public utility.

Sppjective Norms and the Absence Culture

The absence culture notion was first discussed by Hill

and Trist (1953) to explain how absences of different types

are related to different phases in the employees' job

tenure. As discussed in Chapter Two, as an employee learned

the rules and norms regarding absence behavior, over time

they ultimately learned to substitute unsanctioned for

sanctioned absenteeism (viz., Hill & Trist, 1953).

Comparative research (Chadwick-Jones, et al., 1982),

however, has shown that the absenteeism profiles of

individual organizations are distinctive. Thus, whether

individuals substitute unsanctioned for sanctioned
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absenteeism is organization-specific.

Johns and Nicholson (1982) indicate that, even though

there is no research that conclusively demonstrates the

normative constraints on absence behavior, there are reasons

to suggest why normative constraints may be operating.

First, because absenteeism can be observed by individuals

throughout an organization (e.g., coworkers, bosses), it is

likely to be susceptible to potential normative sanctions.

Second, research suggests that absenteeism may be associated

with small group experience and organization (e.g., Mann,

Indik, & Vroom, 1963: Mayo & Lombard, 1944).

Nicholson and Johns (1985) believe that how culture is

enacted is dictated by a psychological contract (Ofori-

Dankwa, 1987: Schein, 1978) that emerges from interaction

and communication. Schein (1978) defined the psychological

contract as the set of unwritten reciprocal expectations

between an individual employee and the organization. In

other words, the psychological contract is a psychological

mechanism by which collective influence is translated into

individual behavior.

Culture can affect absenteeism in several ways

(Nicholson & Johns, 1985). First, culture may exert an

effect on the level and patterning of absenteeism for a

collectivity of workers through a shared understanding of

how much absenteeism is tolerated. Second, culture may

operate through social information processing mechanisms
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(Salancik & Pfeffer, 1978). Specifically, employees may

observe absence behavior and then adopt a pattern or level

of absenteeism that reflects these observations. Finally,

culture may operate indirectly to facilitate or constrain

the extent to which individual level variables effectively

influence absenteeism.

An absence culture is shaped by the values and beliefs

of the larger society as well as by the beliefs that are

shared by virtue of membership in a particular organization

or subunit (Nicholson & Johns, 1985). Regarding the former

point, Steers and Rhodes (1984) reported that there are

significant cross-national differences in time lost

absenteeism ranging from one percent in Switzerland; to

three percent in the United States; to 14 percent in Italy.

Although these are aggregated data which do not rule out

possible differences in satisfaction or motives, Nicholson

and John’s (1985) theory suggests that cultural differences

may account for the wide range in absenteeism across

countries.

In addition to the societal dimension of culture is the

organizational dimension. Organizations or subunits within

organizations may foster more or less distinctive beliefs

about absenteeism, assumptions about employment, and

conceptions of self-control. Less salient absence cultures

invoke more subtle social influence and permit individual

differences to have a greater impact on absence. Highly
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salient absence cultures tend to be homogenous and often

involve norms regarding attendance behavior. Based on this

discussion about attitudes and subjective norms, the

following hypothesis is suggested:

HYPOTHESIS 2: Attitudes about absenteeism and subjective

norms favoring absenteeism will independently

predict absence intentions.

In other words, individuals who hold positive attitudes

about missing work (i.e., individuals who evaluate the

outcomes of absenteeism as good) will be more likely to have

absence intentions than will individuals who do not hold

positive attitudes about missing work (i.e., individuals who

evaluate the outcomes of absenteeism as bad). In addition,

individuals who indicate that relevant individuals believe

that absenteeism is acceptable will be more likely to have

absence intentions than will people who do not indicate that

relevant individuals believe that absenteeism is acceptable.

Finally, technology and social ecology are critical

determinants of cultural salience (Nicholson & Johns, 1985).

Technology denotes the way work relations are structured to

meet organizational goals whereas social ecology refers to

the physical distribution of workers with various personal

characteristics in the workplace. Nicholson and Johns

(1985) maintain that blue collar technologies offer few

incentives for employees to make their boss look good by

showing up for work regularly. Blue collar workers often
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are not provided with feedback about how their efforts

contribute to organizational goals. For white collar

workers, the reverse may be true because each successive

level has a fair degree of control over the promotion

opportunities and other privileges of lower levels. White

collar workers are also more likely to interact with

relatively higher management levels than blue collar

workers. Thus, white collar workers may better understand

how their efforts contribute to the overall organization.

Gibson (1966) notes that the net effect may be a subjective

norm among white collar workers that favors good attendance.

Based on this discussion, the following hypothesis is

suggested:

HYPOTHESIS 3: Subjective norms favoring absenteeism will

be greater for blue collar workers than for

white collar workers.

Absence Behavior

In Chapter Two, involuntary and voluntary absenteeism

were reviewed. Involuntary absenteeism was conceptualized

as missing work, when scheduled, for reasons beyond one's

control. Voluntary absenteeism, on the other hand, was

conceptualized as missing work, when scheduled, for reasons

yiphip one's control. In addition, construct validity

assessments of measures of involuntary and voluntary

absenteeism (viz., Chadwick-Jones, et al., 1982; Hackett &

Guion, 1985) provided support for the involuntary and
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voluntary distinction. Based on these findings and the

discussion of the Ajzen and Fishbein (1980) model of

behavioral intentions, the following hypotheses are

suggested:

HYPOTHESIS 4: Absence intentions will predict voluntary

absenteeism.

HYPOTHESIS 5: Absence intentions will not predict

involuntary absenteeism.

HYPOTHESIS 6: When the effect of absence intentions is

controlled, attitudes favoring absenteeism

and subjective norms favoring absenteeism

will not predict voluntary absenteeism.

Job Satisfaction

Job satisfaction may be defined as a pleasurable or

positive emotional state resulting from the appraisal of

one's job or job experiences (Locke, 1983). Job

satisfaction emphasizes the specific task environment where

an employee performs his or her duties (Mowday, Steers, &

Porter, 1979). Although daily events have been hypothesized

as affecting the level of job satisfaction one experiences,

reflecting more immediate reactions to specific and tangible

aspects of the work environment (Mowday, et al., 1979),

evidence for the stability of job satisfaction was noted

(Staw & Ross, 1985).

Waters and Roach (1971) reported significant negative

correlations between absenteeism and overall job

satisfaction, satisfaction with work, and satisfaction with

coworkers. They found no relationship between absenteeism
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and satisfaction with pay. Later, Waters and Roach (1973)

replicated their study with the same female clerical sample.

They failed to find a significant negative relationship

between absenteeism and satisfaction. However, no

significant relationship was found between absenteeism and

satisfaction with pay.

While Waters and Roach (1973) failed to replicate their

earlier results, Nicholson et al. (1976) failed to find

consistent relationships between job satisfaction and

voluntary absenteeism within four samples from the same

industry. They reported no systematic relationships between

absenteeism and the job satisfaction facets of pay,

promotions, supervision, and coworkers. Based upon their

results, Nicholson et al. (1976) concluded "the common view

of absence as a pain-reductive response on the part of the

worker to his experience is naive, narrow, and empirically

unsupportable." (735)

Ilgen and Hollenback (1977) discussed two possible

theoretical explanations for low, and often, mixed findings

pertaining to the weak job satisfaction-voluntary

absenteeism relationship. Both explanations assume that low

job satisfaction is an antecedent of absenteeism behavior.

The first explanation attributes the weak relationship to

external constraints that influence absenteeism and do not

allow the individual to behave in line with his/her

satisfaction. The second adopts an expectancy theory
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framework. Specifically, job satisfaction provides only one

force to attend. The correlation between job satisfaction

and absenteeism should be low because the decision to be

absent from work is only partially related to one's job

satisfaction.

Despite the conflicting findings, meta-analysis of the

job satisfaction-voluntary absenteeism relationship revealed

an inverse relationship between these variables. Although

the coefficients ranged in the .205, a significant

relationship was revealed despite possible differences in

sample characteristics, and situational characteristics

which were not controlled.

HYPOTHESIS 7: Job satisfaction will predict (inversely)

voluntary absenteeism.

HYPOTHESIS 8: The correlation between absence intentions

and voluntary absenteeism will be greater

than the correlation between job

satisfaction and voluntary absenteeism.

Sippational Moderators

Although these meta-analyses yielded negative job

satisfaction-voluntary absence relationships, the magnitude

of the relationships were low. As noted, Ilgen and

Hollenback (1977) discussed two theoretical explanations

which suggest why the magnitude of observed correlations

between absenteeism and job satisfaction may be low. First,

low job satisfaction is an antecedent of absenteeism

behavior. Advocates of this position argue that the low
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observed correlation is due to external constraints which

influence absenteeism and do not allow the individual to

behave in line with his/her satisfaction (Herman, 1973).

These external constraints operate as moderators of the job

satisfaction-behavior relationship.

Economic and job-market eonditions. Economic and job-

market conditions often place constraints on an employee’s

abilities to change jobs, thus, there may be increased

pressure to maintain a good attendance record for fear of

losing one’s job (Steers & Rhodes, 1978). Evidence suggests

there is a close inverse relationship between changes in

unemployment levels within a given geographical region and

subsequent absence rates (Behrend, 1953; Crowther, 1957;

Markham, 1985). An individual may not be aware of the

objective indexes of unemployment rate. Also, how a

particular unemployment index is interpreted (i.e., healthy

economy versus unhealthy economy or abundance of job

opportunities versus scarcity of job opportunities) may vary

across individuals. Thus, one’s perception of the

likelihood of attaining a similar job will be used. Based

on this rationale, the following hypotheses are suggested.

HYPOTHESIS 9: Perception of the likelihood of being able

to attain a similar job in the area will

predict voluntary absenteeism.
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HYPOTHESIS 10: The correlation between absence intentions

and voluntary absenteeism will be greater

than the correlation between voluntary

absenteeism and perception of the

likelihood of being able to attain a

similar job in the area.

In addition to economic and job-market factors,

organizational control policies are expected to affect

voluntary absence behavior. Three categories of control

policies have been examined with respect to absenteeism.

These include positive-reinforcement programs, negative-

reinforcement programs, and mixed—consequence-reinforcement

programs.

Positive-Reinforcement Programe. Schmitz and Heneman’s

(1980) review of the literature on positive-reinforcement

attendance control programs revealed their effectiveness in

reducing absenteeism. Reinforcers found to be effective

included bonuses (Grove, 1968: Hackman & Lawler, 1971;

Orpen, 1978; Panyan & McGregor, 1976), bonus points (Baum &

Menefee, 1979), participation in a lottery (Stephens &

Burroughs, 1978), and food credit (Kent, Malott, & Greening,

1977).

Negative-Reinforcement Programs. Unlike positive

reinforcement programs, there have been far fewer studies

using negative-reinforcement programs (Durand, 1985).

Steers and Rhodes’ (1984) review of the literature suggests

that negative-reinforcement programs can be effective in

reducing absenteeism among chronically absent workers.
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Mized-Consegpence Programs. Nicholson (1976) used

punishment on the absences of hourly workers in a food-

processing factory. Progressive punishment for absenteeism

in excess of 5 days over a 15-month period included verbal

warnings, written warnings, and dismissal. Absenteeism was

reduced.

Kempen and Hall (1977) found significant decreases in

absenteeism for 7,500 production workers in two plants after

the intervention was implemented. Absenteeism did not

decrease significantly for comparison groups during the same

period. The intervention provided nonmonetary privileges to

reinforce good and improving attendance along with

progressive disciplinary warnings for excessive and

worsening absenteeism.

Kuzmits (1981) found a significant reduction in mean

levels of absence occurrences, tardiness, part-day absences,

and no-calls, but there were no significant changes in

absence days or in absence days per occurrence. Under this

system, employees received one point for each absence

occurrence regardless of duration and partial points for

tardiness and part-day absences. Also, employees who failed

to report their absence by a designated time were given two

points per incident.

Harvey, Rogers, and Schultze (1983) found a 45.5

percent decrease in total sick leave used and a 55 percent

reduction in total sick leave paid over the previous year.
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Under this program, employees who were not absent for four

weeks received a bonus of four hours' pay. Casual absence

was penalized by nonpayment of the first eight hours of

absence.

In summary, although the literature suggests that

positive-reinforcement programs are useful in reducing

absenteeism, Steers and Rhodes' (1984) suggest several

cautions when interpreting the results. First, in most

studies, voluntary and involuntary absences were included in

the baseline measure of absenteeism. Thus, the impact of

the reinforcement programs would be understated. Second,

most studies failed to use control groups to enhance ruling

out alternative explanations. Finally, the time period in

the post-intervention period was low, leaving unanswered

whether these reinforcement programs might have a long term

effect on absence behavior. Based on this discussion, the

following hypothesis is suggested.

HYPOTHESIS 11: The use of an absence control policy will

moderate (i.e., lower) the relationship

between job satisfaction and absence

intentions.

Pole Influences on Absenteeism

The second theoretical rationale for an inverse job

satisfaction-absenteeism relationship is also based on the

assumption that job satisfaction is an antecedent of absence

behavior (Ilgen & Hollenback, 1977). Advocates of this

position argue that the low observed correlation is due to



66

other factors which create a force for attendance. Based on

Graen's (1969) extension of Vroom's (1964) expectancy theory

model, external and internal role pressures, under low

situational constraints, are salient factors in one’s

decision to attend.

For example, Steers and Rhodes (1978) suggest that

individuals with relatively high family responsibilities

such as taking care of the children will more likely be

absent. In this case, it is assumed that an individual does

not have others to whom he/she can delegate such

responsibilities (e.g., spouse). Thus, depending on whether

kinship responsibilities are salient at a particular time,

the following hypotheses are proposed.

HYPOTHESIS 12: Kinship responsibilities will predict

voluntary absenteeism.

HYPOTHESIS 13: The correlation between absence intentions

and voluntary absenteeism will be greater

than the correlation between kinship

responsibilities and voluntary absenteeism.

er Invelvement as a Mediator

In addition to rationale presented by Ilgen and

Hollenback (1977), an alternative hypothesis that may also

more accurately relate the job satisfaction-voluntary

absenteeism relationship is one advanced by Cheloha and Farr

(1980). They believe that the relationship between job

satisfaction and employee absenteeism is not direct.

Instead, they suggested that job involvement mediates the
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absenteeism-job satisfaction relationship.

Job involvement is the psychological importance of work

to the individual. Lodahl and Kejner (1965) defined job

involvement as “the degree to which a person's work

performance affects his self-esteem." (p. 25) Job

involvement, unlike job satisfaction, is not a reaction to

one's job. Instead, it reflects one’s attachment to the

work.

The relationship between job involvement and voluntary

absenteeism has been well-established. Patchen (1960) found

significant negative involvement-absence correlations with

full day absences for both engineers and steam plant

personnel. Saal (1978) reported a significant, negative job

involvement-absence correlation for 218 manufacturing

employees. In a study that examined relationships between

absenteeism and both job involvement and job satisfaction,

Hackman and Lawler (1971) found the frequency of absence

significantly related to job involvement for 298 telephone

company employees. Breaugh (1981) found an inverse

relationship between absence frequency and job involvement

for a sample of 112 research scientists. Hammer et al.

(1981) found that absence frequency and job involvement were

inversely related for a sample mainly including production

workers who had collectively bought their employing

organization. For time lost and other involuntary measures

of absence, results are evenly split between negative (Beehr
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& Gupta, 1978; Blumberg, 1980; Cheloha & Farr, 1980; Saal,

1978) and nonsignificant relationships (Breaugh, 1981:

Hammer, et al., 1981: Siegel & Ruh, 1973).

Cheloha and Farr (1980) examined the relative influence

of the Job Description Index (JDI) facets of job

satisfaction measures and job involvement on absenteeism for

a sample of state government employees. Zero-order

correlations revealed that both job satisfaction and job

involvement were inversely related to absence frequency, but

job involvement was more consistently related. Partial

correlational analysis for the satisfaction-absence

relationship, holding job involvement constant, and

involvement-absence relationship, holding job satisfaction

constant, revealed that job involvement was related to

absenteeism but job satisfaction was not. The authors

analyzed data in Saal's (1978) study using partial

correlation analysis and found similar results. It was

suggested that the relationship between job satisfaction and

absenteeism may be mediated by job involvement.

HYPOTHESIS 14: Job satisfaction will not predict voluntary

absenteeism when the effect of job

involvement is controlled.

Organizational Commitment

Organizational commitment has been defined in terms of

behaviors which represent sunk costs in an organization

where an individual forgoes alternative courses of action
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and chooses to link him/herself to the organization (e.g.,

Salancik, 1977). In addition to the behavioral

conceptualization is one which addresses commitment as an

attitude. March and Simon (1958) noted that organizational

commitment encompasses an exchange relationship in which

individuals attach themselves to the organization in return

for certain rewards or payments from the organization.

Studies examining commitment and employee absenteeism have

adopted the following definition of the construct: (a) a

strong belief in and acceptance of the organization's goals

and values; (b) a willingness to exert considerable effort

on behalf of the organization; and (c) a strong desire to

maintain membership in the organization (Porter, et al.,

1974).

Highly committed persons are more likely to be

motivated to attend in order to facilitate organizational

goal attainment (Mowday, Porter, & Steers, 1982). This

motivation may exist even if the employee does not enjoy the

tasks required by the job. On the other hand, if an

employee’s primary commitments are in other areas, such as

family, home, a hobby, or sports, he or she would experience

less internal pressure to attend (Morgan & Herman, 1976).

Support for the former proposition was found (Hammer et al.

1981: Mowday, et al., 1979: Steers, 1977) where commitment

and absenteeism were inversely related.

Hammer et al. (1981) found an inverse relationship
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between absence frequency and organizational commitment for

a sample of 112 non-supervisory workers who had participated

in a community "buyout" of their library furniture

manufacturing organization. Mowday et al. (1979) and Steers

(1977) found an inverse relationship between organizational

commitment and absenteeism (measure not specified) for a

sample of 569 clerical employees in public agencies, and for

a sample of 119 scientist and engineers employed within an

independent research laboratory.

HYPOTHESIS 15: Organizational commitment will predict

(inversely) voluntary absenteeism.

HYPOTHESIS 16: The correlation between absence intentions

and voluntary absenteeism will be greater

than the correlation between organizational

commitment and voluntary absenteeism.

Personal Characteristics

Age and Tenure

Qualitative reviews (Porter 8 Steers, 1973; Rhodes

1983) of the literature found no consistent relationship

between age and voluntary absenteeism across studies. A

recent meta-analysis of the age-voluntary absenteeism

relationship (Martocchio, 1987), however, suggests that age

and frequency of absenteeism are inversely related. Despite

the mixed findings across studies, the meta-analysis results

are consistent with rationale (though it does not directly

test posited factors) that voluntary absenteeism will be

less frequent among older employees because they tend to
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value and expect perquisites associated with their

seniority. Also, older employees tend to be more committed

to work likely because of family responsibilities (e.g.,

Baumgartel 8 Sobol, 1959; Cooper 8 Payne 1965; Nicholson,

Brown, 8 Chadwick-Jones, 1977).

HYPOTHESIS 17: Age will be inversely correlated with

voluntary absenteeism.

HYPOTHESIS 18: Organizational commitment will predict

voluntary absenteeism when the effect of age

is controlled.

Family Size

Currently, it is believed that female absenteeism

increases with family size. Beatty and Beatty (1975) and

Naylor and Vincent (1959) found support for this

relationship. On the other hand, it is believed that male

absenteeism decreases with family size. This relationship

has been supported (Martin, 1971; Nicholson et al., 1977).

The former conclusion was attributed to the belief that

women traditionally assume responsibility for child care

(e.g., Steers and Rhodes, 1978). The latter conclusion was

based on the belief that males assume the primary income

producer role for their families (Mowday, et al., 1982).

Expectations about the family size-voluntary absenteeism

relationship are based on gender-based stereotypes.

eex

A meta-analysis by Martocchio (1987) revealed a zero

bi-variate relationship for females for the age and
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voluntary absenteeism relationship and a significant inverse

relationship for males. As with family size, gender-based

stereotypes were relied upon to explain sex differences in

voluntary absenteeism. However, in research which examined

family size- and sex differences in voluntary absenteeism,

neither a measure of kinship responsibilities nor income

producing role was assessed.

HYPOTHESIS 19: Kinship responsibilities (positively) and

primary income producer role (inversely)

will each be correlated with voluntary

absenteeism when the effect of sex is

controlled.

ngk Ethic

Research on the "work ethic" has shown substantial

variance across employees in the extent to which they feel

morally obligated to work (Blood, 1969: Rokeach, 1973).

Empirical evidence indicates there is a positive

relationship between work ethic and propensity to attend

work (Feldman, 1974: Goodale, 1973; Ilgen 8 Hollenback,

1977: Searls, Braucht, 8 Miskimins, 1974). These studies

concluded that attending work is an important aspect of life

regardless of the nature of the job.

HYPOTHESIS 20: Work ethic will predict (inversely)

voluntary absenteeism.

HYPOTHESIS 21: The correlation between absence intentions

and voluntary absenteeism will be greater

than the correlation between work ethic and

voluntary absenteeism.
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weak Effects: Theory-Based or Methods-Based?

As discussed in Chapters One and Two, the question was

raised whether weak effects are the result of theoretical

deficiencies methodological deficiencies. The dissertation

model includes hypotheses that address whether one's

intentions to be absent are responsible for weak effects

(i.e., a theoretical consideration).

The following hypotheses address whether (a)

measurement unreliability is responsible for weak effects,

and, (b) whether violations of ordinary least squares

distributional assumptions are responsible for weak effects.

Measurement unreliability and least squares violations often

result in attenuated correlations, which underestimate the

value of the effect size which is dictated by theory.

Consequently, inadequate statistical power (Cohen, 1977), in

turn, will likely result in failure to achieve statistical

significance. Very often, this leads researchers to

conclude that weak effects are evident and question the

validity of their theoretical assumptions.

It is expected that, correction for unreliability and

the use of procedures to minimize violations of ordinary

least squares correlation/regression will result in effect

sizes that exceed Cohen's (1977) definition of "small"

effects for tests of the significance of a product moment

correlation.

It should be noted that these are not conventional
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hypotheses designed to test whether an effect is

statistically significant or differences between two effects

are statistically significant. Instead, these are merely

exploratory guides to assess whether methodological and

measurement issues have an impact on effect size. Thus, the

following "hypotheses" are suggested.

HYPOTHESIS 22: The correlation coefficient squared for the

job satisfaction - voluntary absenteeism

correlation will exceed 4% after

corrections are made for measurement

unreliability, and adjustments made for

distributional properties of the

absenteeism variable.

HYPOTHESIS 23: The correlation coefficient squared for the

job involvement - voluntary absenteeism

correlation will exceed 4% after

corrections are made for measurement

unreliability, and adjustments made for

distributional properties of the

absenteeism variable.

HYPOTHESIS 24: The correlation coefficient squared for the

organizational commitment - voluntary

absenteeism correlation will exceed 4%

after corrections are made for measurement

unreliability, and adjustments made for

distributional properties of the

absenteeism variable.

Summary

An absence intentions construct was proposed as a

sensitive link between attitudes and voluntary absence

behavior. It was developed in response to both theoretical

and methodological deficiencies characteristic of employee

absenteeism research. In addition, a nomological network

was proposed to guide the assessment of construct validity
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of an absence intentions construct. The network was

grounded in Ajzen and Fishbein's (1980) theory of behavioral

intentions.



CHAPTER FOUR

METHOD

Introduction

This chapter discusses the organization under study,

the sample of subjects for this dissertation, the data

collection procedure, the Operationalization of variables

discussed in Chapter Three, and method of data analysis.

The Organization Under Study

Overview

The financial services subsidiary of a Fortune 500

corporation was secured for this study. Specifically, the

auto auction business and the retailer financial services

business provided access to its employees and its employee

absenteeism data.

The auto business operates 17 auto auctions nationwide

(employees from only five of these locations nationwide

participated). Across these locations, nearly 600,000 used

cars and light trucks were sold by manufacturers, dealers,

and leasing companies during 1987. Each auction secures

large quantities of vehicles that they recondition for re-

sale to auto dealers and auto leasing companies.

The majority of employees at each auction are blue

collar-unskilled employees. The next largest group is

76



77

comprised of white collar-clerical employees. Finally,

small management teams direct the operation of each auction.

The individuals employed within the selected auctions under

study were not unionized.

The retailer financial services business manages the

credit card operation for several large retailers

nationwide. This group is involved in all aspects of credit

card management from establishing accounts to billing

customers for their purchases.

The majority of employees are white collar-clerical.

There also is a management team whose members direct the

operation of this business. The employees were not

unionized.

Absenteeism policy

Absenteeism policies were similar across businesses.

Each employee was allotted a specified number of sick days

and personal days per calendar year based on length of

service for which they were paid. Sick-day and personal-day

allowances do not carry-over from one year to the next.

Employees did not have to provide medical certification to

justify paid sick days. Days absent beyond the allotted

sick and personal days were unpaid (excluding specified

holidays and scheduled vacation).
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Power Analysis

Approximately 200 employees per occupation group were

needed to achieve statistical power equal to .80 (Cohen,

1977). This analysis was based on a test for the difference

between two independent means, alpha equal to .05, one-tail.

Cohen’s (1977) "small" effect size estimate was used as a

conservative estimate because there currently are no

empirical estimates of these effects.

Although other statistical tests were conducted, a

comparison of each one suggests that the test for the

difference between two independent means requires a greater

sample. Compared to the other tests, this test involves

twice the amount of sampling error variance because each

sample makes a unique contribution to total sampling error.

Sample

A total of 675 employees were surveyed. Among these,

635 individuals provided usable survey responses. This

represents a response rate of 94%. The blue collar-

unskilled sample consists of 275 employees from five auto

auctions. The white collar-clerical sample consists of 360,

185 employees from the auto auctions, and 175 employees from

the retailer financial service business.

The following contains a discussion of the sample

characteristics. The total sample (i.e., the 635 employees

who provided completed surveys regardless whether they

identified themselves) contains 368 females and 245 males.
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The majority of blue collar employees (72%) are male. The

majority of white collar employees (84%) are female. The

mean age for the sample was 33.5 years (§Q=12.5). There was

a significant age difference (p (586) = -1.98, p<.04)

between the blue collar (M=32.3, §P=12.8) and white collar

employees (M=34.4, §Q=12.2).

Thirty-eight percent of the total sample completed

high school. Half of the blue collar employees completed

high school. Nearly half of the white collar employees had

some college education, but no degree. White collar

employees, on average, were more educated than blue collar

employees (ngz (5, N=613) = 125.42, p< .001).

Fifty-three percent of the sample were married at the

time of survey administration. Forty-eight percent of the

blue collar employees were married whereas 56% of the white

collar employees were married. More white collar employees,

on average, were married at the time of survey

administration (x 2 (1, N=611) = 3.92, p_< .04).

The average length of service in the present

organization was 4.0 years (§Q= 5.1) for the total sample.

For blue collar employees, the average length of service was

2.2 years (§Q=3.1). For white collar employees, the average

length of service was 5.2 years (§P=5.9). White collar

employees had a significantly greater length of service than

blue collar employees (p (538) = 7.46, p< .001).

As will be discussed below, the research design
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required that attitudinal and demographic data be linked

with absenteeism activity for the three-month period

immediately following collection of those data. Of the

total sample, 507 employees provided valid identification

for this purpose. This includes 233 blue collar-unskilled

employees and 273 white collar-clerical employees.

The final sample consists of those employees who had

not resigned before the end of the three-month period for

whom absenteeism data for the period were available. This

includes 440 employees, 176 of whom are blue collar-

unskilled employees and 264 of whom are white collar-

clerical employees. Table 2 shows the demographic profile

of this sample.

Data Collection Procedure

The theoretical base for this dissertation required a

longitudinal research design. Two separate waves of data

collection were necessary. The first wave of data

collection took place between October 28, 1988 and November

21, 1988. Specifically, this data collection effort

involved collection of demographic and attitudinal factors

using a structured questionnaire (Appendix A). The second

wave of data collection took place during February, 1989.

This data collection effort involved collection of

individual records which contain activity of involuntary and

voluntary absence behavior for the three-month period

following collection of the survey data.
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Table 2

Demographic Profile of Final Sample

 

 

variable Blue Collar White Collar Total

Sex:

Female 53 219 272

Male 121 41 162

Age:

Average years 32.6 34.8 33.9

Standard deviation 12.1 12.3 12.5

Race:

Black 21/11.9% 87/33.0% 108/24.5%

Caucasian 130/73.9% 155/58.7% 285/64.8%

Hispanic 9/5.1% 10/3.8% 19/4.3%

Asian 6/3.4% 5/1.9% 5/1.1%

American Indian 1/0.6% 2/0.8% 8/1.8%

Education (highest level completed):

Some grade school 2/1.1% -------- 2/0.5%

Some high school 37/21.0% 4/1.5% 41/9.3%

High school 85/48.3% 75/28.4% 160/36.4%

Some college 42/23.9% 129/48.9% 171/38.9%

College degree 5/2.8% 55/20.8% 60/13.6%

Organizational tenure:

Average years 2.3 5.2 4.0

Standard deviation 3.3 5.9 5.1

N 176 264 440
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Time 1

Several group meetings between the researcher and

employees (20 to 50 persons per group) were held on site in

the employee cafeteria. Before handing out the survey,

employees were told that the purpose of the research was to

help the researcher complete his thesis which will "look at"

the relationships between work attitudes and absenteeism.

Confidentiality of responses was promised. Only the

researcher would have access to each person’s completed

survey.

Because the research design required that survey

responses be linked with absenteeism activity, employee

identification was necessary. Asking individuals to provide

information about their absence attitudes and intentions may

result in faking, one aspect of social desirability bias,

because management policy explicitly discourages

absenteeism. Thus, to have the sponsor require its

employees participate in the study might threaten the

validity of the results. An employee would likely feel

uncomfortable about providing candid responses if they

perceived they were forced to give information that could

ultimately threaten their sense of job security.

To minimize the chance that employees would provide

fake responses to questions, participation in this study was

on a yglgppery basis. The following informed consent policy

was implemented and discussed before survey administration.
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It contains three options.

OppIon 1. Individuals were told they could remain in

the room during survey administration, but were not required

to complete the survey. At the end of the survey session,

they would be able to leave without identifying themselves.

thion 2. Individuals were told they could complete

the survey, but were not required to identify themselves.

At the end of survey administration, they would hand in a

completed, anonymous survey.

Option 3. Individuals were told they could complete

the survey and provide identification on the form so that

their survey responses could be linked up with their

absenteeism activity.

The informed consent policy resulted in the following

response-types. Six percent (N=40) of the 675 employees

chose not to identify themselves and not to complete the

survey (option 1). Nineteen percent (N=128) of the

employees chose not to identify themselves, but chose to

complete the survey (option 2). Seventy-five percent

(N=507) of the employees chose to provide valid

identification and complete the survey (option 3).

Individuals, regardless whether they identified

themselves, indicated that they would not likely be absent.

Specifically, individuals who identified themselves (M=4.9,

§Qs1.3) indicated that they would less likely be absent than

those who did not identify themselves (M=5.2, §Q=1.2).
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Although this mean was statistically significant (p (632) =

-3.0, p<.001), an analysis of the variance for each group’s

response patterns indicated that response tendencies were

not significantly different (P (1, 632) = 1.24, pe). This

finding, in conjunction with the survey administration

procedure, suggests that social desirability is not a likely

explanation for these findings because those who chose not

to identify themselves did not place their jobs in jeopardy.

Thus, one would expect their responses to be frank.

To further assess whether the two groups were similar,

a comparison of demographic characteristics was made. There

were no differences in sex composition (jK'Z (l, N=615) =

2.62, pe). There were no age differences (p (587) = -.29,

pe). There were no education differences (LXLZ (5, N=614) =

6.00, pe). There were no marital status differences (DC 2

(1, N=612) s .80, pe). There were no differences in length

of service between the groups (p (590) = -1.12, pe).

The researcher actively participated in survey

administration by pacing the completion of the survey.

Specifically, for each section, he read the instructions to

increase the chance that participants understood the purpose

of each section. He also was available to answer any

questions or respond to comments participants had while

completing the survey.
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11199—2.

At the end of the three-month period following survey

administration, the organization provided the following

absenteeism data for each employee who identified themselves

on the survey. These included whether the employee was

absent for each work day of the specified period. If

absent, the reason provided by the absence monitoring system

was also collected.

Because reasons for absenteeism were specified in the

recording systems, absence frequency and time lost were

calculated for both involuntary absenteeism and voluntary

absenteeism.

Operationalization of variables

Table 3 shows the inter-correlations between each pair

of variables for the final sample who identified themselves

on the survey and for whom absenteeism data were available

(for the three-month period following survey

administration).
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Table 4 shows the means, standard deviations, and

internal consistency reliability estimates for the

appropriate scales based on the final sample.

Table 4

Internal Consistency Reliability Estimates

 

 

Standard Coefficient

Variable Meana Deviation Alpha

Job involvement 4.4 .84 .85

Job satisfaction 4.8 .96 .90

Organizational

commitment 4.4 .83 .80

Work ethic 5.3 .98 .74b

Absence intentions 2.7 1.17 .78

Absence attitudes —1.4C 22.71 .78

Subjective norms 1.0 3.08 .56

Involuntary-

frequency .9 1.11 ---

Involuntary-

time lost 1.2 1.89 —--

Voluntary-

frequency .6 1.09 ---

Voluntary-

time lost .7 1.37 --—

Kinship duties .7 .61 .72

 

5
Job involvement through subjective norms based on 7-point

scale: 1=low on measure: 7=high on measure; absenteeism

measured in number of workdays; kinship based on composite

score of four items discussed below.

b
Corrected using the Spearman-Brown formula.

c Negative value indicates attitudes, on average, that do

not favor absenteeism.

427$N$440.
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o vo vement

Job involvement is the psychological importance of work

to an individual. Specifically, job involvement is the

degree to which a person's work performance affects his/her

self-esteem (Lodahl 8 Kejner, 1965). Job involvement was

measured with Lodahl and Kejner’s (1965) 20-item job

involvement scale. The job involvement scale contains a

seven-point likert scale ranging from strongly disagree to

strongly agree. This instrument has demonstrated adequate

psychometric properties with internal consistency

reliability estimates (i.e., coefficient alpha) ranging from

.72 to .89 (Lodahl 8 Kejner, 1965). Based on all completed

surveys (N=635), coefficient alpha was .85 for this study.

Job §atisfaction

Job satisfaction is defined as a pleasurable or

positive emotional state resulting from the appraisal of

one’s job or job experiences (Locke, 1983). Job

satisfaction was measured with the short form of the

Minnesota Satisfaction Questionnaire (MSQ) (Weiss, Dawis,

England 8 Lofquist, 1967). The MSQ contains items with two

sub-scales: intrinsic satisfaction (12 items) and extrinsic

job satisfaction (8 items). The MSQ contains a seven-point

likert scale that ranges from very dissatisfied to very

satisfied. The manual for the MSQ reports median internal

consistency reliability coefficients of .86 for intrinsic

satisfaction and .90 for extrinsic satisfaction. The
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extrinsic and intrinsic sub-scales correlate .60 (Weiss et

al., 1967). Thus, total score can be used as a general

satisfaction index. Based on all completed surveys,

coefficient alpha was .91 for this study.

nganizational Commitment

Organizational commitment is defined as (a) a strong

belief and acceptance of the organization’s goals and

values; (b) a willingness to exert considerable effort on

behalf of the organization; and (c) a strong desire to

maintain membership in the organization (Mowday, et al.,

1979). Organizational commitment was measured with the

Mowday et al., (1979) Organizational Commitment

Questionnaire (OCQ). The OCQ contains 15 items. Each

question has a seven-point likert scale ranging from

strongly disagree to strongly agree. The OCQ has

demonstrated adequate reliabilities with internal

consistency reliability ranging from .82 to .93 (Mowday, et

al., 1979). Based on all completed surveys, coefficient

alpha was .86 for this study.

The following three scales were designed to measure the

components of Ajzen and Fishbein's (1980) theory of

behavioral intentions. Because no scales were available,

initial items were developed based on my review of the

absence literature. The scales were pretested on a group of

employees within the sponsoring organization. The

objectives included assessing the factor structure of an
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absence intentions scale, and, having the participants

critique the content of the scales. Specifically,

participants were asked to indicate whether any of the items

were irrelevant. Also, participants were asked to add items

that were relevant.

W

Based on the framework specified in Chapter Three, a

set of eight intentions items was developed. Pretest

results indicate that the three hypothesized factors (i.e.,

pain-avoidance, non-work attraction, and family

responsibilities) were not supported with factor analysis.

Pretest results indicate that corrected item-total

correlations ranged between .39 and .62.

Respondents are asked to rate whether they'd likely be

absent from work during the next three months for each

stated reason. All statements are qualified with the phrase

"absenteeism excluding holidays, vacation, illness, and

civic duties." A seven point likert scale ranging from

highly likely to highly unlikely was used. Coefficient

alpha was .78 for these items based on the total sample.

All item pairs correlated significantly (p<.05).

Attitudes About Absenteeism

To assess these attitudes, participants were asked to

provide (a) beliefs about whether a potential outcome of

being absent would likely occur, and (b) an evaluation of
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these outcomes (i.e., good - bad). The former was assessed

using a seven point likert scale ranging from highly likely

to highly unlikely. The latter was assessed using a seven

point likert scale ranging from good to bad. Fifteen

potential outcomes of missing work formed the basis for

assessing attitudes. As specified by Ajzen and Fishbein

(1980), each belief score was multiplied by its respective

evaluation. The attitude score was the sum of the 15

products.

gppjective,Norme

To assess subjective norms, participants were asked to

indicate (a) their beliefs about what specific important

individuals think he/she should do regarding absenteeism,

and (b) the extent to which he/she listens to each person

regarding work-related issues. The former was assessed

using a seven point likert scale ranging from strongly agree

to strongly disagree. The latter was assessed using a seven

point likert scale ranging from never to always. Six

relevant individuals formed the basis for assessing

subjective norms. As specified by Ajzen and Fishbein

(1980), each belief score was multiplied by the respective

motivation to comply score. The subjective norm score was

the sum of the six products.

899

Employee age was based on one's self-report.

Specifically, how old were you (years) on your last
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birthday?

Orgepizational Tenure

Organizational tenure, in months, was based on one’s

self-report.

Sex

Sex was based on self-report.

Kipehip Responsibilities

This was indexed by a composite score based on the

number of children under age 7 living at home, and the

number of individuals (excluding children) who are in need

and place demands on one's time on a regular basis and

whether the respondent was married.

Level of Education

Respondents were provided a list that reflects

different levels of education and asked to mark the one

which indicates their level of education.

ngk Ephic

Work ethic was measured with the four pro—ethic items

based on Blood’s (1969) eight-item Protestant Work Ethic

scale. Wanous (1974) reported an internal consistency

reliability of .70 for the four pro-work ethic items when

the Spearman-Brown formula was used. Based on all completed

surveys, coefficient alpha was .75 (corrected using the

Spearman-Brown formula) for the four pro-work ethic items.
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W

This was assessed with a single item which asks whether

the employee is the primary wage earner in his/her family.

Involuntapy Absenteeism

Involuntary absenteeism was based on individual's self-

report reasons for absenteeism that fall into the following

categories: personal illness, death in the family, jury

duty, and voting. Involuntary absence behavior was assessed

for a three month period using a frequency index and time

lost Index. The frequency index is defined as the number of

absence for the specified reasons during scheduled work

days, regardless of length of each occurrence, for the three

month period following survey administration. The time lost

index is defined as the total number of scheduled work days

absent for the specified reason during the three month

period following survey administration. The unit of

analysis is the work-day (i.e., a continuous eight-hour

span). Information on absenteeism for half-days (i.e., a

continuous four—hour span) was known.

Vquntary Absenteeism

Voluntary absenteeism was based on individual's self-

report reasons for absenteeism that fall into the following

categories: unexcused absence (i.e., no reason stated and

absenteeism not acknowledged as legitimate by the

organization), and personal days. Voluntary absence behavior
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was assessed for a three month period using a frequency

index and time lost Index. The frequency index is defined

as the number of absence for the specified reasons during

scheduled work days, regardless of length of each

occurrence, for the three month period following survey

administration. The time lost index is defined as the total

number of scheduled work days absent for the specified

reason during the three month period following survey

administration. The unit of analysis is the work-day (i.e.,

a continuous eight-hour span). Information on absenteeism

for half-days (i.e., a continuous four-hour span) was known.

Neither scheduled holidays nor vacation days was

included as occurrences of absenteeism.

Data Analysis Procedure

Five principle methods of analysis were used in this

dissertation. The first method was a correlation analysis.

The second method was a multiple regression analysis. The

third method was a t-test for the difference between

independent means. The fourth method was a test for the

difference between dependent correlations. The final method

was a test for the difference between independent

correlations. The criterion of significance was alpha equal

to .05 for all inferential statistics. The data analysis

for each hypothesis will be discussed.

Data analyses for each hypothesis specifying regression

analysis were conducted twice: for variables whose
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distribution was not normal in their original form, and for

these variables after the square root transformation was

applied.

The distribution of all continuous variables were

examined using measures of skewness and kurtosis. In normal

distributions, both measures are zero. When the measure of

skewness is positive, the distribution is skewed to the

left. When the measure of skewness is negative, the

distribution is skewed to the right. When the measure of

kurtosis is greater than zero, the distribution is more

highly peaked than the normal distribution (i.e.,

leptokurtic). When the measure of kurtosis is less than

zero, the distribution is flatter (i.e., platykurtic).

Kendall and Stuart (1958) indicate that when the measure of

skewness is approximately 2 and the measure of kurtosis is

greater than 5, then departure from normality is extreme.

Because departure from normality was found for the

measures of absence behavior, an analysis of studentized

residuals (Weisberg, 1980) was performed to assess whether

there were outliers in the space of the criterion (i.e.,

absence behavioral distributions). Because the residual is

assumed to have a normal distribution with a mean of zero,

then about 99% of the residuals should lie within three

standard deviations of the mean. Therefore, any residual

with an absolute value greater than three is an outlier and

should be carefully examined to explain why there is a poor
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fit (Stevens, 1984).

Mahalanobis Distance was calculated to determine

whether there are outliers in the space of the predictors.

Critical values (Barnett 8 Lewis, 1978) were used to

determine whether Mahalanobis distance for each case was an

outlier at alpha of .05.

Finally, Cook’s Distance (Cook, 1977), a measure of the

change in the regression coefficients that would occur if

this case was omitted, was calculated. It was used to

identify whether any cases that were outliers on both

predictor space and criterion space were influential in

affecting the regression equation. Cook and Weisberg (1982)

indicate that a Cook's Distance of approximately 1 would be

considered sufficiently large, indicating an influential

case.

Although none of the outlier cases were influential,

the marginal distributions of the absence behavioral

measures were different than the marginal distributions of

the attitudinal factors. Thus, square root transformations

(Box 8 Cox, 1964) were applied to the absence distributions

to induce normality and to minimize the disparity between

the marginal distributions of the behavioral and attitudinal

variables, respectively.

Hypgthesis 1: Exploratory factor analysis with varimax

rotation was used to assess the extent to which absence

intentions is multi-factorial. Principal components
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analysis was used. Criterion for factor extraction was an

eigenvalue with a value greater than or equal to one. Based

on pretest results, however, it was expected that the items

will correlate highly, thus allowing the use of an overall

absence intentions score based on the sum of eight

intentions items.

Hypothesis 2: Hierarchical regression analysis was

used to predict absence intentions. Theory (viz., Ajzen and

Fishbein, 1980) dictates the following order of entry:

attitudes about absenteeism followed by subjective norms.

Hierarchical regression analysis permitted assessment of

whether each variable significantly predicted the dependent

variable with variance due to other independent variables

controlled. In addition, the interaction between attitudes

and norms was entered following subjective norms in order to

assess whether a joint effect of attitudes and norms

predicted absence intentions beyond each factor. It was

expected that attitudes and norms would make significant

contributions to explaining intentions, but the interaction

term would not be significant.

Hypothesis 3: A one-tailed t-test for independent

means was used.

flypgthesis g: Hierarchical regression analysis was

used to predict voluntary absenteeism. To rule out job

satisfaction and organizational commitment as alternative

explanations, the order of entry was: job satisfaction, and
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organizational commitment as a set followed by absence

intentions. It was expected that the regression weight for

absence intentions would achieve significance and contribute

a significant amount of variance.

Hypothesis 5: Regression analysis was used to predict

involuntary absenteeism. It was expected that the

regression weight for absence intentions would pep achieve

statistical significance.

Hypothesis 6: Hierarchical regression analysis was

used. The order of entry was: absence intentions, attitudes

favoring absenteeism, and subjective norms favoring

absenteeism. It was expected that the regression weights

for attitudes and subjective norms, respectively, would pep

achieve statistical significance.

Hypothesis 7: Regression analysis was used.

Hypothesis 8: A one-tail test for the significance of

the difference between dependent correlations (Cohen 8

Cohen, 1983) was conducted.

Hypothesis 9: Regression analysis was used.

Hypothesis 10: A one-tail test for the significance of

the difference between dependent correlations (Cohen 8

Cohen, 1983) was conducted.

Hypothesis 11: This hypothesis was not tested.

HypothesIs I2: Regression analysis was used.

Hypothesis I3: A one-tail test for the significance of

the difference between dependent correlations (Cohen 8
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Cohen, 1983) was conducted.

Hypothesis 14: Hierarchical regression analysis was

used. The order of entry was job involvement then job

satisfaction. It was expected that the regression weight

for job satisfaction would not achieve statistical

significance.

Hypothesis 15: Regression analysis was used.

Hypothesis 16: A one-tail test for the significance of

the difference between dependent correlations (Cohen 8

Cohen, 1983) was conducted.

Hypotheses 17: A zero-order correlation was

calculated.

Hypothesis 18: Partial correlation analysis was used.

Age was controlled. It was expected that the coefficient

would be statistically significant.

Hypgthesis 19: Partial correlation analysis was used.

Sex was controlled. It was expected that the coefficients

would be statistically significant.

Hypgthesis 20: A zero-order correlation was

calculated.

Hypothesis 21: A one-tail test for the significance of

the difference between dependent correlations (Cohen 8

Cohen, 1983) was conducted.

Hypotheses 22 to 24: First, the correlation between

the square-root transformed absence measures was used for

each effect size. Then, using the formula for correction
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for attenuation (Nunnally, 1978, p. 220), it was expected

that the corrected correlation squared would exceed 4%. The

effect size was corrected for attenuation in both variables.

For each attitudinal factor, coefficient alpha found in this

dissertation was used. For the absence measures, the

average inter-period stability coefficients for the

frequency and time lost indexes (Hackett 8 Guion, 1985) were

used.



 

CHAPTERFIVE

RESUDTS

Introduction

This chapter discusses the results of the data

analyses. First, the factor structures of absence

intentions, attitudes regarding absenteeism, and subjective

norms will be examined. Second, the results of each

hypothesis will be presented. Finally, a summary of the

results will be presented.

Item and Scale Analyses: Absence Intentions

(Hypothesis 1)

Factor Structure Assessment

Based on the exploratory conceptual framework presented

in Chapter Three, factor analysis with varimax rotation was

used to determine whether the intentions items reduced to

three interpretable factors. Hypothesis 1 specified that

factor analysis would produce three orthogonal factors. The

three factors that were proposed are (a) family

responsibilities (items 1-take care of dependent children;

3-attending to family responsibilities other than children:

6-spending leisure time with family), (b) non-work

alternative attraction (items 2-hobby/leisure activity; 4-

religious commitments; 5-other community activities), and

101
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(c) pain-avoidance (item 7-relief from dissatisfying work

situation; 8-general intention item). To further assess the

validity of the pain-avoidance factor, the correlation

between the proposed pain-avoidance factor and job

satisfaction was calculated. It is expected that this

factor will be significantly and inversely related to job

satisfaction.

Factor analysis, when limiting the number of extracted

factors to three, resulted in three interpretable factors.

The principal components method was used. However, the

resulting factors do not correspond to the hypothesized

factors specified in Chapter Three. Thus, hypothesis 1 was

not supported. Table 5 shows the rotated factor matrix.

Overall, these factors accounted for 68.7% of the variance

in these data.

The correlation between the proposed pain avoidance

scale and job satisfaction scale was r (427) = -.25, p<.001.

With item 7 alone, the correlation was p (425) = -.28,

p<.001. With item 8 alone, the correlation was ; (395) =

-.15, p<.001.

Pactor 1: Items 2, 6, 7 and 8 formed a factor

combining items specifying attraction to non-work

alternatives such as leisure time as well as the item

specifying one's intention to get away from a dissatisfying

work situation. Overall, this factor may be labeled as

absence to take a break from work.
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Table 5

Results of Factor Analysis of Intention Items

 

 

Factor Communality

Loadings Estimates

Item 1 2 3

 

Factor 1: Break from WOrk

 

 

8. General

intention .76 -.13 .22 .64

2. Hobby/leisure .75 .30 .06 .65

6. Family leisure .70 .51 -.02 .75

7. Dissatisfying

work situation .67 .28 .20 .58

Factor 2: Community and Religious Activities

4. Religious

commitments .01 .82 .26 .74

5. Community

activities .43 .73 -.02 .72

Factor 3: Family Responsibilities

1. Dependent children .06 .09 .90 .82

3. Family

responsibilities .48 .16 .58 .59

 

Percent of common

variance 44 13 12

 

N=428.
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Communality estimates indicate that 65.2% of the total

variance in item 2 was accounted for by the combination of

all common factors. For item 6, 75.3% of the total variance

was accounted for by the combination of all common factors.

For item 7, 57.6% of the total variance was accounted for by

the combination of all common factors. Finally, 64.1% of

the total variance in item 8 was accounted for by the

combination of all common factors. Each item has a factor

loading of at least .30 which is consistent with conventions

in the behavioral sciences (Nunnally, 1978). This factor

accounted for 44.1% of the variance in these data. Internal

consistency reliability for these items was .75.

Peepor 2: Items 4 and 5 formed a factor combining

items specifying commitment to religious and community

activities. This factor may be labeled absence for

community and religious activities.

Communality estimates indicate that 74.1% of the total

variance in item 4 was accounted for by the combination of

all common factors. For item 5, 71.9% of the total variance

was accounted for by the combination of all common factors.

This factor accounted for 12.9% of the variance in these

data. Internal consistency reliability for these items was

.62.

Pactor 3: Items 1 and 3 formed a factor which combines

items specifying fulfillment of family responsibilities.

Communality estimates indicate that 82.2% of the variance
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was accounted for by the combination of all factors. For

item 3, 58.9% of the total variance was accounted for by the

combination of all common factors. This factor accounted

for 11.7% of the variance in these data. Internal

consistency reliability for these items was .26.

The low internal consistency estimate is to be expected

in light of the magnitude of the eigenvalue for this factor

(.93). The eigenvalue is often used as an index of how many

factors one should rotate and interpret. Kaiser (1958) has

proven that the internal consistency of a factor with an

eigenvalue of 1.0 is zero. Also, 1.0 is the amount of

variance accounted for by a single item (p2 = 1.0). Thus,

if a factor has an eigenvalue less than 1.0, this means it

accounts for less variance than a single item (N. Schmitt,

personal communication, Psychology 818, 1987).

Although factor analysis produced one sufficiently

relieple factor, further analyses are needed to determine

whether all items should be used as a single intentions

scale or whether the reduced item pools should be used

separately as a measure of different aspects of absence

intentions. Specifically, three additional statistical item

analyses were performed to examine this issue. These

include assessment of internal consistency reliability, the

correlation between each of the factors derived from factor

analysis, and item-total correlation analysis. The decision

whether to use separate factors or the overall item pool is
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based on the results of all three analyses.

Internal Consistency Reliability

Table 6 shows the internal consistency reliability

estimates for the overall set of absence intentions items,

factor 1, factor 2, and factor 3, respectively. The results

suggest that the overall set of items is more internally

consistent than the individual factors. However, because

reliability is a function of both inter-item correlation and

number of items, it is possible that the estimate for the

overall set is highest because it contains the most number

of items.

Table 6

Reliability Coefficients for Intentions Factors

 

Coefficient Alpha

 

Factor 1: Break from Work .75

(4 items; n=428)

Factor 2: Community and Religious .62

Activities (2 items; n=428)

Factor 3: Family Responsibilities .26

(2 items; n=428)

All Items .78

(8 items; n=428)

 

Table 7 shows the inter-item correlations between each

of the intentions items. The average inter-item correlation

for the overall scale was (;=.35). The average inter-item



107

correlations for factors 1, 2, and 3 were p=.48, p=.43, and

33.35, respectively. The similarity of the average inter-

item correlations suggests that the differences in level of

reliability are due to the number of items in factors 2 and

3. On the basis of this analysis, only the overall set of

items and factor 1 meet the criterion for internal

consistency reliability in basic research (Nunnally, 1978).
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Coprelation Between Factors

Table 8 shows the inter-scale correlations between the

factors derived from factor analysis. The correlation

between scales was moderate, although statistically

significant. The relationship between factor 2 and factor 3

was 3 (426) = .36, p<.001. The relationship between factor

1 and factor 3 was 3 (427) = .47, p<.001. The relationship

between factor 1 and factor 2 was 3 (426) = .50, p<.001.

These correlations represent the relationship between two

factors that are imperfectly measured, thus, undermining the

theoretical relationship between two hypothetical factors.

Ghiselli et al. (1981) recommend that correction for

attenuation be made when assessing the relationship between

factors in construct validity assessment. An objective of

construct validity assessment is to estimate the theoretical

relationship between two constructs that are imperfectly

measured (Nunnally, 1978). Thus, the corrected correlation

between factor 1 and factor 2 was 3 (426) = .90, p<.001.

The corrected correlation between factor 1 and factor 3 was

; (426) > 1.0. The corrected correlation between factor 1

and factor 2 was ; (426) = .73. The correction for the

relationship between factor 1 and factor 3 produced a

nonsensical estimate that may occur when the degree of

measurement unreliability is high (Nunnally, 1978).

Nevertheless, the high percentage of measurement error

present in factor 3 suggests that the measured correlation
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including factor 3 is likely to be quite attenuated.

Because the reliability estimate for the entire scale

is similar in magnitude to the corrected correlations

between factors, there is little discriminability among

factors. Thus, the overall set of items can be used to form

a homogenous absence intentions scale.

Table 8

Means, Standard Deviations and Intercorrelations of

Intentions Factors

 

Factor M SD 1 2 3

 

Factor 1: Take a Break 2.42 1.35 ---

Factor 2: Community/

Religion 2.21 1.30 .50 ---

Factor 3: Family Respon-

sibilities 4.07 1.77 .47 .36 ---

 

438$N$439.

p<.001 for all coefficients.

Item-Scale CopreIations

Another criterion for scale homogeneity is whether an

item correlates more highly with its own scale (corrected

for spurious item-total overlap) than with another scale.

In other words, an item should be grouped with a scale with

which it correlates most highly to the extent that it makes

sense from a content perspective. Table 9 shows the
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corrected item-scale correlations for factor 1 compared with

the item-scale correlations for factor 2, factor 3, and the

overall set of items. Overall, this comparison indicates

that all items forming factor 1 correlate more highly with

the overall set of items than with itself, factor 2 or

factor 3. One exception is item 8, the general intention

item, which correlates slightly more highly with factor 3

than with factor 1 or the overall set of items. However,

there is no substantive difference between r=.38 and r=.34.

Table 9

Item-Scale Correlations: Break From Work Items

 

 

 

Factor All

Itemsa

Item 1a 2 3

8. General

intention .34 .23 .38 .34

2. Hobby/leisure .62 .41 .34 .63

6. Family leisure .62 .54 .37 .66

7. Dissatisfying

work situation .54 .40 .40 .57

 

aCorrected for spurious overlap.

N=428.

p<.001.

Table 10 shows the corrected item-scale correlations

for factor 2 compared with the item-scale correlations for

factor 1, factor 3, and the overall set of items. Item 4
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correlates slightly more highly with factor 2 than with the

overall set of items. Item 5 correlates slightly more

highly with factor 1 than with the overall set of items.

However, there are no substantive differences between each

pair of correlations.

Table 10

Item-Scale Correlations: Community and Religious Items

 

 

 

Factor All

Itemsa

Item 1 2a 3

4. Religious

commitments .33 .45 .31 .40

5. Community

activities .56 .45 .31 .54

 

aCorrected for spurious overlap.

N=428.

p<.001.

Table 11 shows the corrected item-scale correlations

for factor 3 compared with the item-scale correlations for

factor 1, factor 2, and the overall set of items. Even

though item 1 correlates more highly with factors 1 and 2

than with its own factor or the overall set of items, the

similar internal consistency reliability estimates for

factor 1 and the overall set of items suggests that it may

be included in either set, though the magnitude of the

correlation is low. However, corrected item-total
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correlations of at least .15 are within conventions expected

for homogenous tests (N. Schmitt, Personal communication,

Psychology 818, 1987).

Table 11

Item-Scale Correlations: Family Responsibilities

 

 

 

Factor All

Itemsa

Item 1 2 3a

1. Dependent children .26 .21 .15 .15

3. Family

responsibilities .50 .35 .15 .52

 

aCorrected for spurious overlap.

N=428.

p<.001.

stream

In summary, these analyses suggest that the overall set

of items form a more homogenous and psychometrically sound

scale than do the individual factors. This conclusion is

further supported by the insufficient level of reliability

for factors 2 and 3. Furthermore, because the magnitude of

the corrected correlations between factors are similar to

the magnitude of the reliability estimates, there is little

discriminability among the factors. Given these results,

using the overall set of items will provide an overall

absence intentions measure that incorporates various reasons

for intending to be absent. Also, because the maximum level
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of validity between a predictor and criterion is the level

of reliability, using the overall set of items will enhance

predictability. Thus, weak effects will be minimized.

Item and Scale Analyses: Attitudes Toward Absenteeism

F c Structure Assessment

Exploratory factor analysis with varimax rotation was

used to assess the factorial structure of attitudes toward

absenteeism based on 15 belief statements about the

potential outcomes of voluntary absenteeism. The principal

components method was used. Based on Morgan and Herman's

(1976) findings that people perceive outcomes of voluntary

absenteeism as either motivating or deterrents, this

analysis limited the number of extracted factors to two.

This analysis resulted in two interpretable factors that are

consistent with Morgan and Herman's (1976) research. Table

12 shows the rotated factor matrix. Overall, these factors

accounted for 40.6% of the variance in these data.

Factor 1: Items 1, 2, 6, 7, 9, 10, and 14 formed a

factor that is consistent with Morgan and Herman's (1976)

set of motivating outcomes of voluntary absenteeism.

Communality estimates indicate that 38.4% of the total

variance in item 1 was accounted for by the combination of

all common factors. For item 2, 36.2% of the total variance

was accounted for by the combination of all common factors.

For item 6, 52.0% of the total variance was accounted for by
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Table 12

Results of Factor Analysis of Belief Items

 

Factor Communality

Loadings Estimates

 

Item 1 2

 

Factor 1: Motivating Outcomes

7. Relief from job .76 .12 .59

6. Things I enjoy .72 -.06 .52

10. Get Away from

co—workers .68 .16 .48

14. Get Away from

supervisor .68 .16 .49

1. Time with

friends .62 .00 .38

2. Time for family .60 .04 .36

9. Meet obligations .59 .15 .37

 

Factor 2: Deterrent Outcomes

12. Fired from company .03 .76 .58

13. Loss of promotion

opportunities -.02 .72 .52

11. Loss of benefits .16 .67 .48

3. Discipline by

supervrsor .06 .65 .42

8. Demoted -.05 .55 .30

5. Loss of pay .30 .49 .33

4. Upset co-workers .14 .41 .19

15. Heavier workload .03 .27 .07

 

Percent of Common

Variance 25 15 (n=428)
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the combination of all common factors. For item 7, 59.0% of

the total variance was accounted for by the combination of

all common factors. For item 9, 36.7% of the total variance

was accounted for by the combination of all common factors.

For item 10, 48.2% of the total variance was accounted for

by the combination of all common factors. Finally, 48.9% of

the total variance in item 14 was accounted for by the

combination of all common factors. Internal consistency

reliability for these items was .79.

Factor 2: Items 3, 4, 5, 8, 11, 12, 13, and 15 formed

a factor that is consistent with Morgan and Herman’s (1976)

deterrent outcomes of voluntary absenteeism.

Communality estimates indicate that 42.3% of the total

variance was accounted for by the combination of all

factors. For item 4, 18.7% of the total variance was

accounted for by the combination of all common factors. For

item 5, 32.8% of the total variance was accounted for by the

combination of all factors. For item 8, 29.8% of the total

variance was accounted for by the combination of all common

factors. For item 11, 48.1% of the total variance was

accounted for by the combination of all factors. For item

12, 57.9% of the total variance was accounted for by the

combination of all factors. For item 13, 51.6% of the total

variance was accounted for by the combination of all

factors. Finally, for item 15, 7.2% of the total variance

was accounted for by the combination of all common factors.
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Internal consistency reliability for these items was .72.

Although factor analysis produced two peliable factors,

further analyses are needed to determine whether all items

should be used collectively as a single attitudes toward

absenteeism scale or whether each reduced item pool should

be used as measures of different aspects of attitudes about

absenteeism. These include assessment of internal

consistency reliability, the correlation between each of the

factors derived from factor analysis, an item-total

correlation analysis. The decision whether to use separate

factors or the overall item pool is based on the results of

all three analyses.

Internal Consistency Reliability

Table 13 shows the internal consistency reliability

estimates for the overall set of attitude items, factor 1

and factor 2, respectively. The magnitude of the

coefficients for each set of items is approximately similar.

Table 13

Reliability Coefficients for Belief Factors

 

Coefficienp HIpha

Factor 1: Motivating Outcomes .79

(7 items: n=428)

Factor 2: Deterrent Outcomes .72

(8 items; n=428)

All Items .78

(15 items: n=428)
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Table 14 shows the intercorrelation between each pair

of belief items. The average inter-item correlation for the

motivating outcome items was p = .33. For the deterrent

item, 3 = .24. For the overall set of items, I = .19.
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Coprelation Between Factore

The correlation between factor 1 and factor 2 was

moderate, although statistically significant (p (428) = .28,

p<.001). When both factors were corrected for attenuation,

the coefficient increased to p=.37. Thus, the two factors

are not orthogonal.

Item-Scale Correlations

Another criterion for scale homogeneity is whether an

item correlates more highly with its own scale (corrected

for spurious item-total overlap) than with another scale.

Table 15 shows the corrected item-scale correlations for

factor 1 compared with the item-scale correlations for

factor 2 and the overall set of items. Each item for factor

1 correlates more highly with factor 1 than with factor 2 or

the overall set of items. The item-total correlations for

factor 1 items with the overall set of items, however, meet

conventions for homogenous tests (N. Schmitt, personal

communication, Psychology 818, 1987). Furthermore, the

differences in magnitude between the item-factor 1

correlations and their respective item-all items

correlations were not substantive.
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Table 15

Item-Scale Correlations: Motivating Outcome Items

 

 

 

Factor All

Itemsa

Item 1a 2

7. Relief from job .64 .20 .52

6. Things I enjoy .52 .08 .36

10. Get Away from

co-workers .55 .23 .49

14. Get Away from

supervisor .53 .24 .48

1. Time with *

friends .44 .11 .32

2. Time for family .45 .14 .39

9. Meet obligations .46 .22 .44

 

aCorrected for spurious overlap.

N=428.

*p<.010; others, p<.001.

Table 16 shows the corrected item-scale correlations

for factor 2 items compared with the item-scale correlations

for factor 1 and the overall set of items. With the

exception of items 5 and 15, factor 2 items correlate more

highly with factor 2 than with factor 1 or the overall set

of items. However, the item-total correlations for factor 2

with the overall set of items meet conventions for

homogenous tests. Furthermore, with the exception of item

12 (fired from the company), the difference in magnitude
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between its correlation with factor 2 and its correlation

with the overall set of items was not substantive.

Table 16

Item-Scale Correlations: Deterrent Outcome Items

 

 

 

Factor All

Itemsa

Item 1 2a

12. Fired from company .15 .54 .20

13. Loss of promotion

opportunities .10 .51 .38

11. Loss of benefits .23 .49 .44

3. Discipline by

supervisor .13 .45 .38

8. Demoted to a lower

job .04b .33 .24

5. Loss of pay .30 .37 .43

4. Upset co-workers .16 .36 .34

15. Heavier workload .07b .20 .20

 

aCorrected for spurious overlap.

not significant; others, p<.010.

N=428.

5111111113: 2

In summary, these analyses suggest that the overall set

of items can be used as either a single scale or as two

separate ones. The significant correlation between factor 1

and factor 2 suggests that individuals who perceive a
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particular set of outcomes as motivating also perceive the

other set of outcomes as deterrents. Together both sets of

items represent a range of potential outcomes of voluntary

absenteeism that is more meaningful than a restricted range

of either motivating or deterrent outcomes when formulating

attitudes about voluntary absenteeism. Thus, given the

results of the previous statistical analyses and theoretical

considerations, the entire set of items will be used as the

basis for attitudes about voluntary absenteeism.

Item and Scale Analyses: Subjective Norm

Factor Structure Assessment

Exploratory factor analysis with varimax rotation was

used to assess the factorial structure of items developed to

assess subjective norms about absenteeism. This analysis

resulted in two interpretable factors. Table 17 shows the

rotated factor matrix. Overall, these factors accounted for

51.2% of the variance in these data.

Pacpor 1: Factor 1 is comprised of items that

represent individuals who are referents in forming norms

about absenteeism within the workplace, but whose

relationship with the respondent is not solely a formal

workplace relationship. These individuals include: family,

friends, spouse or significant other, and yourself. It may

be titled non-work affiliates. Internal consistency

reliability was .62.
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Table 17

Results of Factor Analysis of Subjective Norm Items

 

Factor Communality

Loadings Estimates

 

Item 1 2

 

Factor 1: Non-work Affiliates

2. Family .78 -.08 .61

1. Friends .75 .10 .58

6. Yourself .63 .21 .44

5. Spouse/Significant

Other .58 .08 .35

 

Factor 2: WOrk Affiliates

3. Co-Worker .03 .76 .58

4. Supervisor .13 .71 .52

 

Percent of Common

Variance 34 18

 

N=428.

Communality estimates indicate that 60.8% of the total

variance in the family item was accounted for by the

combination of all common factors. For the friend item,

57.8% of total variance was accounted for by the combination

of all common factors. For the spouse/significant other

item, 34.6% of the total variance was accounted for by the
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combination of all common factors. For the item addressing

yourself, 43.7% of the total variance was accounted for by

Factor 2: Factor 2 is comprised of two items

representing individuals who are members of the

organization: co-workers and supervisor. It may be titled

work affiliates.

Communality estimates indicate that 52.3% of the total

variance in the supervisor item was accounted for by the

combination of all factors. For the co-worker item, 57.7%

of the total variance was accounted for by the combination

of all factors. Internal consistency reliability was .20.

Internal Consistency Reliability

Table 18 shows the internal consistency reliability

coefficients for factor 1, factor 2, and the overall set of

items. These coefficients are below conventional levels in

the behavioral sciences (Nunnally, 1978). The low

coefficients may be due to the low average inter-item

correlation that may be the result of error in content

sampling or the number of items.
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Table 18

Reliability Coefficients for Subjective Norm Factors

 

Coefficient Alpha

 

Factor 1: Work Affiliates .62

(4 items; n=428)

Factor 2: Deterrent Outcomes .20

(2 items; n=428)

All Items .56

(6 items; n=428)

 

For factor 1, the average inter-item correlation was

moderate (p = .31). For factor 2, the correlation between

the two items was low (p = .13). The average inter-item

correlation for the overall set of items was also low (; =

.18). Table 19 shows the means, standard deviations, and

intercorrelations of the subjective norm items.

Internal consistency reliability estimates are

coefficients of equivalence (Cronbach, 1947) that measure

the extent of a single group factor shared by all

individuals. In this case, it would be consistency in terms

of who believes voluntary absenteeism is acceptable or

unacceptable among the six individuals represented by these

items. The low magnitude of these coefficients, in

conjunction with the low average inter-item correlations,

suggest that these items do not form the basis of subjective

norms that is consistent across individuals. Overall, the

respondent may perceive that the relevant six individuals

feel that absenteeism is either acceptable or unacceptable.
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However, which particular individuals feel that absenteeism

is acceptable or unacceptable may vary across respondents.

Nevertheless, these items provide a basis for indicating

each individual's perceptions about whether relevant others

(e.g., supervisor, spouse) feel that voluntary absenteeism

is acceptable.

31111111132!

The results of these analyses suggest that subjective

norms do not form an internally consistent, homogenous

scale. In other words, the nature of acceptability of

voluntary absenteeism varies across individuals. The low

internal consistency reliability estimates are likely the

result of inadequate content sampling. In other words,

perhaps other individuals not included in this list may be

relevant in the formation of norms about voluntary

absenteeism. For example, the low reliability coefficient

for the work affiliate scale suggests that this scale may be

conceptualized as "peers of the workplace" such as co-

workers versus "superiors of the workplace" such as

management.

Absence Behavioral Measures

As discussed in Chapter Two, research has suggested two

types of absenteeism: involuntary and voluntary. Based on

the data received from the sponsoring organization, four

absence indexes were calculated: involuntary-frequency,

involuntary-time lost, voluntary-frequency, and voluntary-
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time lost. Table 20 shows the correlations between each

pair of absence measures. Clearly, there is a high degree

of discriminability between the self-report reasons of

absenteeism that fall into involuntary and voluntary

categories. These results are consistent with findings by

Chadwick-Jones, et al. (1982) and Hackett and Guion (1985).

Table 20

Means, Standard Deviations and Intercorrelations of

Absence Behavioral Measures

 

Measure M9 so 1 2 3 4

 

1. Involuntary-

frequency .9 1.1 .10b

2. Involuntary-

time lost 1.2 1.9 .78*** .07b

3. Voluntary-

frequency .6 1.1 .13** .09* .34b

4. Voluntary-

time lost .7 1.4 .12** .08 .92*** .33b

 

a measured in work days.

average interperiod stability coefficients based on three

one-month periods: N=206.

N=328.

**p<.05.

***p<.01.

p<.001.

Table 20 also shows the estimates of reliability for

each of the absence measures. The coefficients reported
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reflect stability of the absence behavior based on the

average interperiod correlation among absences for each of

the three one-month periods studied. Within each category

of behavior, there is no substantive difference in the

magnitude of the stability coefficients between frequency

and time lost measures. Therefore, analyses will be

provided for each measure.

Properties of Sample Distributions of variables

As discussed in Chapter Two, weak effects may be the

result of violations in the assumptions underlying

correlation and regression analyses. To the extent that the

marginal distribution between two variables differs, then

biased results may be likely. Heteroscedasticity may be

responsible for leptokurtosis and skewness in the marginal

distribution. Thus, a nonnormal sample distribution

indicates that the violation of heteroscedasticity has

occurred.

Measures of skewness (g1) and kurtosis (g2) will be

examined for all attitudinal variables and absence

behavioral measures to assess the extent of nonnormality in

the marginal distribution of each continuous variable.

Kendall and Stuart's (1958) criteria will be used to assess

whether each sample distribution is normally distributed.

They suggested that when g1 approaches 2 and g2 exceeds 5,

there is considerable skewness and leptokurtosis.

Table 21 shows sample statistics for the variables used
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in this study. The statistics include the mean, median,

mode, standard deviation, range, skewness, and kurtosis.

A review of these statistics reveals that voluntary-

frequency of absence, voluntary-time lost, and involuntary-

time lost sample distributions are consistent with Kendall

and Stuart’s (1958) criteria for nonnormality of the

marginal distribution. Although the sample distribution for

involuntary-frequency of absence does not meet both

criteria, it is noticeably skewed to the left. The results

for the absence behavioral measures are consistent with

Hammer and Landau’s (1981) investigation of absence

distributional properties. The positive values of both

skewness and kurtosis indexes suggest that the noted sample

distributions are both low-base rate and leptokurtic (i.e.,

more highly peaked than normal distributions).

Of noteworthy interest are the properties of the

absence intentions and attitudes toward absenteeism

distributions. Compared with the skewness and kurtosis

indexes of the absence behavior measures, the skewness and

kurtosis indexes are substantively closer to zero for the

attitudes about absenteeism and absence intentions

distributions. These findings suggest that attitudes about

absenteeism and absence intentions are distributed

approximately normal. In general, not everyone who intends

to be absent is absent. More will be said about this in

Chapter Six.
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§ammsr¥

Overall, these findings suggest that the absence

behavioral measure and subjective norm measures violate the

assumption of heteroscedasticity. Thus, the use of ordinary

least squares regression may result in constricted effect

size estimates. Diagnostic statistics to detect outliers

will be calculated. Also, an assessment of whether any

outliers are influential (Stevens, 1984) will also be made.

If influential outliers are found, a decision whether to

delete them or conduct appropriate data transformations will

be made in order to enhance the statistical conclusion

validity of the analyses.

Results of Analyses by Hypothesis

Hypothesis 1

The results of hypothesis 1 were presented earlier in

the Item and Scale Analyse : Abeence Intentions section.

Hypothesis 2

Hypothesis 2 stated that attitudes favoring absenteeism

and subjective norms favoring absenteeism will independently

predict absence intentions. Table 22 shows the results of

the hierarchical regression analysis.
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Table 22

Hierarchical Regression Results for Absence Intentions

Predicted from Attitudes and Norms

 

Predictor Ba R2 (change)

 

Attitude favoring

absenteeism .26* ' .10

Subjective norms .27* .08

Interaction term .06 .00

R2 . 18

 

§B=Beta, the standardized regression coefficient.

p<.001.

The results indicate that for the combination of

attitudes and subjective norms favoring absenteeism, HZ was

.18 for absence intentions. Attitudes favoring absenteeism

(Beta = .26, p<.001) and subjective norms (Beta = .27,

p<.001) significantly predicted absence intentions. The

interaction term (Beta = .06, D§) was not statistically

significant. Both attitudes favoring absenteeism and

subjective norms favoring absenteeism independently

predicted absence intentions. Thus, Hypothesis 2 was

supported.

HypotHesIs 3

Hypothesis 3 stated that subjective norms favoring

absenteeism will be greater for blue collar workers than for

white collar workers. Table 23 summarizes the results. On
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average, both blue collar workers (H = 1.1, HP = 3.4) and

white collar workers (H = .8, HP = 2.8) have norms that

favor absenteeism. Although the magnitude was greater for

blue collar workers than white collar workers, this

difference was not statistically significant (p (321) = .95,

_e). Thus, hypothesis 3 was not supported.

The 95% confidence interval (.705 H g 1.56) for the

mean blue collar norms contained only positive values which

suggests that blue collar worker norms favor absenteeism.

The 95% confidence interval for the mean white collar norms

(.545 H g 1.12) contained only positive values which

suggests that white collar norms favor absenteeism.

Finally, an analysis of each group's response patterns

(indexed by standard deviation) shows that there was wider

variation in subjective norms about absenteeism among blue

collar workers than white collar workers. This difference

was statistically significant (P = 1.47, p<.005).

Table 23 summarizes the mean values for the blue collar

and white collar workers on attitudes regarding absenteeism,

subjective norms, and absence intentions. Overall, blue

collar workers had attitudes and intentions favoring

voluntary absenteeism that were significantly greater than

those attitudes held by white collar workers (with the

exception of subjective norms). In addition, blue collar

workers exhibited significantly greater voluntary and

involuntary absenteeism than white collar workers (with the



136

exception of absenteeism measured by the involuntary-time

lost index).

Table 23

T Tests Comparing Blue Collar and White Collar Workers on

Absence Attitudes, Norms, Intentions and Behavior

 

 

 

M

Factor Blue White t p

Attitudes favoring

absenteeism 3.86 -4.94 4.04a .001

Subjective norms 1.13 0.83 0.95b ns

Absence intentions 3.03 2.53 4.47C .001

Voluntary-frequency 0.84 0.48 3.02d .003

Voluntary-time lost 1.00 0.56 2.99e .003

Involuntary-frequency 1.11 0.72 3.53f .001

Involuntary-time lost 1.43 1.12 1.769 ns

 

agf = 436; be; = 321; °_; = 437; d_; = 241; 6g; = 240

g; = 314; 9g: = 419.

Hypophesis 4

Hypothesis 4 stated that absence intentions will

predict voluntary absenteeism. Results will be presented

for both measures of voluntary absenteeism: frequency and

time lost. Table 21 indicated that the sample distributions

of voluntary absenteeism depart significantly from

normality. In addition, the distributions for voluntary
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absenteeism differ from the absence intentions distribution

which is approximately normal. Thus, the results of

regression analysis will be presented for the data in their

original form as well as for the absenteeism data after

square root transformations were applied.

The distributions of the absence measures were examined

for significant outliers in the space of the criterion and

predictors. Studentized residuals were examined (Weisberg,

1980) for outliers in the criterion space. Five cases fell

outside three standard deviations for the frequency index.

Six cases fell outside three standard deviations for the

time lost index.

Mahalanobis distance (P2) was calculated to assess the

extent of outliers in the space of the predictor. Only one

case exceeded the critical value for a significant outlier

(p2 = 28.21, p< .05). Stevens (1984) indicated that

outliers are likely to bias regression results when a case

is significantly aberrant in both the predictor and

criterion space. Specifically, when Cook’s Distance (9P)

for a particular case is greater than one, the case should

be considered as a candidate for deletion. None of Cook’s

Distances exceeded one. The greatest value for Cook's

Distance was .13 for the frequency index and .15 for the

time lost index.

Based on these analyses, a decision was made to apply a

square root transformation to each absence distribution,
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which is most likely to minimize skewness and kurtosis in

truncated distributions with zero values (Box 8 Cox, 1964).

After the transformations were applied, skewness (g1) was

1.01 and kurtosis (g2) was .07 for the frequency index. For

the time lost index, g1 was 1.15 and g2 was .57. These

transformed distributions approximate normality more closely

than the untransformed distributions.

Table 24 shows the results of the regression analyses

for hypothesis 4. Hierarchical regression analyses were

used. Job satisfaction and organizational commitment were

entered into the equation first followed by absence

intentions in order to rule them out as alternative

explanations to absence intentions. The regression

coefficients for both organizational commitment and job

satisfaction were not statistically significant for any of

the analyses. Absence intentions significantly predicted

voluntary-frequency that was not transformed (Beta = .11,

p<.02). The 95% confidence interval excluded zero (.02 S H

5 .20). Absence intentions marginally predicted voluntary-

time lost that was not transformed (Beta = .09, p<.07). Its

95% confidence interval contained zero.

Using the same strategy, absence intentions did not

significantly predict either transformed measure of

voluntary absenteeism. Overall, hypothesis 4 was supported

for the untransformed frequency index of voluntary

absenteeism.
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Ghiselli et al. (1981) recommend that correction for

attenuation be made when assessing the relationship between

factors in construct validity assessment. An objective of

construct validity assessment is to estimate the theoretical

relationship between two constructs that are imperfectly

measured (Nunnally, 1978). The corrected correlation

between absence intentions and the untransformed measure of

voluntary-frequency was I (428) =.21. Thus, after

correcting for measurement unreliability, absence intentions

accounted for 4.4% of the variance in voluntary absence

frequency.
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Table 24

Regression Results for veluntary Absenteeism

Predicted from Absence Intentions

 

Criterion Ba R2

 

Voluntary-frequency **

(not transformed) .11 .01

Voluntary-time lost

(not transformed) .09* .01

Voluntary-frequency

(transformed) .08 .01

Voluntary-time lost

(transformed) .06 .01

 

aB=Beta, the standardized regression coefficient.

*p<.07.

**p<.02.

Hypothesis 5

Hypothesis 5 stated that absence intentions will not

predict involuntary absenteeism. Results will be presented

for both measures of involuntary absenteeism: frequency and

time lost. Table 21 indicated that the sample distributions

of involuntary absenteeism depart significantly from

normality. In addition, the distributions for involuntary

absenteeism differ from the absence intentions distribution

which is approximately normal. Thus, the results of

regression analysis will be presented for the data in their

original form as well as for the absenteeism data after

square root transformations were applied.

The distributions of the absence measures were examined
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for significant outliers in the space of the criterion and

predictor. Studentized residuals were examined (Weisberg,

1980) for outliers in the criterion space. Three cases fell

outside three standard deviations for the frequency index.

No cases fell outside three standard deviations for the time

lost index.

Mahalanobis distance (P2) was calculated to assess the

extent of outliers in the space of the predictor. Only one

case exceeded the critical value for a significant outlier

(92 = 28.21, p< .05). Stevens (1984) indicated that

outliers are likely to bias regression results when a case

is significantly aberrant both in the predictor and

criterion space. Specifically, when Cook’s Distance (Q9)

for a particular case is greater than one, the case should

be considered as a candidate for deletion. None of Cook’s

Distances exceeded one. The greatest value for Cook’s

Distance was .04 for the frequency index and .20 for the

time lost index.

Based on these analyses, a decision was made to apply a

square root transformation to each absence distribution,

which is most likely to minimize skewness and kurtosis in

truncated distributions with zero values (Box 8 Cox, 1964).

After the transformations were applied, skewness (g1) was

.40 and kurtosis (g2) was -1.22 for the frequency index.

For the time lost index, g1 was .73 and g2 was -.24. These

transformed distributions approximate normality more closely
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than the untransformed distributions.

Table 25 shows the results of the regression analyses

for hypothesis 5. Hierarchical regression analyses were

used. Job satisfaction and organizational commitment were

entered into the equation first followed by absence

intentions in order to rule them out as alternative

explanations to absence intentions. The regression

coefficients for both organizational commitment and job

satisfaction were not statistically significant for any of

the analyses. Absence intentions significantly predicted

involuntary absenteeism for all measures.

After controlling for the effects of organizational

commitment and job satisfaction, the following regression

coefficients were found: (Beta = .24, p<.001) for the

untransformed frequency index; (Beta = .20, p<.001) for the

untransformed time lost index; (Beta = .22, p<.001) for the

transformed frequency index; (Beta = .21, p<.001) for the

transformed time lost index. Each of the 95% confidence

intervals excluded zero: (.14 g H g .32) for the

untransformed frequency index; (.16 5 B I
A .47) for the

untransformed time lost index, (.07 < H

I
A

.19) for the

transformed frequency index, and (.08 I
A

H g .22) for the

transformed time lost index. Thus, hypothesis 5 was pep

supported.

Ghiselli et al. (1981) recommend that correction for

attenuation be made when assessing the relationship between
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factors in construct validity assessment. An objective of

construct validity assessment is to estimate the theoretical

relationship between two constructs that are imperfectly

measured (Nunnally, 1978). Corrected correlations for the

untransformed measures were calculated. For the frequency

index, the correlation was p (428) = .82. Thus, absence

intentions accounted for 67% of the variance in involuntary

absenteeism after corrections were made for measurement

unreliability. For the time lost index, the correlation was

I (428) = .81. Thus, absence intentions accounted for 66%

of the variance in involuntary absenteeism after corrections

were made for measurement unreliability.
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Table 25

Regression Results for Involuntary Absenteeism

Predicted from Absence Intentions

 

Criterion Ba R2

 

Involuntary-frequency

(not transformed) .24* .05

Involuntary-time lost *

(not transformed) .20 .04

Involuntary-frequency

(transformed) .22* .05

Involuntary-time lost

(transformed) .21* .04

 

aB=Beta, the standardized regression coefficient.

*p<.001.

Hypothesis 6

Hypothesis 6 examines whether absence intentions

mediates the relationship between attitudes and norms about

absenteeism, and voluntary absence behavior. Specifically,

when the effect of absence intentions is controlled,

attitudes favoring absenteeism and subjective norms favoring

absenteeism will not predict voluntary absenteeism. Both

attitudes favoring absenteeism (p (438) = .33, p<.001) and

subjective norms favoring absenteeism (p (438) = .33,

p<.001) were significantly related to absence intentions.

As in hypotheses 4 and 5, absence intentions significantly

predicted voluntary and involuntary absence behavior.

Based on the discussion of the absence distributions,

analyses will be presented for both untransformed and
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transformed distributions. In addition, because intentions

were significantly related to measures of involuntary

absenteeism, results for analyses using these measures will

also be presented.

Table 26 shows the results of the regression analyses.

To assess whether absence intentions is a mediating factor,

it was entered first into the equation followed by attitudes

and subjective norms, respectively. The results varied

based on the type of measure and whether the measure was

transformed.

This hypothesis was supported for the untransformed

frequency and time lost indexes of voluntary absenteeism.

The respective partial correlations were statistically

significant: frequency index (pp (438) = .07, p<.05); time

lost index (pp (438) = .07, p<.05). Although the attitude

regression coefficients for the untransformed voluntary-

frequency measure (Beta = .12, p< .02) and the untransformed

voluntary time-lost measure (Beta = .12, p<.01) were

statistically significant, their respective 95% confidence

intervals contained zero. Thus, when the effect of absence

intentions was controlled, attitudes favoring absenteeism

and subjective norms did not predict voluntary absence

behavior, but absence intentions did.

The attitudes and subjective norms regression

coefficients were not statistically significant for both

transformed and untransformed indexes of involuntary
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absenteeism with one exception. The subjective norms

regression coefficient for the untransformed involuntary-

time lost index was statistically significant (Beta = .01,

p< .03). The 95% confidence interval, however, contained

zero. Thus, when the effect of absence intentions was

controlled, attitudes favoring absenteeism and subjective

norms did not predict involuntary absence behavior.

Table 26

Regression Results for Testing Absence Intentions as a

Mediating Factor Between Attitudes, Norms and Behavior

 

Predictor Ba R2 (change)

 

Criterion: Voluntary-frequency (not transformed)

Absence intentions .08 .01

Attitude favoring

absenteeism .12** .01

Subjective norms

favoring absenteeism -.02 .00

R2 . 02

Criterion: VOluntary-time lost (not transformed)

Absence intentions .04 .01

Attitude favoring

absenteeism .12*** .01

Subjective norms

favoring absenteeism .00 .00

R2 . 02

(table continued on next page)
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Table 26 (continued)

 

Predictor B R2 (change)

 

Criterion: Involuntary-frequency (not transformed)

****

Absence intentions .26 .05

Attitude favoring

absenteeism -.02 .05

Subjective norms

favoring absenteeism -.09 .06

R2 .05

Criterion: Involuntary-frequency (transformed)

Absence intentions .24**** .04

Attitude favoring

absenteeism -.04 .00

Subjective norms

favoring absenteeism -.06 .01

R2 . 05

Criterion: Involuntary-time lost (not transformed)

****

Absence intentions .23 .04

Attitude favoring

absenteeism -.02 .00

Subjective norms

favoring absenteeism .01* .01

R2 . 05
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Table 26 (continued)

 

Predictor B R2 (change)

 

Criterion: Involuntary-time lost (transformed)

Absence intentions .23**** .04

Attitude favoring

absenteeism -.03 .00

Subjective norms

favoring absenteeism -.07 .00

R2 .04

 

aB=Beta, the standardized regression coefficient.

p<.03.

*::p<.02.

****p<.01.

p<.001.
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Hypothesis 7

Hypothesis 7 stated that job satisfaction will

significantly predict (inversely) voluntary absenteeism. In

other words, dissatisfied workers are likely to be absent

more than satisfied workers. Based on the discussion of the

absence distributions, analyses will be presented for both

untransformed and transformed distributions. In addition,

because intentions were significantly related to measures of

involuntary absenteeism, results for analyses using these

measures will also be presented.

Table 27 shows the results of the regression analyses.

None of the regression coefficients were statistically

significant. Whether an individual is absent from the

workplace is unrelated to his/her job satisfaction. Thus,

hypothesis 7 was not supported.



150

Table 27

Regression Results for veluntary Absenteeism

Predicted from Job Satisfaction

 

Criterion Ba R2

 

Voluntary-frequency

(not transformed) -.04 .00

Voluntary-frequency

(transformed) -.06 .00

Voluntary-time lost

(not transformed) -.04 .00

Voluntary-time lost

(transformed) -.06 .00

Involuntary-frequency

(not transformed) .00 .00

Involuntary-frequency

(transformed) .00 .00

Involuntary-time lost

(not transformed) .01 .00

Involuntary-time lost

(transformed) .00 .00

 

aB=Beta, the standardized regression coefficient.

Hypotpesis 8

Hypothesis 8 stated that the correlation between

absence intentions and voluntary absenteeism will be greater

than the correlation between job satisfaction and voluntary

absenteeism. Because involuntary absenteeism was related to

intentions, analyses for these measures will also be

provided. Table 28 shows the correlation coefficients and t

statistics.
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The correlation between absence intentions and behavior

was statistically significant for each measure of

absenteeism: for voluntary-frequency (p (438) = .11, p<

.05); for voluntary-time lost (p (438) = .09, p< .05); for

involuntary-frequency (p (438) = .23, p< .001); for

involuntary-time lost (p (438) = .19, p< .001). The

correlation between job satisfaction and absence behavior

for each measure, however, was not statistically

significant.

There were only significant differences comparing

correlations between absence intentions-absence behavior and

job satisfaction-involuntary absence behavior: for the

involuntary frequency index (p (437) = 3.95, p<.05): for the

involuntary time lost index (p (437) = 3.06, p<.05). As

stated, hypothesis 8 was not supported, however, absence

intentions is a significant predictor of voluntary

absenteeism compared to job satisfaction. Thus, absence

intentions is more strongly related to voluntary absenteeism

than job satisfaction.
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Table 28

T Tests Comparing Correlations Between Absence Intentions-

Absence Behavior and Job Satisfaction—Absence Behavior

 

 

 

 

Correlation

Absence Intentions- Job Satisfaction-

Absence Behavior Absence Behavior ta p

VOIuntary-frequency

.11* -.04 1.18 ns

VOluntary-time lost

.09* -.04 .84 ns

Involuntary-frequency

.23** .00 3.95 .05

Involuntary-time lost

.19* .01 3.06 .05

a ep=437.

*p<.05.
**

p<.001.

Hypothesis 9

Hypothesis 9 stated that the perception of the

likelihood of being able to attain a similar job in the area

will predict voluntary absenteeism. Results will be

presented for both transformed and untransformed measures of

voluntary and involuntary absenteeism (table 29).

None of the regression coefficients for the

independent variable were statistically significant. These
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results suggest that one’s perception of being able to

attain a similar job in the area was unrelated to absence

behavior. Thus, hypothesis 9 was not supported.

Table 29

Regression Results for Absenteeism

Predicted from Perception of Ability to Find a Job

 

Criterion Ba R2

 

Voluntary-frequency

(not transformed) -.05 .00

Voluntary-frequency

(transformed) .00 .00

Voluntary-time lost

(not transformed) -.05 .00

Voluntary-time lost

(transformed) .00 .00

Involuntary-frequency

(not transformed) .00 .00

Involuntary-frequency

(transformed) -.02 .00

Involuntary-time lost

(not transformed) .00 .00

Involuntary-time lost

(transformed) -.01 .00

 

aB=Beta, the standardized regression coefficient.

Hypethesis 10

Hypothesis 10 stated that the correlation between

absence intentions and voluntary absenteeism will be greater

than the correlation between voluntary absenteeism and

perceptions of the likelihood of securing a similar job in
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the area.

As discussed earlier, the correlations between absence

intentions and absence behavior were statistically

significant. The correlation between one's perception of

finding a similar job and absence behavior for each measure,

however, was not statistically significant. Table 30 shows

the results.

There were only significant differences comparing

correlations between absence intentions-absence behavior and

finding a job-involuntary absence behavior: for the

involuntary frequency index (p (437) = 3.59, p<.05): for the

involuntary time lost index (p (437) = 2.78, p<.05). As

stated, hypothesis 10 was not supported, however, absence

intentions is a significant predictor of voluntary

absenteeism compared to one's belief about being able to

find a similar job. Thus, absence intentions is more

strongly related to voluntary absenteeism than to one's

perceptions of finding a similar job in the area.
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Table 30

T Tests Comparing Correlations Between Absence Intentions-

Absence Behavior and Finding a Job—Absence Behavior

 

 

Correlation

Absence Intentions- Finding a Job-

Absence Behavior Absence Behavior ta p

 

Voluntary-frequency

 

.11 -.05 .92 ns

Voluntary-time lost

.09* -.05 .61 ns

Involuntary-frequency

.23** .00 3.59 .05

Involuntary-time lost

.19* -.01 2.78 .05

a ep=437.

*p<.05.

**p<.001.

Hypothesis 11

Hypothesis 11 stated that the use of an absence control

policy will moderate (i.e., lower) the relationship between

job satisfaction and absence intentions. This hypothesis

could not be tested because there were no differences in

absence control policies across the locations studied.
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Hypothesis 12

Hypothesis 12 stated that kinship responsibilities will

predict voluntary absenteeism. In other words, individuals

whose kinship responsibilities are high will exhibit more

voluntary absenteeism than individuals whose kinship

responsibilities are low. Results will be presented for

untransformed and transformed measures of absence behavior

(table 31).

The regression weights for the measures of voluntary

absenteeism only were statistically significant:

untransformed voluntary-frequency measure (Beta = .10, p<

.02): untransformed voluntary-time lost measure (Beta = .11,

p< .01); transformed voluntary-frequency measure (Beta =

.11, p< .01): transformed voluntary-time lost measure (Beta

= .12, p< .01).

The 95% confidence interval for each of the voluntary

measures excluded zero: untransformed voluntary-frequency

measure (.035 H 5.37): untransformed voluntary-time lost

measure (.045 B 5.46): transformed voluntary-frequency

measure (.025 H 5.22); transformed voluntary-time lost

measure (.025 H 5.24). Thus, hypothesis 12 was supported.
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Table 31

Regression Results for Absenteeism

Predicted from Kinship Responsibilities

 

Criterion Ba R2

 

Voluntary-frequency *

(not transformed) .10 .01

Voluntary-frequency

(transformed) .11** .01

Voluntary-time lost

(not transformed) .11** .01

Voluntary-time lost

(transformed) .12** .01

Involuntary-frequency

(not transformed) -.08 .01

Involuntary-frequency

(transformed) -.07 .00

Involuntary-time lost

(not transformed) -.07 .00

Involuntary—time lost

(transformed) -.07 .00

 

aB=Beta, the standardized regression coefficient.

:p<.02.

* p<.01.

Wis—1.1

Hypothesis 13 stated that the correlation between

absence intentions and voluntary absenteeism will be greater

than the correlation between kinship responsibilities and

voluntary absenteeism. Because involuntary absenteeism was

related to intentions, analyses for these measures will also

be provided. Table 32 shows the correlation coefficients
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and t statistics.

As discussed earlier, the correlation between absence

intentions and behavior was statistically significant for

each measure of absenteeism. For both voluntary indexes of

absenteeism, the magnitude of the coefficients between

kinship responsibilities and absence behavior were identical

and statistically significant (p (438) = .11, p<.01).

Individuals with greater kinship responsibilities will have

more frequent and longer durations of voluntary absenteeism

than individuals with lesser kinship responsibilities.

For the involuntary frequency index, the relationship

between kinship responsibilities and absence behavior was

statistically significant but not in the expected direction

(1 (438) = -.08, p<.05). The same relationship for the

involuntary time lost index was not statistically

significant.

There were only significant differences comparing

correlations between absence intentions-absence behavior and

kinship responsibilities-involuntary absence behavior: for

the involuntary frequency index (p (437) = 2.32, p<.05): for

the involuntary time lost index (p (437) = 1.84, p<.05).

Hypothesis 13 was not supported, however, absence intentions

was significantly related to voluntary absenteeism. In this

case, though, kinship responsibilities were related

similarly to voluntary absence behavior as absence

intentions.
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Table 32

T Tests Comparing Correlations Between Absence Intentions-

Absence Behavior and Kinship Responsibilities-Absence Behavior

 

 

Correlation

Absence Intentions- Kinship Responsibilities-

Absence Behavior Absence Behavior ta p

 

veluntary-frequency

 

.11 .11 0.00 ns

Voluntary-time lost

.09* .11* -.30 ns

Involuntary-frequency

.23** -.08* 2.32 .05

Involuntary-time lost

.19* -.07 1.84 .05

a e;=437.

*p<.05.
**

p<.001.

Hypothesis 14

Hypothesis 14 stated that job satisfaction will not

predict voluntary absenteeism when the effect of job

involvement is controlled. In other words, the regression

coefficient for job satisfaction should not reach

statistical significance. Based on the discussion of the

absence distributions, analyses will be presented for both

untransformed and transformed distributions. In addition,
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because job involvement was significantly related to

measures of involuntary absenteeism, results for analyses

using these measures will also be presented.

Table 33 shows the results of the regression analyses.

To assess whether job involvement is a mediating factor, it

was entered first into the equation followed by job

satisfaction. This hypothesis was supported for the

transformed and untransformed indexes of voluntary

absenteeism. Specifically, after the effect of job

involvement was controlled, job satisfaction did not

significantly predict voluntary measures of absenteeism, but

was significantly related to job involvement (p (438) = .58,

p<.001). With the exception of both transformed voluntary

measures, the regression weights for job involvement were

statistically significant: for the untransformed voluntary-

frequency measure (Beta = -.14, p<.01); for the

untransformed voluntary-time lost measure (Beta = -.12,

p<.03); for the untransformed involuntary-frequency measure

(Beta = -.17, p<.005); for the transformed involuntary-

frequency measure (Beta = -.14, p<.01); for the

untransformed involuntary-time lost measure (Beta= -.16,

p<.005): for the transformed involuntary-time lost measure

(Beta = -.16, p<.01). The 95% confidence intervals for

these coefficients excluded zero. Thus, hypothesis 14 was

supported.
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Table 33

Regression Results for Testing Job Involvement as a

Mediating Factor Between Job Satisfaction and Absence Behavior

 

Predictor Ba R2 (change)

 

Job

Job

Job

Job

Job

Job

Job

Job

Criterion: veluntary-frequency (not transformed)

involvement -.14** .01

satisfaction .04 .00

R2 . 01

Criterion : Voluntary-frequency (transformed)

involvement -.10 .01

satisfaction .00 .00

R2 . 01

Criterion: v01untary-time lost (not transformed)

involvement -.12* .01

satisfaction .03 .00

R2 . 01

Criterion: VOluntary-time lost (transformed)

involvement -.09 .01

satisfaction -.01 .00

R2 .01
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Table 33 (continued)

 

Predictor B R2 (change)

 

Criterion: Involuntary-frequency (not transformed)

Job involvement -.17*** .02

Job satisfaction .10 .00

R2 .02

Criterion: Involuntary-frequency (transformed)

Job involvement -.14** .01

Job satisfaction .07 .00

R2 .01

Criterion: Involuntary-time lost (not transformed)

***

Job involvement -.16 .02

Job satisfaction .10 .00

R2 .02

Criterion: Involuntary-time lost (transformed)

Job involvement -.16** .02

Job satisfaction .08 .00

R2 .02

 

aB=Beta, the standardized regression coefficient.

**p<.03.

***p<.01.

p<.005.
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Hypothesis 15

Hypothesis 15 stated that organizational commitment

will predict (inversely) voluntary absenteeism. In other

words, individuals whose commitment to the organization is

high will have less voluntary absenteeism than individuals

whose commitment to the organization is low. In addition,

because intentions were significantly related to measures of

involuntary absenteeism, results for analyses using these

measures will be presented. Table 34 shows the results.

Table 34

Regression Results for veluntary Absenteeism

Predicted from Organizational Commitment

 

 

Criterion Ba R2

Voluntary-frequency

(not transformed) .00 .00

Voluntary-frequency

(transformed) .00 .00

Voluntary-time lost

(not transformed) .00 .00

Voluntary-time lost

(transformed) -.02 .00

Involuntary-frequency

(not transformed) .00 .00

Involuntary-frequency

(transformed) .00 .00

Involuntary-time lost

(not transformed) .00 .00

Involuntary-time lost

(transformed) -.03 .00

 

§B=Beta, the standardized regression coefficient.
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None of the regression coefficients were statistically

significant. Thus, hypothesis 15 was not supported.

Hypothesis 16

Hypothesis 16 stated that the correlation between

absence intentions and voluntary absenteeism will be greater

than the correlation between organizational commitment and

voluntary absenteeism. Because involuntary absenteeism was

related to intentions, analyses for these measures will also

be provided. Table 35 shows the correlation coefficients

and t statistics.

As discussed earlier, the correlation between absence

intentions and behavior was statistically significant for

each measure of absenteeism. Consistent with the results of

hypothesis 15, none of the correlations between

organizational commitment and absence behavior were

statistically significant.

There were only significant differences comparing

correlations between absence intentions-absence behavior and

organizational commitment-involuntary absence behavior: for

the involuntary frequency index (p (437) 3.99, p<.05); for

the involuntary time lost index (p (437) 2.58, p<.05). As

stated, hypothesis 16 was not supported. Nevertheless,

given that organizational commitment and voluntary

absenteeism are unrelated, and that absence intentions and

voluntary absenteeism are significantly related, absence

intentions is a stronger predictor of absence behavior than
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organizational commitment.

Table 35

T Tests Comparing Correlations Between Absence Intentions-

Absence Behavior and Organizational Commitment-

Absence Behavior

 

 

Correlation

Absence Intentions- Organizational Commitment-

Absence Behavior Absence Behavior ta p

 

vo1untary-frequency

 

.11 .00 1.53 ns

veluntary-time lost

.09* .02 1.19 ns

Involuntary-frequency

.23** .00 3.99 .05

Involuntary—time lost

.19* -.04 2.58 .05

9*ep=437.

p<.05.

**p<.001.

Hypothesis 17

Hypothesis 17 stated that age will be inversely related

to voluntary absenteeism. In other words, older individuals

will have less absenteeism than younger individuals. In

addition, because intentions were significantly related to

measures of involuntary absenteeism, results for analyses

using these measures will also be presented. The
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correlations between age and absenteeism for each measure

were statistically significant: for voluntary-frequency (p

(438) = -17, p<.001); for voluntary-time lost (; (438) = -

.14, p<.002); for involuntary-frequency (p (438) = -.16,

p<.001), for involuntary-time lost (p (438) = -.12, p<.008).

Thus, hypothesis 17 was supported.

Hypothesis 18

Hypothesis 18 stated that organizational commitment

will significantly predict voluntary absenteeism when the

effect of age is controlled. Based on the discussion of the

absence distributions, analyses will be presented for

distributions that were not transformed and distributions

that were transformed. In addition, because age was

significantly related to measures of involuntary

absenteeism, results for analyses using these measures will

also be presented.

Table 36 shows the results of the regression analyses.

To assess whether age is spuriously related to absenteeism,

age was entered first into the equation followed by

organizational commitment. This hypothesis was not

supported for any of the absence measures. After the effect

of age was controlled, organizational commitment was not

related to absenteeism. The regression coefficients for age

were statistically significant in all analyses. In

addition, the confidence intervals for age excluded zero.

Thus, these results suggest that age is a direct predictor
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of absenteeism rather than a covariate as hypothesized in

Chapter Three. Hypothesis 18 was not supported.

Table 36

Regression Results for Testing Organizational Commitment as a

Direct Predictor of and Absence Behavior

 

Predictor Ba R2 (change)

 

Criterion: Voluntary-frequency (not transformed)

Age -.17*** .03

Organizational commitment .02 .00

R2 .03

Criterion: vo1untary-frequency (transformed)

***

Age -.18 .03

Organizational commitment .00 .00

R2 .03

Criterion: Voluntary-time lost (not transformed)

Age -.15** .02

Organizational commitment .03 .00

R2 .02

Criterion: Voluntary-time lost (transformed)

_ 17***
Age .03

Organizational commitment .00 .00

R2 .03
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Table 36 (continued)

 

Predictor B R2 (change)

 

Criterion: Involuntary-frequency (not transformed)

Age -.16*** .03

Organizational commitment .01 .00

R2 .03

Criterion: Involuntary-frequency (transformed)

Age -.17*** .03

Organizational commitment .01 .00

R2 .03

Criterion: Involuntary-time lost (not transformed)

*

Age -.11 .01

Organizational commitment -.02 .00

R2 .01

Criterion: Involuntary-time lost (transformed)

 

Age -.15*** .02

Organizational commitment -.01 .00

R2 .02

a
B=Beta, the standardized regression coefficient.

p<.01.

p<.002.

*

**

**p<.001.
*
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Hypothesis 19

Hypothesis stated that kinship responsibilities

(positively) and primary income producer role (inversely)

will each be correlated with voluntary absenteeism when the

effect of sex is controlled. Table 37 shows the zero-order

correlations between kinship responsibilities and the four

measures of absenteeism. It also contains the zero-order

correlations between primary income producer role and the

four measures of voluntary absenteeism. As noted in the

discussion of hypothesis 13 results, kinship

responsibilities were significantly related to voluntary

absenteeism. It also contains the partial correlations

between primary income producer role and the four measures

of voluntary absenteeism controlling for sex. Sex was

related to the frequency index of voluntary absenteeism (p

(420) = -.08, p<.10), the time lost index of voluntary

absenteeism (p (420) = -.08, p<.10), and the frequency index

of involuntary absenteeism (p (420) = -.08, p<.10). In

other words, females exhibited greater voluntary absenteeism

than males. In addition, whether one is the primary income

producer for their family is unrelated to absence behavior.
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Table 37

Zero-Order Correlations: Kinship Responsibilities and Primary

Income Producer Role with Measures of Absence Behavior

 

 

 

vo1.- vo1.- Invol.- Invol.-

Freq. T.L. Freq. T.L.

Kinship * ** *

responsibilities .11 * .11 -.08 -.07

Primary income

producer role .00 .02 .00 -.04

*:p<.05.

p<.Ol.

Table 38 shows the partial correlations between kinship

responsibilities and the four measures of absenteeism

controlling for sex. When the effect of sex was controlled,

the partial correlation coefficients for kinship

responsibilities remained statistically significant. There

was also no change in magnitude of the coefficients when the

effect of sex was controlled: for voluntary-frequency

measure (pp (438) .11, p<.01): for voluntary-time lost

measure (pp (438) .11, p<.01); for involuntary-frequency

measure (pp (438) -.08, p<.05).

For the partial correlations between primary income

producer role and absence behavior, there was a slight

reduction in magnitude. The partial correlations for these

variables remained statistically insignificant. Hypothesis

19 was supported for kinship responsibilities, but not for
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primary income earner role.

Table 38

Partial Correlations: Kinship Responsibilities and Primary

Income Producer Role with Measures of Absence Behavior

Controlling for Employee Sex

 

 

 

VOl.- vo1.- Invol.- Invol.-

Freq. T.L. Freq. T.L.

Kinship ** *

responsibilities .11** .11 -.08 -.07

Primary income

producer role .02 .04 -.03 -.07

*p<.05.

**p<.01.

Hypothesis 20

Hypothesis 20 stated that work ethic will predict

(inversely) voluntary absenteeism. In other words,

individuals whose work ethic is high will have less

absenteeism than those whose work ethic is low. Because

intentions were significantly related to measures of

involuntary absenteeism, results for analyses using these

measures will also be presented.

Table 39 shows the results of the regression analyses.

The results suggest that work ethic was not related to any

of the measures of absence behavior. Thus hypothesis 20 was

not supported.
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Table 39

Regression Results for veluntary Absenteeism

Predicted from WOrk Ethic

 

Criterion Ba R2

 

Voluntary-frequency

(not transformed) -.03 .00

Voluntary-frequency

(transformed) -.03 .00

Voluntary-time lost

(not transformed) -.03 .00

Voluntary-time lost

(transformed) -.03 .00

Involuntary-frequency

(not transformed) -.03 .00

Involuntary-frequency

(transformed) -.02 .00

Involuntary-time lost

(not transformed) -.05 .00

Involuntary-time lost

(transformed) -.04 .00

 

aB=Beta, the standardized regression coefficient.

Hypothesis 21

Hypothesis 21 stated that the correlation between

absence intentions and voluntary absenteeism will be greater

than the correlation between work ethic and voluntary

absenteeism. Because involuntary absenteeism was related to

intentions, analyses for these measures will also be

provided. Table 40 shows the correlation coefficients and t

statistics.
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As discussed earlier, the correlation between absence

intentions and behavior was statistically significant for

each measure of absenteeism. Consistent with the results of

hypothesis 20, none of the correlations between work ethic

and absence behavior were statistically significant.

There were only significant differences comparing

correlations between absence intentions-absence behavior and

work ethic-involuntary absence behavior: for the

involuntary frequency index (p (437) 3.22, p<.05): for the

involuntary time lost index (p (437) = 2.23, p<.05). As

stated, hypothesis 21 was not supported. Nevertheless,

given that work ethic and voluntary absenteeism are

unrelated, and that absence intentions and voluntary

absenteeism are significantly related, absence intentions is

a stronger predictor of behavior than work ethic.
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Table 40

T Tests Comparing Correlations Between Absence Intentions-

Absence Behavior and Werk Ethic-Absence Behavior

 

 

Correlation

Absence Intentions- Work Ethic-

Absence Behavior Absence Behavior ta p

 

Voluntary-frequency

.11* -.03 1.26 ns

VOluntary-time lost

 

.09 -.03 .63 ns

Involuntary-frequency

.23** -.03 3.22 .05

Involuntary-time lost

.19* -.05 2.23 .05

a ep=437.

*p<.05.
**
p<.001.

Hypothesis 22

Hypothesis 22 stated that the correlation coefficient

squared for the job satisfaction-voluntary absenteeism

relationship would exceed 4% after corrections were made for

measurement unreliability and adjustments made for

distributional properties. Hackett and Guion's (1985)

findings that the average interperiod correlation

coefficient was .51 for the frequency index and .66 for the
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time lost index were used as an estimate for stability for

the absence measures.

The uncorrected correlation for the frequency index was

-.04, pe). The correlation for the frequency index was(r

(p -.06) after the absence measure was transformed. After

that correlation was corrected for unreliability, the

corrected correlation for the frequency index was (p=-.09).

When squared, job satisfaction accounted for less than 1% of

the variance in voluntary absence frequency.

The uncorrected correlation for the time lost index was

(p= -.04, pe). The correlation for the time lost index was

(p = - .07) after the absence measure was transformed.

After that correlation was corrected for measurement

unreliability, the corrected correlation for the frequency

index was (p= -.09). When squared, job satisfaction

accounted for less than 1% of the variance in time lost.

Thus, neither measurement unreliability nor disparate

marginal distributions accounted for weak effects.

Hypothesis 23

Hypothesis 23 stated that the correlation coefficient

squared for the job involvement-voluntary absenteeism

relationship would exceed 4% after corrections were made for

measurement unreliability and adjustments made for

distributional properties. Hackett and Guion’s (1985)

findings that the average interperiod correlation

coefficient was .51 for the frequency index and .66 for the
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time lost index were used as an estimate for stability for

the absence measures.

The uncorrected correlation for the frequency index was

(p = -.12, p<.05). The correlation was (p= —.11) after the

absence measure was transformed. The corrected correlation

for the frequency index was (p = -.18). When squared, job

involvement accounted for 3% of the variance in voluntary

absence frequency.

The uncorrected correlation for the time lost index was

(p = —.11, p<.05). The correlation was (p= -.10) after the

absence measure was transformed. The corrected correlation

for the time lost index was (p = - .15). When squared, job

involvement accounted for 2% of the variance in time lost.

Thus, neither measurement unreliability nor disparate

marginal distributions accounted for weak effects.

Hypothesis 24

Hypothesis 24 stated that the correlation coefficient

squared for the organizational commitment-voluntary

absenteeism relationship would exceed 4% after corrections

were made for measurement unreliability and adjustments made

for distributional properties. Hackett and Guion’s (1985)

findings that the average interperiod correlation

coefficient was .51 for the frequency index and .66 for the

time lost index were used as an estimate for stability for

the absence measures. An assessment could not be made for

the frequency index because the zero-order correlation
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between organizational commitment and absence frequency was

zero.

The uncorrected correlation for the time lost index was

(p = -.04, pe). The correlation was (p= -.03) after the

absence measure was transformed. The corrected correlation

for the time lost index was ( = -.04). When squared,

organizational commitment accounted for less than 1% of the

variance in time lost. Thus, neither measurement

unreliability nor disparate marginal distributions accounted

for weak effects.

Summary

Table 41 shows compares the hypothesized relationships

with the actual relationships between absence intentions and

various attitudinal, demographic, and behavioral factors.

Overall, a degree of construct validity was assessed for an

absence intentions measure. Most importantly, item and

scale analyses indicated that absence intention items formed

a homogenous and internally consistent scale. In addition,

attitudes favoring absenteeism and subjective norms

predicted absence intentions which, in turn, was a

significant predictor of voluntary absence behavior. A

detailed summary and discussion of these results will be

presented in Chapter Six.
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Table 41

Comparison: Hypothesized vs. Actual Relationshipsa

Between Absence Intentions and Studied Variables

 

 

variable Hypothesized Actual

Atpitudinal

Absence attitudes + +

Subjective norms favoring

absenteeism + +

Job involvement - -

Job satisfaction - 0

Organizational commitment - 0

Work ethic - 0

Demographic

Employee age 0 -

Primary income earner - 0

Kinship responsibilities + +

Hepevioral

Involuntary absenteeism 0 +

Voluntary absenteeism + +

 

3..
represents a significant inverse relationship:

+ represents a significant positive relationship:

0 represents no significant relationship.



CHAPTER SIX

DISCUSSION

Introduction

This chapter presents a discussion of the results of

this dissertation research. This discussion contains an

overall summary of the findings presented in Chapter Five

compared to claims presented in Chapter One, implications

for research and theory, implications for practice, and,

suggestions for future research.

Summary

Despite the high financial costs of voluntary

absenteeism to organizations, there is more speculation

rather than knowledge about absenteeism (Steers 8 Rhodes,

1984). Less than four percent of the variance in absence

behavior has been explained by work-related attitudes (i.e.,

weak effects). The purpose of this study was to investigate

why the relationships between work-related attitudes (e.g.,

job satisfaction) and voluntary absence behavior were low

despite theoretical expectations. Three potential reasons

for weak effects were introduced.

The primary objective of this study was to examine

whether cognitions about being absent preceded absenteeism.

179
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Also, were specific attitudes and specific norms about

absence behavior more efficient predictors of absenteeism

than general work attitudes (e.g., job satisfaction)? The

focus was on the construct validity assessment of an absence

intentions measure. Second, are small effect sizes the

result of low measurement reliability? Third, are small

effect sizes the result of disparate marginal distributions?

Overall, a sufficient degree of construct validity was

assessed for an absence intentions measure. Absence

intentions mediated the relationship between attitudes and

norms about absenteeism, and absence behavior.

Methodological and measurement deficiencies were not

alternative explanations for weak effects in this sample.

Specifically, the findings of this study indicate the

following:

1. Item and scale analyses revealed that absence intentions

was a homogenous and internally consistent measure.

Similar analyses revealed that attitudes toward

absenteeism were multi-factorial. Individuals perceived

outcomes of absenteeism as either motivating or as

deterrents. Each of these factors was internally

consistent. Finally, subjective norms were multi-

factorial, based on respondents' expectations of how work

affiliates and nonwork affiliates would likely perceive

absenteeism, respectively. Neither factor nor the

overall set of items was internally consistent which
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suggests that who considers absence as either acceptable

or unacceptable varied across respondents.

The marginal distribution of absence intentions and other

attitudinal variables closely approximated normality.

Unlike absence behavior which has been shown to be a low

base rate behavior, absence intentions demonstrated to be

more prevalent among individuals studied than absence

behavior. Reasons for this finding will be discussed in

the next section.

The marginal distributions of absence behavior departed

significantly from normality. Square root

transformations adjusted these distributions to

approximate normality and were similar to the marginal

distributions of other continuous variables studied.

Adjusting for disparate distributions, however, did not

enhance the percentage of variance explained.

There was a high degree of discriminability between

involuntary and voluntary self-report reasons for absence

behavior.

There were no significant differences between blue

collar-unskilled workers and white collar-skilled workers

on subjective norms. On average, both perceived norms

that favored absenteeism. Blue collar workers, however

had greater absence intentions, and exhibited more
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voluntary and involuntary absence behavior than white

collar workers. Those differences were statistically

significant. Finally, blue collar workers had attitudes

that favored voluntary absenteeism while white collar

workers had attitudes that did not favor voluntary

absenteeism.

6. Consistent with Ajzen and Fishbein (1980), attitudes

about absence behavior and subjective norms favoring

absenteeism were significant predictors of absence

intentions. Furthermore, absence intentions was a

significant predictor of voluntary absence behavior.

Contrary to expectations, absence intentions

significantly predicted measures of involuntary absence

behavior.

7. Consistent with Ajzen and Fishbein (1980), absence

intentions mediated the relationship between attitudes

favoring absenteeism and voluntary absence behavior.

Absence intentions also mediated the relationship between

subjective norms and absence behavior.

8. Absence intentions was a stronger predictor of voluntary

absence behavior than either job satisfaction or

organizational commitment. Job involvement, however, was

an equally efficient predictor of voluntary absence

behavior.
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9. Using Hackett and Guion's (1985) estimates for absence

stability, correcting for unreliability in the absence

measures as well as the attitudinal factors did not

enhance the percentage of variance explained.

Implications for Research and Theory

Chapter Two described many "theories" of absenteeism

sans cognition about being absent. The results of this

study suggest that voluntary absenteeism is preceded by

cognitions about the behavior. Specifically, attitudes

about motivating and deterrent outcomes of voluntary

absenteeism and subjective norms about absenteeism were

strongly related to absence intentions. Absence intentions,

in turn, was a significant predictor of voluntary absence

behavior. Absence intentions mediated the relationship

between attitudes favoring absenteeism and voluntary absence

behavior as well as the relationship between subjective

norms and voluntary absence behavior.

These findings are consistent with researchers'

(Fichman, 1988; Hackett 8 Guion, 1985) assumptions that

voluntary absenteeism implies volition. In particular,

Fichman (1988) argued that individuals evaluate the cost and

benefits of absenteeism. To the extent that the perceived

benefits outweigh the perceived costs, an individual will

likely be absent. Fichman (1988) found that individuals

switched regularly between absence from work and attendance

at work. Although the behavior was assumed to be preceded
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by cognitions about the behavior, Fichman (1988) did not

directly assess whether cognitions preceded the behavior nor

did he consider whether individuals evaluate the costs and

benefits of absenteeism. This research suggests that

individuals not only evaluate the outcomes of absenteeism as

benefits (i.e., motivating outcomes) or costs (i.e.,

deterrent outcomes), but their evaluations also lead to

intentions that significantly predict absence behavior.

Although intentions significantly predicted absence

behavior, this study also included several other hypotheses

that linked work-related attitudes and characteristics to

absence behavior. The purpose was part of the construct

validity assessment of an absence intentions measure based

on rationale that these factors would relate to absence

intentions in the same way they relate to absence behavior.

These hypotheses were based on current thought in the

literature and empirical evidence. Not all these hypotheses

were supported. For example, organizational commitment and

job satisfaction were unrelated to voluntary absenteeism.

An explanation for these findings is presented.

Much absenteeism research is based on the assumption

that a typical response to job dissatisfaction and low

organizational commitment is absenteeism (e.g., Mowday, et

al., 1982). Absenteeism, however, represents only one

potential response to these conditions. Furthermore,

absenteeism is a specific instance of withdrawal behavior
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that represents one category of an adaptive response. For

example, an individual may exhibit other responses to job

dissatisfaction and low organizational commitment including

turnover (e.g., Marsh 8 Mannari, 1977), lower job inputs

(e.g., Oldham, Kulik, Ambrose, Stepina, 8 Brand, 1986); and,

aggression and overt violence (Spector, 1978). Each measure

of the behavior is likely to be characterized by a large

amount of specific variance and a small amount of variance

common to other measures of the same construct. Thus, one

would not necessarily expect a strong relationship between

job dissatisfaction or low organizational commitment and

voluntary absenteeism. Given this rationale, the lack of

support for these hypotheses does not necessarily provide

evidence against the construct validity of an absence

intentions measure.

As expected, involuntary absence behavior and voluntary

absence behavior were empirically unrelated. However,

cognitions about voluntary absenteeism also were

significantly related to involuntary measures of absence

behavior. This finding is counterintuitive because one

would not expect an individual’s cognition about absenteeism

to be related to absence behavior that is beyond one's

control. There are three plausible explanations for this

finding.

First, Hackett and Guion (1985) indicated that the

voluntary-involuntary absence dichotomy may be artificial
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and misleading. They suggested that the type of absence be

conceptualized on a continuum of justifiability. For

example, should an absence that is associated with a body

temperature of 99° be labeled as involuntary or voluntary?

Also, would the classification apply to all individuals?

In virtually all absenteeism research, the reason for each

absence occurrence is based on each absentee's self-report.

Even though the majority of involuntary absenteeism in

this study was attributed to sickness, perhaps the illness

was not sufficiently serious to prevent an individual from

attending work. In addition, some individuals may have

claimed sickness as a legitimate excuse to justify an

absence for other reasons that would not be acceptable to

the employer (Hill 8 Trist, 1953). Thus, not all

involuntary absenteeism was necessarily precipitated by

factors beyond one’s control.

The second explanation for intentions relating to

involuntary absence behavior is based on external factors.

Ilgen (1977) and Hammer and Landau (1981) suggested that

specifying whether the cause underlying absenteeism is

voluntary or involuntary is a difficult task. A cause may

depend upon any of the following factors: (a) the

organization’s absence policy, (b) the employee’s absence

history, (c) the grievance history of the organization, (d)

negotiations between employee and management, (e) political

factors, and (f) rules used by the clerk who records absence
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events (Atkin 8 Goodman, 1984).

Factor (a) noted above is especially relevant here.

The sponsoring organization provides each employee with a

number of paid sick days per calendar year. An employee

forfeits the right to the allotted paid sick days granted

during a particular year if they are not used during the

period of allotment. In other words, paid sick days do not

"carry over" into the next calendar year. Thus, employees

will likely be motivated to be absent because of illness in

order to receive the benefits to which they are entitled.

It is possible that some employees planned to use their

entitled benefits.

In this study, employee absenteeism was monitored

mainly during November and December. It is possible that

many of the involuntary absence occurrences identified in

this sample were the response of some employees to claim

their entitled benefit. Furthermore, because November and

December are holiday months, it is possible that employees

planned in advance to use some sick days for voluntary

reasons such as holiday shopping with friends, or family

gatherings.

The third explanation for intentions relating to

involuntary behavior is based on the psychological contract

(Schein, 1972) concept. Schein (1972, p. 77) defines the

psychological contract as the degree to which the employee's

expectations of what the organization will provide him/her
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and what he/she owes the organization match what the

organization's expectations are of what it will give and

get. To the extent that an employee perceives that the

employer has breached the contract, he/she may justify using

paid sick days for other reasons to restore a sense of

equity in the employment relationship.

Clearly, this research has provided evidence that

undermines the construct validity of widely used, purported

measures of voluntary and involuntary absenteeism. To the

extent that involuntary absenteeism is the result of factors

beyond one's personal control, then one’s attitudes and

intentions about absenteeism that is within one's control

should not be related to involuntary behavior. Researchers

should no longer speculate about the psychological

characteristics of absence behavior based on individual's

self-report reasons. Instead, researchers should refer to

the objective characteristics of the behavior. In this

case, measures of "voluntary" absenteeism are absences that

are neither sanctioned nor paid by the organization.

Measures of "involuntary" absenteeism are absences that are

sanctioned epe paid by the organization.

This study has provided support for the idea that

voluntary absence behavior is preceded by intentions. This

study also examined whether methodological and measurement

shortcomings may be responsible for weak effects. Although

the marginal distributions of the behavioral variables were
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nonnormal and dissimilar to the attitudinal factors, square

root transformations did not enhance the effect size between

various work-related attitudes and absence behavior. In

addition, correcting for measurement unreliability did not

enhance the magnitude of the effect size estimates. Thus,

based on this sample, neither nonnormal and disparate

marginal distributions of absence behavior nor measurement

unreliability was responsible for weak effects.

Although absence intentions significantly predicted

both voluntary and involuntary measures of employee absence

behavior, the overall percentage of variance explained in

behavior by intentions was 1.5% for the voluntary measures

and 5.0% for the involuntary measures. Clearly the

percentage of variance explained was not enhanced by the use

of absence intentions. However, in this instance, the

concept of variance explanation is misleading.

Consistent with Abelson's (1985) argument, percent

variance explained is a misleading index of the influence of

systematic factors (in this case, intentions) when small

influences (indexed by relatively small percentage of

variance explained) cumulate to produce meaningful outcomes.

Specifically, Mirvis and Lawler (1977) estimated that the

cost of absenteeism to organizations was $26.4 billion in

1977. Thus, to the extent only 5% of total absenteeism is

under normative and attitudinal control, then savings to

organizations will be $1.32 billion annually. When this
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dollar estimate is adjusted to reflect increases in wage and

salary levels, the effect will be more pronounced.

Despite the low percentage of variance explained in

absence behavior by attitudes and subjective norms, the

impact of intentions was significant in this sample.

Specifically, for the three-month period examined in this

study, individuals who intended to be absent were absent

22.60 times more often than individuals who did not intend

to be absent. For the three-month period examined in this

study, individuals who intended to be absent were absent

16.19 times more days than individuals who did not intend to

be absent.

Alternative Explanations

The results of this dissertation provide a sufficient

degree of support for the construct validity of an absence

intentions measure. The findings suggest that voluntary

absenteeism is preceded by cognitions about the behavior,

however, potential alternative explanations to these

findings will be discussed.

Although intentions significantly predicted absence

behavior, not all the variance in absence behavior was

explained by absence intentions. Ajzen and Fishbein (1980)

specified several conditions that may reduce the magnitude

of the intention-behavior relationship. In this study, two

conditions are in question: (a) stability of intentions,

and (b) control of intentions.
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Ajzen and Fishbein (1980) found that the longer the

time interval between measurement of intentions and

observation of behavior, the greater the probability that

the individual may obtain new information or that certain

events will occur which will change his/her intentions.

Intentions and behavior were assessed for a three-month

period to enhance the likelihood that there would be

sufficient variance in absence behavior within the sample.

Of course, it is possible that intervening factors occurred

after the completion of the intentions questions which may

have changed actual behavior from what was intended. In the

future, researchers should vary the period for which

intentions and behavior are assessed to compare the

predictive efficiency of intentions.

Ajzen and Fishbein (1980) suggested that the

relationship between intentions and behavior may be

attenuated due to the occurrence of events outside one's

control. For example, Smith (1977) found that despite a

crippling snowstorm, work-related attitudes predicted

attendance on the day after the storm when the company

attendance policy was relaxed. For another office of the

same company located in a city where there was no snowstorm,

work attitudes did not predict attendance on the same day.

Thus, although individuals may have intentions to be absent,

they will necessarily not be absent because of loss of pay

or discipline by their supervisor.
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In this sample for voluntary or unpaid absences, 68% of

the sample who had intentions to be absent behaved in a

manner that was inconsistent with their intentions while

less than 1% of the sample who had no intentions to be

absent behaved in a manner that was inconsistent with their

intentions. For the involuntary or paid absences, 42% of

the sample who had intentions to be absent behaved in a

manner that was inconsistent with their intentions while 3%

of the sample who had no intentions to be absent behaved in

a manner that was inconsistent with their intentions. For

both types of absences, these data lend indirect support for

the stability and control issues.

Finally, it was hypothesized that blue collar workers

would have subjective norms that significantly favor

voluntary absenteeism compared with white collar workers.

On average, both groups had norms favoring absenteeism,

however, the difference between groups was not significant.

The discussion by Nicholson and Johns (1985) referred to

blue collar-unskilled workers and white collar-

professionals. In this study, blue collar-unskilled workers

were included, but the white collar sample consisted of

clerical employees. Clearly, the occupation range

represents a continuum from unskilled to skilled,

professional along which differences in norms likely exist.

This study did not represent both ends of the continuum to

which Nicholson and Johns (1985) were referring. Thus, the
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range in norms studied was restricted, which may account for

the nonsignificant difference in norms about voluntary

absenteeism.

Implications for Practice

The high costs of absenteeism (Steers 8 Rhodes, 1984)

as well as the deleterious effects of absenteeism on

organizations (Goodman 8 Atkin, 1984) warrant the need for

research that will shed light on ways to more effectively

manage employee absenteeism. This dissertation provided

support for the idea that absenteeism is under attitudinal

and normative control. There are two key implications of

these findings. The first implication deals with the

psychological contract (Schein, 1972) and the explicit

employment agreement between employee and employer. The

second implication deals with structuring employee attitudes

about absenteeism based on management and union expectations

through conventional human resource management (HRM)

practices. Each will be addressed in turn.

The Employpent ReIapienship

In the existing agreement between General Motors

Corporation and the United Auto Workers (October 8, 1987),

both parties recognized the principle that benefits are

generated, earned, and funded by regular employment. One

factor that determines an employee's entitlement to benefits

is regular attendance at work. Both management and union
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have a vested interest in effectively managing controllable

absenteeism. From management’s perspective, excessive

controllable absenteeism that is not sanctioned by policy

will be harmful to the business in terms of cost, quality,

and efficiency. From the union’s perspective, excessive

controllable absenteeism that is not sanctioned by policy

will undermine the credibility of its leadership as well as

place undue burdens on the grievance procedure. Thus,

employees who experience controllable absences in excess of

a specified percentage of available hours will forfeit their

entitlement to maximum benefits. Simply stated, excessive

absenteeism that is associated with choice and not

sanctioned either by the collective bargaining agreement or

by management policy is a breach of the explicit employment

agreement and psychological contract between the employee

and the employer.

Although the sponsoring organization does not maintain

a policy that penalizes employees who are absent excessively

for reasons other than those sanctioned by the organization,

it clearly communicates its expectations (similar to General

Motor’s and the UAW's) on attendance to its employees. This

policy, in conjunction with the findings of this study,

suggest critical implications for the fidelity of the

employee-employer relationship.

This study revealed that an employee's evaluation of

the costs and benefits of being absent from the workplace is
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associated with absence behavior whereas an employee’s

commitment to the organization or satisfaction on the job is

not associated with absence behavior. In other words, some

employees contemplate being absent. Despite management's

expectations that an employee will not experience excessive

absenteeism for reasons other than those sanctioned by

policy, this study indicated that some employees were

unfaithful to the employer by using "sick" days for reasons

other than personal illness. Not only did employees use

some of their "sick" days for reasons other than personal

illness--a breach of the contract in itself, but they also

failed to report the actual reason for these absences.

Clearly, the trust underlying the employee-employer

relationship was undermined.

This research was not designed to study the dynamics of

the employee-employer relationship. Insufficient

information is available to blame any one party as an

instigator. Thus, finger-pointing would be unjustified.

Attitude Structuring with HRM Practices

While the first implication paints a negative picture

of the employee-employer relationship, the results of this

study suggest that management and unions may work jointly

toward structuring employee attitudes. Specifically, in

order to influence behavior, management should provide

information to employees that will produce changes in their

beliefs. Information about management's expectations on
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absenteeism and attendance can be incorporated into many

conventional human resource management practices.

Management and union expectations about attendance and

absenteeism can be incorporated into realistic job previews

(Wanous, 1980) during the recruitment process. The purpose

of the realistic job preview is to facilitate a dual

matching process between (a) the applicant’s capabilities

and job requirements, and (b) the individual applicant’s

needs and the organizational requirements (Wanous, 1980).

To the extent that management and union expectations

about absenteeism and attendance are not consistent with the

applicant's goals and expectations, then the applicant will

likely self-select him/herself out of the situation. To the

extent that management's expectations are consistent with

the applicant’s goals and expectations, then the applicant

will likely be more committed to the choice than to one that

is made with external pressure.

Consistent with the rationale for the use of realistic

job previews, management and the union should incorporate

information about absenteeism into the orientation program

for new employees. Incorporating this information into

orientation programs will reinforce management and union

expectations about attendance and absenteeism. In addition,

employees who might not have had realistic job previews with

information on absenteeism should be included into the

orientation program.
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Absenteeism and attendance should be incorporated into

measures of employee performance. Incorporating absenteeism

and attendance in performance appraisal will likely focus an

employee’s attention on that behavior. Not only does

incorporating absenteeism in performance appraisal indicate

that the level of behavior is important to the organization,

but it is also likely to enhance acceptance of legitimate

authority (Katz 8 Kahn, 1966).

Management’s expectations about attendance and

absenteeism may be reinforced on a regular basis through

employee supervisors and union stewards. Supervisors

represent the employer to most employees. Union stewards

represent the union to most employees. Thus, counseling

supervisors and union stewards to model union and management

expectations about absenteeism and attendance may be

effective. For example, Wexley and Nemeroff (1975) found

that a decrease in absenteeism resulted from goal setting

and feedback regarding role-playing exercises about

different employees who wanted to take vacation at the same

time, employees who were abusing coffee breaks, denying

overtime to subordinates who insisted on it, and getting

agreement among subordinates on how to maximize profits.

Finally, this research suggested that individuals

intend to be absent because of family responsibilities as

well as stressful work situations. With this in mind,

voluntary absenteeism may be reduced by offering employees
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flexible work schedules. Research has shown that flexible

work schedules have been effective in reducing voluntary

absenteeism (Chadwick-Jones, et al., 1982). Stress

management training should also be offered so that employees

can use simple techniques, such as muscle relaxation, during

stressful moments at work rather than being absent to cope

with the stress. Lastly, research which examines the

effectiveness of day care programs should be conducted in

order to assess their impact on absenteeism.

Suggestions for Future Research

The results of this study have demonstrated, to a

sufficient degree, the efficacy of absence intentions in

understanding absence behavior. Although it has shed light

on key issues in the absenteeism literature and about the

employee-employer relationship, it has raised many more

questions. Several suggestions for future research are

offered.

First, the results of this study should not be

generalized to other occupations or organizations. Future

research examining absence intentions in organizations

located in different industrial sectors, organizations with

different absence management policies, organizations with a

unionized workforce, and assessment of intentions over

varying time spans should be conducted.

Second, because the link between absence intentions and

absence behavior was established, policy-capturing research
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may be a fruitful area of pursuit. Specifically, policy

capturing research would provide insight into the cues and

relative importance of cues that account for each employee's

intention to be absent. In addition, policy capturing would

allow comparison of employee's policy equations. This

comparison will provide insight into whether the decision to

be absent varies across employees. If so, how each

employee's decision differs can be understood by analyzing

the relative importance attributed to each cue.

Third, the relationship between absence intentions and

purported measures of involuntary absenteeism raises

questions about what constitutes involuntary absenteeism.

As discussed earlier, Hackett and Guion (1985) suggested

that the voluntary-involuntary absence dichotomy may be

artificial. Perhaps future research should focus on the

justifiability of absenteeism. Rather than studying a large

number of employees over a long time span, fewer employees

should be studied for a shorter time span with the focus on

assessing how each person justifies a particular absence

immediately after its occurrence.

This dissertation studied absence behavior as the only

reaction to absence intentions. Organizational policy may

remove much of the control an employee has over actual

absenteeism. Perhaps future research should incorporate

other behavioral responses to absence intentions which may

more likely be under an employee’s control. One example
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would be reduced job inputs.

Finally, this study revealed that employment

relationships may be characterized by infidelity. Some

employees breached the employee-employer contract (explicit

and psychological). Future research is needed to

investigate what factors are likely to result in a breach of

the contract and by whom.
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APPENDIX A



Sectim 1: Jcb Involvement

mats: The following statements are camerts people have made or might

makeabouttheirwork. Pleaseconsideread‘lstatatentandcirclethemmber

whid1bestrepresentsthee3¢enttowhid1ya1agreeordisagreewiththe

statement. 'Iheratingscheteforthesestatementsislistedbelw. DoNOl‘

resporriinawayymthinkothersbelieveywsrmldbehave. YGJRRESPQISESWIIL

BEKEPrmmIIALANDYwRImITYWflLMBEREVEMEDTOANYGWEmOR

OUTSIDE‘IHECIJMPANY.

1= Strongly Agree . 5= Slightly Disagree

2: Agree 4=Ne1ther Agree nor 6= Disagree

3= Slightly Agree Disagree 7= Strongly Disagree

1. I’ll stay overtime to finish a job, even if I’m not paid for it.

1 2 3 4 5 6 7

2. chcnnneasureapersonprettywellbyhowgoodajdaheorshedoes.

1 2 3 4 5 6 7

3. The major satisfaction in my life canes fran my job.

1 2 3 4 5 6 7

4. For me, mornings at work really fly by.

1 2 3 4 5 6 7

5. I usually show up for work a little early, to get things ready.

1 2 3 4 5 6 7

6. 'memostiuportantthingsthathappentomeinvolvemywork.

1 2 3 4 5 6 7

7. Sanetimes I lie awake at night thinking ahead to the next day’s work.

1 ' 2 3 4 5 6 7

8. I'm really a perfectionist about my work.

1 2 3 4 5 6 7

9. IfeeldepressedwhenIfailatsatethimcormectedwithmyjob.

1 2 3 4 5 6 7

214
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1= Strongly Agree % Slightly Disagree

2= Agree 4=Neither Agree nor 6= Disagree

3= Slightly Agree Disagree 7= Stmigly Disagree

10. I have other activities more inportant than my work.

11.

12.

13.

14.

15.

16.

17.

1 2 3 4 5 6 7

I live, eat, andbreathemyjob.

1 2 3 4 5 6 7

Iwould probablykeepworking even ifIdidn’tneedthenoney.

1 2 3 4 5 6 7

QuiteoftenIfeel likestayinglnnefranworkinsteadofcaningin.

1 2 3 4 5 6 7

'I'one,myworkisonlyasmallpartofwho1am.

1 2 3 4 5 6 7

Iamverynuchinvolved personallyinmywork.

1 2 3 4 5 6 7

I avoid taking on extra duties and responsibilities in my work.

1 2 3 4 5 6 7

Iusedtobemreanbitiwsabartmymrkthanlamnow.

1 2 3 4 5 6 7

18. Most things in life are more important than work.

19.

20.

1 2 3 4 5 6 7

Iusedtocaremreabmtnymrk,hrtmwotherthingsarenoreiuportantto

m.

1 2 3 4 5 6 7

Sanetimes I’dliketokickmyself forthemistakesImakeinmywork.

1 2 3 4 5 6 7
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Sectim 2: (nlpany (Imminent

Demos: Listedbelowareammberofstatenentsthatrepresentpossible

feelings that people might have abort the cmpany for which they work. Think

abouthowymfeelabtheneralElectricnow. Oonsidereachstatenentard

cimleflemmberwhidibestrepresermsflieextammmmywagreeordisagree

withthestatenent. 'Iheratingsdieneforthesestatementsislistedbelow. Do

Norrespondinawayyouthinkothersbelieveyoushouldanswer. YCIJRRESPONSES

WHLBEKEPPGIJHIINIIALANDYGRIWWHLMBEREVEAIEDIOANYWEW

ORCIJTSIIE‘IHECIIIPANY.

1= Strongly Agree . 5= Slightly Disagree

2= Agree 4=Neither Agree nor 6= Disagree

3: Slightly Agree Disagree 7= Strongly Disagree

1. Iamwillingtopatinagreatdealofeffortbeyondthatnormallyexpected

inordertohelpthisccmpanybesuccessful.

1 2 3 4 5 6 7

2. Italkupthiscaupanytomyfriendsasagreatorganizationtoworkfor.

1 2 3 4 5 6 7

3. Ifeelverylittle loyaltytothiscarpany.

1 2 3 4 5 6 7

4. Iwouldacceptalmostanytypeofjobassigmrentinordertokeepworkingfor

thisca'tpany.

1 2 3 4 5 6 7

5. I find thatmyvaluesandthiscatpany's valuesarevery similar.

1 2 3 4 5 6 7

6. IamproudtotellothersthatIampartofthisconpany.

1 2 3 4 5 6 7

7. Icmldjustaswellbemrkingforadifferentccmpanyaslongasthetype

of workwas similar.

1 2 3 4 5 6 7

8. ‘Ihiscatpanyreallyinspirestheverybestinmeinthewayofjob

performance.

1 2 3 4 5 6 7
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1= Stmmgly Agree . 5= Slightly Disagree

2: Agree 4=Neither Agree nor 6= Disagree

3= Slightly Agree Disagree 7= Strongly Disagree

9. Itmfldtakeverylittledxangeinmypresentcimmstamestocatseneto

leavethiscarpany.

1 2 3 4 5 6 7

10. Iamextrenelygladthatldiosefliiscmpanytomrkforoverotherslwas

casidering atthetime I joined.

1 2 3 4 5 6 7

11. There’s not toomuch tobe gainedby sticking with this carpany indefinitely.

1 2 3 4 5 6 7

12. Often, I find it diffiailt to agree with this catpany’s policies on

important matters relating to its employees .

1 2 3 4 5 6 7

13. Ireallycareaboutthefateofthiscatpany.

1 2 3 4 5 6 7

14. Formethisisthebestof all possible cmpanies forwhichtowork.

1 2 3 4 5 6 7

15. Decidingtoworkforthiscarpanywasadefinitemistakeonmypart.

1 2 3 4 5 6 7

16. Ineversayanythingbadaboutmyself.

1 2 3 4 5 6 7

17. Iamalwayshonestineverythingldo.

1 2 3 4 5 6 7

18. 'Iherehavebeenoccasions cnwhich I felt jealous of otherpeople.

1 2 3 4 5 6 7

19. Icanrenalbertimeswheanasetbarrassed.

1 2 3 4 5 6 7
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Sectiai 3: Jd) Satisfacticn

mas:'niep.mposeoffliesestatatentsistogiveymad1ancetotell

howyoufeelaboutyourpresentjcb, Vmatthingsymaresatisfiedwitharriwhat

things you are pop satisfied with. Read each statement carefully. Circle the

mmbermidibestrepresentshmymfeel.Behm1est.YoJRRESKNSESEBE

KEPTGNFIDENHALANDYGRIDEWPTTYWELMBEREVEMEDIOANYGIEWTHENGZ

OUISIIETHECIMPANY.

1= Ebctranely Satisfied 5= Slightly Dissatisfied

2= Satisfied 4= I can't decide 6= Dissatisfied

3= Slightly Satisfied whether I am 7= Extremely Dissatisfied

satisfiedornot

Onmypresentjob,thisishowaeelabout:

1. Beingabletokeepmsyallthetime.

1 2 3 4 5 6 7

2. '1hechancetomrkalone(irfleperriently)cnthejob.

1 2 3 4 5 6 7

3. 'Ihediaroetododifferentthingsfrontinetotine.

1 2 3 4 5 6 7

4. 'mediancetobe"satebody"inthecam1mity.

1 2 3 4 5 6 7

5. The way my inmediate supervisor handles his or her workers.

1 2 3 4 5 6 7

6. The catpetence of my supervisor innaking decisions.

1 2 3 4 5 6 7

7. Beingabletodothirgsthatdon’tgoagainstmycmscience.

1 2 3 4 5 6 7

8. The way my job provides for steady employment.

1 2 3 4 5 6 7

9. 'mediancetodothingsforotherpeople.

1 2 3 4 5 6 7
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3:

Extremely Satisfied

Satisfied

Slightly Satisfied
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4= I can't decide

whetherIam

5= Slightly Dissatisfied

6= Dissatisfied

7= Extrately Dissatisfied

satisfiedornot

10. 'Ihechancetotellpeqalewhattodo.

1 2 3 4 5 6 7

11.'med1ancetodosarethingthatmakesuseofmyabilities.

1 2 3 4 5 6 7

12. 'Ihewaycmpanypoliciesareput intopractice.

1 2 3 4 5 6 7

13.Mypayarritheam1ntofmrk1do.

1 2 3 4 5 6 7

14.111echancesforadvaroementmthisjob.

1 2 3 4 5 6 7

15. 'Ihefreedantousemyownjtfigment.

1 2 3 4 5 6 7

16.'Ihed1ancetotrymyownmethodsofdoingthejcb.

1 2 3 4 5 6 7

17. 'Iheworkingconditions.

1 2 3 4 5 6 7

18. 'mewaymyco-mrkersgetalongwitheachother.

1 2 3 4 5 6 7

19.'Ihepraiselgetfordoingagoodjob.

1 2 3 4 5 6 7

20. The feeling of accalplislment I get franthe job.

1 2 3 4 5 6 7
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Sectim 4: Wad: Ethic

mars: 'mefollowing statenentsareabouthowpeople might feelabout

workingeneral. Pleasereadeach statement carefully. Circlethemmberwhich

bestdescribeswhetheryouagreeordisagreewitheadistatenent. Behonest.

YMRESMEESWHLBEKEPPWIALANDYGRWWHLMEEREVEALED

'IOANYCNEWI'IHINORCUISIIE'IHECIMPANY.

1= Strongly Agree . 5= Slightly Disagree

2= Agree 4=Neither Agree nor 6= Disagree

3= Slightly Agree Disagree 7= Strongly Disagree

1. When the workday is finished, a person should forget his/her job and enjoy

him/herself.

1 2 3 4 5 6 7

2. Hardworkmakesaniniividualabetterperson.

1 2 3 4 5 6 7

3. 'Iheprincipalpurposeofaperson's job istoprovidehim/herwiththemeans

for enjoying his/her free time.

1 2 3 4 5 6 7

4. Wastingtineisasbadaswastirgmmey.

1 2 3 4 5 6 7

5. “answer possible, a person shoild relax and accept life as it is, rather

than always striving for unreachable goals .

1 2 3 4 5 6 7

6. A good indication of a person's worth is how well he/she does his/her job.

1 2 3 4 5 6 7

7. Ifallotherthingsareequal, itisbettertohaveajobwithalotof

responsibility than one with little responsibility.

1 2 3 4 5 6 7

8. Peoplewho "do things the easyway" are better off.

1 2 3 4 5 6 7
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Sectims: marrMissirgWork

mas: Please read each statement carefully. Then, for each statement,

circle the nunberwhidi represents your beliefs aboutmissing work. Be

cmpletelyhonest. DoNOI'respondinawayymthirfltothersbelieveymslnild

behave. YGJRRESPCNSESWIILBEKEPTCQIFIDENITALANDYGJRIDENTITYWIILMBE

REVEAIED'IOANYCNEWI‘IHINORCIJISIIE'IHECD‘IPANY.

Forquesticns 1through7, please ratethechancethatyoiwouldmissworkduring

the next three months (excluding your holidays, vacation, illness, civic duties)

on the following scales:

1= Very likely Miss Work 5= Smaahat Unlikely Miss Work

2= Likely Miss Work 4=Neither Likely 6= Unlikely Miss Work

3=W Likely Nor Unlikely 7= Very Unlikely Miss Work

Miss Work

1. to take care of your dependent children in need (for example, an ill child.

If you do not have daildren, leave blank)

1 2 3 4 5 6 7

2. when you feel like doing a hobby or leisure activity (NOT WK-REIATED

MIX-RELATED, OR WHY-RELATED)

1 2 3 4 5 6 7

3. attending to family responsibilities other than children

1 2 3 4 5 6 7

4. to fulfill religious carmitments

1 2 3 4 5 6 7

5 . involvanent in cannmity activities other than religion, family, or work

1 2 3 4 5 6 7

6. to spend leisure time with my family

1 2 3 4 5 6 7

7. to get relief from a dissatisfying work situation

1 2 3 4 5 6 7
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8. I'll probably miss sane days fran work during the next three months

(excluding holidays, vacation, illness, civic duties).

1 2 3 4 5 6 7

W AGREE SLIQ-II'LY NEITHER SLIGH'IX DISAGREE MK

AGREE Am DISAQIEE DW

9. PleaseestimatehmnanytinesymeiqaecttomissmrkdurirgtIenextthree

nonths (excluding holidays, vacation, illness, civic duties).

times
 

10. Please estimate the nunber of times you will likely show up for work during

the next three months based on total work days (excluding holidays,

vacation, illness, civic duties).

times
 

11. Doyoufeel astragobligationtostmwup formrkduringthenextthree

months (excluding holidays, vacation, illness, civic duties)?

1 2 3 4 5 6 7

W AGREE SLIGH'LY NEITHER SLIGHTLY DISAGIEE W

AGREE AGREE DISAGREE DISAGIEE

12. Oreofmygoalsdurirgtherexttlmeenmmhsistohaveperfectatterdame

at work (excluding holidays, vacation, illness, civic duties).

1 2 3 4 5 6 7

smom AGREE SLIGHT! NEITHER SLIGHT! DISAGREE W

AGREE AQEE DIME DISAGREE
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Sectim6:lwaaIrTineIsSpent

mas. Please consider the eight activities below. Before respa'ding,

takeafevmmentstoflfinkabatymrlifeingeremlardlnvtlnseactivities

arepartofatypicalweek. Foread1statement,circlethemmberwhidi

indicateshowoftenyouareinvolvedineachactivity. YQJR RESPCINISESEBE

KEPPWALANDYGJRWMBEREVEAIHDTOANYQIEWCR

aJTSIIE'H-IECIMPANY.

1=NEVER 5=NGVAND1HFN

2=HARDLYEVER 4=AKIJTHA1F 6=USUAIIX

3=DUTOFTEN THETIME 7=AINAYS

1. Taking care of your dependent drildren in need (for exanple, an ill child. If

you do not have children, leave blank).

1 2 3 4 5 6 7

2. Attending to family responsibilities other than children

1 2 3 4 5 6 7

3. Enjoying hobbies and leisure time mr related to your job, family, calamity

activities, or religion

1 2 3 4 5 6 7

4. Spending time attending to work-related activities (doing your job or other

supportive activities)

1 2 3 4 5 6 7

5. Fulfilling religious conmitments

1 2 3 4 5 6 7

6 . Involvement in catmmity activities other than religion, family, or work

1 2 3 4 5 6 7

7. Sperding leisure time with your family

1 2 3 4 5 6 7

8 . Taking time away frcm a dissatisfying work situation (excluding holidays,

vacation)

1 2 3 4 5 6 7
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Sectim 7: Attitnie Toaerd MissirgWork

PartA

118M108. Please consider eachpairof words below. For eachpairof words,

circlethenmberwhidirepresentshavymfeelabartymrmissingwork

(excluding illness, holidays, civic duties, vacation). then answering think

aborthowymfeeLmthowymretployerorothersvmldfeel. Pleasebe

honest. Domrarswereadiiteninawaythatyoubelieveotherswouldlikeyou

toanswer. YCIJRRESRIGSESWHLBEKEPTCINFTMHTALANDYCIJRIDENTMEEQM

BEREVEAIED‘IOANYCNEWI'ITIENORQJ'ISIIE'HEGMPANY.

1. MESH 1 2 3 4 5 6 7 WISE

2. 0000 1 2 3 4 5 6 7 BAD

3. HAMUL 1 2 3 4 5 6 7 ENEFICIAL

4. HJNISHENG 1 2 3 4 5 6 7 REWARDING

5. FAVIRABIE 1 2 3 4 5 6 7 MW

6.VAIUABIE 1 2 3 4 5 6 7 MESS
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mes

was: The following 15 items are outcanes of missing work. Sane are

positive and scans are negative. For each statement, circle the number which

irriicatestnwlikelyormlikelyeachoutcanemayhappentoyouifyoumisswork.

Ihen,cimlethemmberwhid1representshmymfeelabartead1a1tcare. DoNOI'

answereachiteminawaythatywbelieveotherswcnldlikeywtoanswer. YCIJR

mmmmmmmmmmmmmm

ANYWEWI’DHZNGQGJTSIIE'IHEGMPANY.

1 2 3 4 5 6 7

Higily Likely Sanewhat Neither Somewhat Unlikely Higfly

likely Lj kely Likely Nor Ul‘lllkel.Y [ha-MY

Unlikely

1 2 3 4 5 6 7

Very Good Satewhat Neither Sanewhat Bad Very

Good Good Good nor Bad Bad Bad

1 . time with friends 1 2 3 4 5 6 7

Highly Highly

Likely Unlikely

1 2 3 4 5 6 7

Very Very

Good Bad

2 . time for family 1 2 3 4 5 6 7

Highly Highly

Likely Unlikely

1 2 3 4 5 6 7

Very Very

Good Bad

3 . discipline by supervisor 1 2 3 4 5 6 7

Higmy Highly

Likely Unlikely

1 2 3 4 5 6 7

Very Very

Good Bad

4 . upset coworkers 1 2 3 4 5 6 7

Highly Highly

Likely Unlikely

1 2 3 4 5 6 7

Very Very

 



226

2 3 4 5 6 7

Higfly Likely Sanewhat Neither Sanewhat Unlikely Hi311y

Likely Likely Likely Nor Unlikely Unlilmly

Unlikely

2 3 4 5 6 7

Very Good Sanewhat Neither Sanewhat Bad Very

Good Good Good nor Bad Bad Bad

loss of pay 1 2 3 4 5 6

Highly Highly

Likely Unlikely

l 2 3 4 5 6 7

Very Very

Good Bad

time for myself to 1 2 3 4 5 6

do thirgs I enjoy Highly Highly

Likely Unlikely

l 2 3 4 5 6 7

Very Very

Good Bad

relief from the job 2 3 4 5 6

Highly Highly

Likely Unlikely

1 2 3 4 5 6 7

Very Very

Good Bad

denoted to a lower job 1 2 3 4 5 6 7

Highly Highly

Likely Unlikely

1 2 3 4 5 6 7

Very Very

Good Bad

chame to meet other 2 3 4 5 6

obligations Highly Highly

Likely Unlikely

1 2 3 4 5 6 7

Very Very
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1 2 3 4 5 6 7

Higily Likely Saneahat Neither Sanewhat Unlikely many

Likely Likely Likely Nor Unlikely Unlikly

Unlikely

l 2 3 4 5 6 7

Very Good Salewhat Neither Smewhat Bad Very

Good Good Good nor Bad Bad Bad

10 . to get away fran 1 2 3 4 5 6 7

co-workers Highly Highly

Likely Unlikely

1 2 3 4 5 6 7

Very Very

Good Bad

11 . loss of benefits 1 2 3 4 5 6 7

Highly Highly

Likely Unlikely

1 2 3 4 5 6 7

Very Very

Good Bad

12 . fired fran the carpany 1 2 3 4 5 6 7

Highly Highly

Likely Unlikely

l 2 3 4 5 6 7

Very Very

Good Bad

13 . loss of pranotion 1 2 3 4 5 6 7

opportunities Highly Highly

Likely Unlikely

1 2 3 4 5 6 7

Very Very
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Higfly Likely Sanewhat

Lilely Likely

1 2 3

Very Good Somewhat

Good Good

15 . heavier workload when

return to work
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Neither

Likely Nor

Unlikely

4

Neither

Good nor Bad

1 2

Highly

Likely

1 2

Very

Good

1 2

Highly

Likely

1 2

Very

Good

5

Somewhat

Unlikely

5

Somewhat

Bad

3 4

3 4

3 4

3 4

6 7

Unlikely Higny

Unlikely

6 7

Bad Very

Hal

5 6 7

Highly

Unlikely

5 6 7

Very

Bad

5 6 7

Highly

Unlikely

5 6 7

Very

Bad

16. Doyouagreethat itwillbeeasyforyoutogetanotherfull-timejcblike

theoneyouhaveintown?

1 2 3

S'IRONGI! AGREE

AGREE AGREE

4 5

SLIGHT! NEITHER SLIGHT!

DISAGZEE

6 7

DIME SW!

DISAGREE
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Sectim8: HaanMOUmsFeelflmYmMissm

nonunion. Please read each statement carefully. Then, for each statenent,

cimleflemmbermidibestrepresertshavymfliirflcomerswfllfeelabartyam

missirgmrkdirirgmerextthreenomhs. Becaxpletelyhonest. YwRRESPQEFS

WHLBEKEPIGNHDBHIALANDYQRIDENPTTYWHLMBEREVEAIEDIOANYQJEW

GRCIJ'ISIIE'IHECIMPANY.

1= Strongly Agree . 5= Slightly Disagree

2= Agree 4=Neither Agree nor 6= Disagree

3= Slightly Agree Disagree 7= Strongly Disagree

Part A
 

1. My supervisor would prdaably be upset if I missed work (excluding

illness, civic duties, holidays, vacations).

1 2 3 4 5 6 7

S'IRCNGI! 91ml!

AGREE DISAG?EE

2. My co-workers would not care if I missed work (excludirg illness, civic

duties, holidays, vacations).

1 2 3 4 5 6 7

S'IKNGI! SM!

AGZEE DISAGEE

3. Mariners of my family (parents, brothers, sisters, or other relatives other

than a spouse) mild prefer me to take sane time off from work (ea-(cluiirg

illness, civic duties, holidays, vacations) .

1 2 3 4 5 6 7

SW! SW!

AGREE DISAGREE

4. My friends think it is o.k. for me to take time off fran work (excluding

illness, civic duties, holidays, vacations).

1 2 3 4 5 6 7

SIM! W

AGREE DISAGQEE

5. My spouse or significant other would be upset if I missed work (excludirg

illness, civic duties , holidays, vacations) .

1 2 3 4 5 6 7

SW! SW!

AGEE DISAGtEE
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6. I think it is o.k. for me to miss work saaetimes (excluding illness, civic

duties, holidays, vacations).

1 2 3 4 5 6 7

Sinners smear

AGREE DISAGREE

Part—B

mats: For each of the individuals listed below, please outsider who is

FDSPIJKELYtothinkymstmldtakesatetimeofffronworkardwlnisIEAsr

Immthimtymslmldtakesanetimeofffmmrkdurirgunrextthree

months. Rankordereachpersononthatbasisusing 1, 2, 3, 4, 5, 6. mm

USEAGIVENWIVDRE‘IHANCNCE. Pleasedonotinclude holidays, illness,

vacaticm, or civic duties as missirg work when answerirg.

1=lbstLikelytothinkywshouldtakesatetimeoff fromwork

2=Likelytothinkyaishouldtakescmetimeofffrunwork

3=Smat1atLikelytothinkyoushouldtakesaretimeofffranwork

4=Salewhattmlikelytothinkymshoildtakesatetineoff franwork

5=Unlikelytothinkyoushmldtakesanetineofffrcmmrk

6=lhstUnlikelytothinkyousho11dtakesa1etimeofffranwork

Oo-workers

Friends

Spouse or Significant Other

Supervisor

Family (parents, brothers, sisters, or relatives other than a spouse)

Yourself
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sec

W:Ihefollwirgstataxentsrequimymtocasiderrmm1d1yw

listentocertain irrlividualsingeneral. Pleasereadeachstatement. Circle

fiemmbermidibestrepresentsmoftmymdomtapartiwlarpersaumnts

yoitodowl'mitcamstothirgsrelatedtowork. Behonest. YCIJRRESPQISES

WHLEEKEPPCNFIDMIALANDYWRIDENTTHWHLMBEREVEAIEDTOANYQEW

ORGJTSIIE'IHEGMPANY.

1=NEVER 5=NCNANDTHEN

2=HARDI!EVER 4=AKIJTHALF 6=W

3=NOI'OFITN 'IHETIME 7=AIWAYS

1. Idowtntmyfrierristhinklshcnlddo.

1 2 3 4 5 6 7

NEVER AIWAYS

2. I dowhatmenbers ofmy family (parents, brothers, sisters, orother

relatives other than a spouse) think I should do.

1 2 3 4 5 6 7

NEVER AIWAYS

3. Idowhatmyco-workersthinkIsrmlddo.

1 2 3 4 5 6 7

NEVER AIMS

4. Idowhatmysupervisorthinkslshoulddo.

1 2 3 4 5 6 7

NEVER AINAYS

5. Idowtntmyspaiseorsignificantotherthinkslshmlddo.

1 2 3 4 5 6 7

NEVER AIWAYS

6. IdowhatIthinkIshoulddo.

1 2 3 4 5 6 7

NEVER AIWAYS
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Part 9

mos: For each of the individuals listed below, please consider with

MmymaremmtodovmatflntpersmwantsymtodoarflwimMmym

areIEASPIIKEIYtodovmatflstpersmwamsyaitodovmenitcmnstothirgs

relatedtowork. Rankordereachperscncnthatbasisusingl, 2, 3, 4, 5, 6.

Donotuseagivenmmlbermorethancnce.

1=lbstLikelytodowhatthatpersonwantsyoutodo

2=Likelytodowhatthatpersonwantsyoutodo

3=Sanahatlikelytodom1atthatpersmwantsyoutodo

4=SalaahatUnlikelytodowhatthatpersonwantsyoutodo

5=Unlikelytodowhatthatpersonwantsywtodo

6=1tstUnlikelytodowhatthatpersonwantsymtodo

Spouse or Significant Other

Family (parents, brothers, sisters, or relatives other than a spouse)

Supervisor

Friends

Yourself
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Sectim9: Badgrunrimguatim

Pleaserespotritottsfollowirgquestims. 'Iheyarenotintendedtorevealyour

identity. 'nsyarenerelybeirgaskedtohelpintheanalysisofthequestiors.

YMRESRNSESWHLEEIEPPGNFTDENTIALANDYMWWELMBEW

TOANYQIEWI‘IHINORGJTSIIETHECGJPANY.

1. that is your sex? Please circle. FEMALE MAIE

2. How old were you (years) on your last birthday?
 

3 . that is your race? Please circle the appropriate resporse.

Black Caucasian Hispanic Asian American Indian Other

(please state)

4 . What is the highest level of education that you have carpleted? Please

circle the apprcpriate response.

1. sane grade school 4. completed high school

2 . carpleted grade school 5 . sane college education

3. sane high school 6. catpleted a college program

5 . Are you presently married? Please circle. YES NO

6. Please state the mmber of children living at home.
 

7. Please statethentmberof childrenunderage 7 living at hone.

 

 

8. Are you the primary wage earner in your family? Please circle. YES NO

9. How nany individuals (not includirg your children or your enployer) depend

myouandplacedenandscnyourtimeonaregularbasis (forexanple, ill

relatives friends, or sanebody else’s children)?

 

10. walcxghaveyoubeenenployedwimthiscmpany? Years

11. What is your job title?
 

11mm to: RRm mammal!!!”
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