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ABSTRACT

A Comparison of the Intelligibility and Ergonomics of Speech

Sxmthoci 7arc
MJ AAViIdAV DA DN

By

Laura Jean Kelly

Five experiments examined the intelligibility of five
speech synthesizers and a human control at three points in a
communication system. Experiment 1 assessed technical
accuracy by performing spectral analysis of six vowels in CVC
context generated by the speech sources. Experiments 2 and 3
assessed semantic precision using word recognition as measured
by the Speech Intelligibility in Noise test (SPIN) and
listening comprehension as measured by multiple choice tests
of passage content. Two additional experiments assessed task
performance via completion of oral instructions with
(Experiment 4) and without (Experiment 5) options for
communication repair. Completion of oral instructions was
measured by a multiple instructions test (MIT) consisting of
sets of instructions systematically varied in complexity.
Experiments 2-5 employed listeners with normal-hearing.

In Experiments 2 and 3 stimulil were presented in the
presence of a twelve-voice babble (+8 dB S/B) noise.
Experiment 2 (N=12) revealed significant differences as a
result of speech source for SPIN full-list, high- and low-
predictability key word subtests and for the interaction
between speech source and linguistic predictability. Results

for Experiment 3 (N=12) revealed significant differences in
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multiple choice tests scores a
Test completion time did not differ across sources.

Stimuli for Experiments 4 and 5 were presented in the
presence of a twelve-voice babble noise (+10 dB S/B). 1In
Experiment 4 (N=12), significant differences were seen between
mean MIT scores as a function of speech source, complexity
levels of the test and the interaction between source and
complexity level. MIT item completion time did not differ
significantly as a function of source, but did demonstrate
significant differences as a function of complexity level.

The interaction between speech source and item completion time
was significant.

In Experiment 5 (N=14) subjects were allowed to select
from seven communication repair options during presentation of
the MIT. Significant differences among types of repair options
selected were seen. The interaction between repair option and
complexity level also was significant. A comparison of
differences between MIT scores in Experiment 4 and Experiment
5 revealed scores in Experiment 5 to be significantly higher.

A comparison of the results of Experiment 1 to
Experiments 2, 3 and 4 indicated the correlation between
technical accuracy (as measured by summed vowel distances from
human archival data) semantic precision and task performance

did not reach the criterion for further analysis.
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Chapter 1

Introduction

Digital speech synthesizers have become commonplace in
devices used in business, industry, and education, and as
augmentative communication aids to the handicapped. This
proliferation raises difficult questions regarding the
effects of machine-generated speech upon communication.
Assuming the decision to use synthetic speech is intended to
make more effective use of human communication resources, it
is essential to know the nature and degree of these effects
upon the performance of tasks. Once these are determined,
appropriate cost/benefit evaluations of available systems
can be undertaken.

Of particular interest in the development and selection
of a task-appropriate speech synthesis device is the
intelligibility of the system in comparison to both human
speakers and to other synthetic speech systems. The various
acoustic environments in which these systems are used can
dramatically influence the degree of intelligibility
required and the robustness of intelligibility in the
presence of competing signals. A wide variety of variables
interact to influence intelligibility including signal
complexity, task complexity, linguistic structure of the
message, limitations of the human processing system and

listener experience (Nusbaum and Pisoni, 1985). Measurement
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2
of intelligibility requires attention to the issues cf
accuracy, precision, sufficiency, and utility.

An effective means of organizing the many concerns
associated with the evaluation of synthesized speech is a
communication model such as that model developed by Shannon
and Weaver (1949). The foundation of their approach is a
triad of issues described as follows:

(1) The accuracy with which the symbols of

communication are transmitted (technical accuracy).

(2) The precision with which the transmitted symbols
convey the desired meaning (semantic precision).

(3) The effectiveness with which the received meaning
affects conduct in a desired way (task performance).

Figure 1.1 offers an idealized model of speech synthesis
based on the work of Shannon and Weaver (1949), Flanagan
(1981), and Chial (1986). Communication can be described as
the transfer of information (i.e., facts, feelings,
thoughts) from one place to another. In the present model,
the process begins with an information source (human) who
wishes to transfer information to a receiver (also human).
The purpose of communication is variable; but is assumed, in
this example, to be an intent on the part of the information
source to effect a response from the receiver. Noise can be
defined as anything which increases the ambiguity of the
signal, thus reducing the likelihood of the desired receiver
response. One means for generating an auditory signal for
information transfer is a speech synthesizer. For this

signal source to function, however, information must be
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I
translated or encoded into a form the device can use. This
encoding process is the first potential source of noise in
the communication system. Noise sources can be intrinsic
(e.g encoding and decoding) or extrinsic e.g.( a competing
acoustic signal) . Examples of intrinsic noise sources
include vocabulary selection and the accuracy of text
generation. Extrinsic noise might include competing talkers
or traffic noise.

Text, including punctuation marks that cue
suprasegmental information, is recoded into segmental
phonetic information through of algorithms stored in the
synthesizer. Symbols generated from these algorithms are
further recoded into parameters used to create a digitized
speech wave. A digital-to-analog converter is used to
output the synthesized wave for transmission along along or
through a communication channel.

A feedback component may exist to permit interactive
control of the synthesizer. The quality, frequency and
accuracy of feedback from the receiver and the utilization
of such interaction by the source can influence the
efficiency and effectiveness of communication. In goal-
directed communication, variations in the efficiency and
effectiveness of the communication process cause variations
in the amount of work required to accomplish the goal. The
role and use of human energy in such tasks can be addressed
as an ergonomic issue, specifically communication

ergonomics.
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5

Interacticns between humans and computers can be divided
into three modes: simplex, half-duplex and full-duplex.

This rubric (historically applied to serial communication
technology) is useful for describing the nature of
communication between human and computer, or between two or
more humans employing a computer as a mediator of
communication.

As with the previous communication model, a system is
assumed in which two actors exchange information over a
channel of some sort. The actors may be either human or
machine. “Channel" in this context refers to any
transmissive medium (acoustical, optical, electronic) or
media (print, video, film).

The simplex mode of interaction involves transmission
of information in only one direction, that is, one actor is
always the source, the other actor is always the receiver
(see Figure 1.2). An example of simplex communication
involving human actors is a taped or phonographic recording
of music. The half-duplex mode allows actors to take
"turns®” in a discrete non-overlapping manner, exchanging the
role of sender and receiver. Examples include formal
debates, serious telephone conversations and telephone
answering systems. The full-duplex mode is one in which
actors simultaneously engage in bidirectional communication,
serving as both sender and receiver. Examples of full-duplex
communication include lively conversation and impassioned

arguments. (Chial, 1984)



Actor I
Receiver

Actor |
Sender

Simplex Interaction

Actor | ﬂ Actor i
Sender Receiver

Actor | H Actor |l
Receiver Sender

Half-Duplex Interaction

Actor | ‘ Actor i
Sender + Sender +
Receiver H Receiver

Full-Duplex Interaction

Figure 1.2 The three categories of
human-computer interaction.
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It is possible to study aspects of synthesized speech at
any point in the communication system or through any mode of
communication. A practical approach to evaluation lies in
the selection of a method appropriate to the task required
of the device or for that portion of the communication
process most critical to performance in a given situation.
To paraphrase Shannon and Weaver, 1if it is not possible or
practical to design an evaluation approach which can handle
everything perfectly, then a system should be designed to
handle well the jobs it is most likely to be asked to do,
and should redesign itself to be less efficient for the rare
task (1949, p. 14).

Table 1.1 summarizes the approaches used to assess
synthesized speech. Most prior research has concentrated on
receptive intelligibility, usually through the use of word
or sentence recognition and listening comprehension tests.
This approach provides information limited to the semantic
accuracy of the speech synthesis systems. A few studies also
attempted to compare synthesizers on the basis of perceived
quality and explored the relationship between
intelligibility and perceived naturalness. To date, no
attempts have been made to design and evaluate procedures
focusing on technical precision or on complex task
performance.

The goal of this study was three fold: (1) to evaluate
a group of speech synthesizers at the three communication

system levels of technical accuracy, semantic precision and
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task performance; (2) to apply a combination of behavicral
techniques used at the same level of the communication
process to determine whether different rankings of systems
occur as a result of different approaches; and (3) to obtain
initial data on the role of communication repair in systems
employing synthetic speech.
Text-to-Speech Conversion

Klatt (1987) discussed the state of the art in speech
synthesis technology. The first step in the process of
converting text to an auditory signal is the assignment of
an ASCII (American standard code for information
interchange) code to each typed character or string entered
into the synthesizer. ASCII codes are 7-bit or 8-bit
binary values assigned to letters, numbers, punctuation
marks and special characters (Chial, 1984). According to
Klatt (1987) the resulting code is then ideally subjected to
the following analysis:

(1) Reformat all digits, abbreviations and special

characters into words and punctuation.

(2) Section sentences to establish a surface syntactic
structure.

(3) Assign a stress pattern appropriate to the surface
structure.

(4) Determine a phonemic representation for each word.
(5) Assign a stress pattern to each word.
At the present time, text-to-speech systems are unable to
perform a semantic analysis and thus assign stress patterns

on this basis. Instead systems with the option of sentence
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11
level intonation patterns use a "generic" inflectional
pattern which may or may not change with punctuation markers
such as commas and question marks. No additional stress
patterns are inserted on the basis of semantics unless the
user codes the input with additional stress markers.
Therefore, the system proceeds to the derivation of phonemic
representation and stress assignment at the word level.
This is accomplished via a word-by-word comparison to
entries in a pronunciation dictionary. Those words not
listed are broken into pieces to remove prefixes and
suffixes and compared again. If the system is still unable
to find a match for the root word rules for letter
pronunciation are used. Some systems incorporate
dictionaries to check for exceptions to stress rules or to
deal with special cases such as proper names (Klatt, 1987).
Figure 1.3 reproduces Klatt’s (1987) model of text-to-speech
conversion.

Rule used for text-to-speech translation vary in
accordance with speech synthesis systems and can be
considered the primary determiner of perceptual differences.
These systems are often proprietary, making analysis of
underlying rule structures difficult. Even if detailed
comparisons of rule structures were possible there is not
yet enough information on the cause-effect relationship
between rules configuration and perception. Consequently,

empirical comparisons of rule structure are necessary.

1A



LETTE
&STR



12

INPUT WORD

"WHOLE WORD"
DICTIONARY PROBE

yes

no

AFFIX
STRIPPING
no

yes

"ROOT
- DICTIONARY PROBE

yes

LETTER-TO-SOUND
& STRESS RULES L

AFFIX
REATTACHMENT

PHONEMES, STRESS,
PARTS-OF-SPEECH

Figure 1.3. The steps involved in converting as ASCII
orthographic representation for a word into phonemes.
(Kiatt, 1987, p.768)
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13
Speech Percepticn

Miller (1984) proposed that short-term spectral patterns
of speech can be represented as points in a "auditory-
perceptual space". Speech spectra are integrated with
normally occurring silences to form a pattern which is
compared to targets learned over time. If the pattern falls
within the stored target zones it will be perceived as a
particular element. Description of a phonetic pattern can
be accomplished using the spectral characteristics. Vowel
characteristics traditionally have been quantified through
measurements of fundamental frequency and formant
frequencies. Some researchers have used these
characteristics to describe differences in categories by
plotting the phonemes along two dimensions. Shepard (1972)
used a three dimensional plot to demonstrate that perceptual
similarities among vowels tend to line up along formant
dimensions. Miller theorized perceptual coding of phonetic
elements should not be based on the number of prominences
present in the spectrogram, but the pattern of the spectral
shapes as characterized by log-power and log-frequency
relationships. He suggested that vowels are plotted using
these dimensions, the sensory perception of the phoneme is
characterized by "spectral shape" as opposed to absolute
position along any one dimension. This reliance on shape
allows for simple transposition of the vowel along either
dimension without altering the phonetic information carried

by the signal.

[¢ ake—— |



A
.
Accorcin

:5 a single

sse characte
2= 1og (F/F
iefined as ¢t
‘¥ a ccnstan!

'3 are freque

:zmlnences.

Although
i of cos
FIlse

-eses w:

ine A
...\gma:lc

S
R K
u*u,er‘slc
! fay 1
e
S
fag
“Si2en
-« S;
Sl



14

According to Miller, "spectral shape" can be represented
as a single point plotted in three-dimensional space with
the characteristics of x= log (F3/F2), y= log (F1/Fg’) and
2= log (F2/F1). In the case of periodic speech, Fp’ is
defined as the fundamental frequency of the voice multiplied
by a constant (1.5 times greater for males), and Fi, F2 and
F3 are frequency locations of the first three spectral
prominences. Vowels can be plotted in three-dimensional
space, allowing for the calculations of class differences
based upon distance as measured in octaves, cents or
semitones (Millers, 1982)

Although Miller (1984) directed his interest to the
design of cochlear implants, he speculated that cochlear
prostheses will only succeed in transmitting phonetic
information to the degree they are successful in matching
the characteristics of spectral envelopes. It is suggested
here that his model also can be applied to the signal source
as a means of indexing technical accuracy. Differences
between human and synthetic speech can be described on the
basis of the degree of separation among points plotted in
three dimensional space.

Speech Understanding
Introduction
By far the most popular technique for assessing
synthesized speech has been speech understanding or
intelligibility. Intelligibility is defined here as

encompassing the discrimination, recognition and
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comprehension of speech stimuli. Speech recognition is
defined as the process by which an individual receives a
speech signal, then immediately reproduces it verbally or in
writing. Word-recognition tasks may involve word in
isolation or in sentences. Scoring is based on the correct
reproduction of single words. Speech comprehension tests,
on the other hand, generally require longer retention of the
speech signal as well as recognition of message content in a
different form (usually written). Researchers have employed
tests of segmental intelligibility, word-recognition, word-
recognition in sentences, as well as listening comprehension
tasks using sentence verification and continuous discourse
in their efforts to compare systems.
Review of the Literature

Word Recognition

Chial (1976) designed four experiments to evaluate word
recognition using the VOTRAX VI phonetic speech synthesizer
and normal hearing listeners. The stimuli consisted of CID
Auditory Test W-22, List 1 presented monaurally under
earphones. Experiment 1 was designed to assess performance
in quiet at comfortable listening levels (70 4B SPL). In
addition, the effect of repeated trials on word recognition
was investigated. An average word recognition score of 55%
was obtained for the VOTRAX VI, in comparison to an average
score of almost 100% for the human control. A significant
improvement in performance was noted with repeated trials

for the speech synthesizer.
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Experiment 2 measured word recognition at six different
sensation levels (SL) from +5 dB to +30 dB (re: Speech
reception threshold) for the VOTRAX VI only. Significant
differences in performance were noted among sensation
levels, with a possible plateau noted at +20 dB and a
definite plateau seen at +30 dB. Chial (1976) noted these
results were similar to what would be found with a human
talker.

Experiment 3 assessed word recognition performance at
six different signal-to-noise ratios (S/N) from -5 dB to +20
dB for the VOTRAX VI only. The stimuli were presented at a
SPL of 70 dB in the presence of white noise. Word
recognition scores improved as the S/N became more positive,
with significant differences noted at all S/N until a
plateau was reached at +15 dB. These findings were
considered consistent with what would be expected with a
human talker.

Experiment 4 investigated the effect of repeated trails
when human and synthesized speech are alternated. Ten test
lists were presented at SPL of 65 dB. The results revealed
no improvement in performance for the human talker, but
significant differences for synthesized speech. Comparing
results of experiments 1 and 4, Chial reported an
accelerated learning effect associated with alternating
presentation of talkers.

To investigate the effects of noise on the perception of

synthesized speech, Pisoni and Koen (1981) presented

ﬂ_.-.-x‘_gﬁ’
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material generated by the MITalk text-to-speech system at
three different speech- to-noise ratios (+30,+20, and 0 dB).
The Modified Rhyme Test (MRT) was presented at an average
SPL of 80 dB with white noise attenuated to meet criteria
for each noise condition. 1In addition, both open and closed
response modes were employed. Table 1.2 summarizes the
results.

Pisoni and Koen concluded that the intelligibility of
synthesized speech is affected more by noise than is human
speech. It also was suggested that this signal distortion
may interact with different processing tasks to produce
effects on intelligibility. Hoover, Reichle, Van Tasell and
Cole (1987) compared single word-recognition scores and
word-recognition in sentences generated by the Echo II and
the VOTRAX Type 'N Talk to human speech. Twenty seven
consonant -vowel -consonant words were selected such that "all
place, manner, and véicing characteristics were represented
in either the initial or final positions of the word"
(p.30). For the contextual task, two sets of sentences
were generated with these words in the final position. One
set was designated as low-probability and used of the phrase
*Say the word " as the precursor to the stimulus item. The
second set, designated as high-probability sentences,
provided sufficient context for 90% of 15 listeners to
correctly guess the item from the sentence content.

Results revealed significant differences between each

synthesizer and human speech on the basis of the percentage






Table 1.2.
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MRT scores (%-correct) at three

ratios as a function of speech source.

speech-to-noise

Closed Set Open Set
Sp/N +30 +20 0 +30 +20 0

Source
MITalk 93 89.4 56.6 79 73.5 28.9
Human 99 97.2 69.5 92 88.9 40.3

(Adapted from Pisoni

and Koen, 1981)
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of words correctly identified in isolation and within
sentences. Between synthesizers the VOTRAX performed
significantly better than the Echo on both sentence
categories. No difference was seen between the synthesizers
when the words were presented in isolation, but, an error
analysis revealed a substantial difference in the
recognition of stop consonants. The Echo II proved to be
much poorer (23% correct) than the VOTRAX (52% correct).
Analysis of subject response patterns indicated 75%
substituted the phoneme /m/ for stop consonants in the
initial position (usually replacing /b/), whereas less than
1% of the subjects responded with this phoneme for the same
items when presented by VOTRAX. In the final position,
subjects identified 20% of the Echo II items as fricatives
or affricates compared to 1% of the items presented by
VOTRAX.

Visual inspection of the acoustic waveforms associated
with these stop consonants revealed distinct differences
between the two synthesizers. The /b/ in the initial
position produced by the Echo II begins with a low-frequency
wave similar to a nasal consonant. In the final position
the consonant release is followed by an aspiration
resembling a fricative. Thus, the acoustic features
correspond with many of the perceptual errors made by the

subjects.
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Word Recognition In Sentences

Pisoni and Hunnicut (1980) investigated the
intelligibility of the MITalk using a three-phase approach
consisting of segmental intelligibility test, a word
recognition test and a listening comprehension test.
Segmental intelligibility was evaluated with the Modified
Rhyme Test (MRT) under earphones. Normal hearing subjects
(N=72) produced an overall error rate of 6.9% with scores of
4.6% and 9.3% for consonants in the initial and final
positions, respectively. Nasals were found to have the
highest error rate (27.6%). An overall error rate of .6%
was obtained when human speech was used.

Word recognition in sentences was evaluated using the
Harvard Psychoacoustics Laboratory Sentences (Egan, 1948)
and semantically anomalous sentences created at Haskins
laboratory (Nye and Gartenby, 1974). Scores of 93.2% and
78.7% correct were obtained for synthetic speech, while
scores of 99.2% and 97.7 % were seen for recordings using
natural speech.

Listening comprehension was assessed using narrative
passages selected from adult reading comprehension tests.
Three groups of subjects were employed. One group listened
to MITalk and a second to human speech. A third group viewed
the passages in typed form. A set of multiple-choice
questions was administered immediately following the task.
Scores of 70.3%, 67.2% and 77.2% were obtained for the three

groups, respectively.
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In a study comparing the MITalk to the Telesensory
Systems text-to-speech device (a system based on MITalk) and
a human control, Bernstein and Pisoni (1980) used the some
battery of tests just described. No significant
differences were reported among the systems on any of the
measures employed. The largest differences and error rates
were salid to occur on the sentence materials, particularly
the anomalous sentences. Specific percentages for each
speech and test were not reported.

Greene, Manous and Pisoni (1984) conducted an
investigation using the Digital Equipment Corporation speech
synthesis system version 1.7 (DECtalk). This device
provides six different voices, two of which were used for
this study: one male ("Perfect Paul") and one female
("Beautiful Betty"”). Once again, the investigators used the
MRT as a test of segmental intelligibility the Harvard PAL
sentences and the Haskin anomalous sentences materials as
stimuli. The materials were presented to the subjects under
earphones (80 dB SPL) in the presence of 55 dB SPL of
broadband noise to mask tape hiss. The results showed an
error rate on the MRT of 3.3% (male voice) and 5.6% (female
voice) when a closed-set response format was used. In
contrast, the open-set format resulted in an error rate of
13.2% and 17.5% for the male and female voices,
respectively. The Harvard and Haskins sentence materials
demonstrated error rates of 4.7% and 13.2% (male voice) and

9.5% and 24.0% (female voice).
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A comparison of the intelligibility of phoneme classes
in a sentence context was undertaken by Logan and Piscni
(1986) . The stimuli consisted of a subset of the Phoneme
Specific Sentences (Huggins and Nickerson, 1985). These
sentences are designed such that each item contains a number
of words from a specific class of phonemes. For example,
the sentence "Those waves veer over", contains numerous
voiced fricatives. The subjects were asked to transcribe
sentences presented under earphones. The items were scored
on the basis of omissions, transpositions, and additions.
An error in any category meant the sentence was counted as
incorrect. Analysis revealed significant differences on the
basis of synthesizer and on the basis of phonemic category.
A significant interaction between voice and phonetic
category also was noted. Significant differences were seen
between DECtalk and Prose versus Infovox; however, no
difference was seen between DECtalk and Prose. These
findings are in contrast to previous research using the MRT
as the measure of intelligibility. The authors concluded
that the Phoneme Specific Sentence is a more difficult test
as evidenced by the higher overall error rates exhibited by
all sources. They suggested that errors at the level of
phonetic categories can reveal more precise information
about synthesizers than sources of error even in the absence
of differences in overall performance among synthesizers.

Kraat and Levinson (1984) compared the intelligibility

for sentences of the Echo II and the VOTRAX Personal Speech
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System (PSS) prcduced at (1) ncrmal rates and (2) with a 2
1/2 second pause between each word. Test materials
consisted of 64 sentences from the Assessment of
Intelligibility of Dysarthric Speech (Yorkston and
Beukelman, 1981). Although not so stated by Kraat and
Levenson, these materials originally were designed to assess
the extent of motor speech difficulties upon the
intelligibility of speech (Yorkston and Beukelman, 1981)
Sixteen sentences were randomly assigned to each of four
conditions. Twenty normal-hearing adults were asked to
write the sentences following their presentation by
loudspeaker. The results revealed a significant difference
in performance with percent-correct scores of 70.4% for the
PSS and 45.7% for the Echo II in normal conditions and 84.3%
and 81.1% in the pause conditions. The pause condition
provided significant improvement for both synthesis devices.
Kraat and Levinson (1984) also evaluated the adequacy
of the text-to-speech conversion rules of the two systems by
using five speech pathology graduate students as judges of
pronunciation of 1500 words produced by the synthesizers.
Judges determined whether syllables had been added or
deleted and whether vowel substitutions had occurred.
Stimulus items were taken from the Thorndike and Lorge
(1944) list of the 1000 most frequent English words. Of
these, 45 were judged as mispronounced by the PSS and 175 by
the Echo II. An additional 500 words were taken from the

Beukelman, Yorkston, Poblete, and Naranjo’'s (1984) lexicon
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of words commonly employed by users of augmentative
communication devices. The PSS was judged to have
mispronounced 36 of these words while the Echo II was judged
to have mispronounced 55 of the items,

Greene, Logan and Pisoni (1986) summarized error rates
of segmental intelligibility for eight speech synthesis
systems from experiments conducted over the past seven years
(see Table 1.3) The subject criteria and procedures
remained the same for all the systems evaluated. Two of
these systems DECtalk and MITalk, already have been
discussed here. As with the previous studies, data were
reported for an open-set response format (open-set response
formats produced higher error rates than closed-set response
formats) .

These authors suggested a four level grouping of devices
on the basis of intelligibility: (1) natural speech, (2)
high-quality synthetic speech (DECtalk, Prose 3.0 and
MITalk), (3) Moderate-quality synthetic speech (Inovox
SA101, Berkely, and TSI proto-1), and (4) low-quality
synthetic speech (VOTRAX Type ‘N Talk and Echo). These
categories reflect the effectiveness of rules for text-to-
speech conversion used in each system.

More recently, Mirenda and Beukelman (1987) compared
five synthesized voices (Echo II+, VOTRAX Personal Speech
System, and DECtalk; "Perfect Paul", Beautiful Betty" and
“Kit the Kid") and a human speaker (female) using both

single word and word recognition in sentences. Speech
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Table 1.3. MRT Error Rates (%) overall and error rates for
consonants in initial and final positions.

Error Rate (%)
Voice Inital Final Overall
Natural Speech 0.59 0.56 0.53
DECtalk 1.8 Paul 1.56 4.94 3.25
DECtalk 1.8 Betty 3.39 7.89 5.72
MITalk -79 4.61 9.39 7.00
Pross 2000 V3.0 7.11 4.33 5.72
Infovox SA 101 10.00 15.00 12.50
Berkely 9.78 18.50 14.14
TSI-Protosype 1 10.78 24.72 17.75
VOTRAX Type’'n’Talk 32.56 22.33 27.56
Echo 35.56 35.56 35.56
(Greene, Logan, and Pisoni, p. 104, 1986)
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stimuli also were generated for the Echo II+ and VOTRAX
synthesizers using both standard English spelling and
phonetic coding. Stimuli were a pool of single words (600)
and sentences (1,100) selected randomly using the
Computerized Assessment of Intelligibility of Dysarthric
Speech (CAIDS: Yorkston, Beukelman, & Traynor,1984).

Twelve sentences and fifty words were used with each speech
source. The subjects consisted of five listeners from three
age groups; adult (ages 26 -40), older elementary children
(ages 10-12) and younger elementary children (6-8). Stimuli
were presented via a monaural speaker in a quiet room.
Recording procedures for the natural speaker, provisions for
tape equivalency between speech sources and presentation
levels were not reported. Subjects were asked to verbally
report what they heard and were given the option of a second
trial for each test item. The sentence materials were
presented first to all subjects as they were judged by the
experimenters to "require more listening effort" (p.122).

At the single word recognition level significant
differences were noted between speech sources, but no
differences were noted across age groups. The results also
indicated significant differences between speech source for
word recognition at the sentence level. In addition,
significant differences were seen as a function of age group
as well as age group-by-source interaction. The authors
indicate however, that the speech stimuli were originally

designed for an adult population and therefore the
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difference noted between age groups may reflect the overall
linguistic complexity of the sentences. The single-word
recognition scores proved to be lower than the sentence
scores for the synthesized sources, but not for the human
speech source. No differences were noted between stimuli
generated using English spelling and phonetic coding for
either synthesizer.

Listening Comprehension.

Connected discourse has been used as a part of an
overall approach to the assessment of speech synthesis
systems. The earliest study available for review which used
this approach in isolation was conducted by McHugh (1976)
using an early VOTRAX text-to-speech system operated at six
different stress settings. The stimuli consisted of
passages taken from standardized reading comprehension
tests. No differences in performance were noted among any
of the experimental conditions.

Hersch and Tartaglia (1983, as cited in Manous, Pisoni,
Dedina and Nusbaum, 1985) evaluated the effect of rate on
comprehension of speech produced by a prototype of the
DECtalk. Stimuli were short passages followed by a set of
multiple-choice questions. 1In this case, questions were
sald to measure both "literal and "inferential"
comprehension of the material. Subjects were allowed to
take notes if they desired. Comprehension was similar to
that seen for time-compressed speech (Fairbanks G., Guttman,

N., & Mirun, M.S.,1957) when synthetic speech was produced
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at slow or normal rates. Increases in rate, however,
resulted in decreases in comprehension.

Schwab, Nusbaum and Pisoni (1985) also used connected
discourse as a measure of listening comprehension in a study
of the effects of training . Instead of multiple choice
questions, a true/false format was used with several levels
of comprehension ranging from word recognition to
inferences. Findings revealed no differences between human
speech and that produced by the VOTRAX Type N’ Talk.

Another approach to assessing listening comprehension
has been the use of sentence transcription. Jenkins and
Franklin (1981, as cited in Pisoni, Manous, and Dedina,
1986) used two groups of subjects, one transcribe a passage
as it was presented sentence-by-sentence, and a second
required to await completion of the entire passage before
transcription. The speech sources used were a human control
and the VOTRAX text-to-speech system. The model of the
VOTRAX system was not reported. No significant differences
were noted between synthetic and human speech.

A sentence comprehension task was used by Manous,
Pisoni, Dedina, and Nusbaum (1985) to compare performance
with two human speakers and five speech synthesis devices.
The rationale for using this procedure is based on the
historical use of sentence verification procedures to assess
speech processing with human speakers. Reaction times have
been found to be slower when systematic changes were made in_

such variables as grammatical form (Gough, 1965,1966) and
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prosody (Larkey and Danly, 1983). The authors thecrized
the acoustic-phonetic properties of the speech and its
speech quality may affect the amount of time needed to
complete any stage involved in the comprehension process"
(Manous, Pisoni, Dedina and Nusbaum 1985, p. 38).

Subjects were asked to identify three-and six-word
sentences as true or false through the use of a key board
and then to transcribe the sentence they heard. Data were
obtained for response latency, sentence verification
accuracy and accuracy of sentence transcription. The speech
sources differed significantly for all three dependent
measures. A grouping of sources into three categories was
noted. These were labeled (1) natural speech (2) high-
quality synthetic speech and (3) moderate- to low-quality
synthetic speech. This experimental procedure appears more
sensitive than other methods employing connected discourse
and multiple-choice questions.

This same paradigm was used to measure the comprehension
of sentences presented via digitally encoded speech (Pisoni
and Dedina, 1986). Three different methods were used to
generate the speech: (1) 2.4 kbps linear predictive coding
(LPC) , (2) 9.6 kbps time-domain, harmonic scaling-subband
coding (TDHS/SBC), and (3) 16 kbps continuously variable
slope delta modulation (CVSD). Statistically significant
differences were found in performance for all three
dependent variables measured between the highest (CVSD) and

the lowest (LPC) ranked vocoders.



sedira (1
ezaally o
tredictal

$im

final wer
© cemple
senterces
Sentences
:Z&HSCrip!
Zens yle ;
::&F.Scrip:

Laza
::af.sr:ri-\.

-w
Y

legnama 3

SYvaSe



30

A third study employing sentence verification as a
measure of listening comprehension explored the effects of
semantic predictability on performance. Pisoni, Manous and
Dedina (1986) constructed a set of 80 sentences composed
equally of true and false items (40 each) and high- and low-
predictability (40 each) items. The predictability of the
final word was determined by the number of times it was used
to complete a sentence. A pool of 200 potential stimulus
sentences was used to generate the frequency data. All
sentences were controlled for intelligibility by a sentence
transcription task using the DECtalk as speech source.

Items ultimately retained for study produced no
transcription errors.

Data were collected for the three dependent variables of
transcription accuracy, sentence verification accuracy, and
response latency. As expected, no differences were noted
between the human and synthesized voice for transcription
accuracy. The only factor to reach significance in sentence
verification accuracy was high- versus low- predictability.
Significant differences were noted between speech sources
for response verification latency but not for response
verification accuracy. In addition, a marked difference in
scores was seen for the high- versus low- predictability
sentences. Further analysis failed to reveal an
interaction between voice and predictability. The authors
suggested that this provides evidence against the theory

that differences among speech synthesizers are solely the of
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result segmental intelligibility. Some aspect of the
acoustic-phonetic input to the listener interferes with
processing meaning as opposed to perception of the sentence.
This speculation is further supported by Slowiaczek and
Pisoni (1982) response times for a lexical naming task
between human and synthesized (MITalk) speech sources.
Differences between the speech sources remained the same
following training in the task over several days. Taken
together, these studies indicate that verification response
latency is a sensitive measure for comparison of speech
synthesis systems.
sSummary

Many high-quality speech synthesis systems produce very
low error rates. For example, overall error rates on the
MRT were between 3.25 and 7% for the top four systems (Table
1.3). Differences among several synthesizers were as small
as 2%. This ceiling effect for natural speech and high-
quality synthesizers makes meaningful comparison difficult.

Those studies that employed listening comprehension
measures using passages and traditional post-testing failed
to demonstrate significant differences among speech sources.
These measures do not appear sensitive enough to be useful
in comparing speech synthesizers. However, several
attributes of test materials increase task difficulty, hence
sensitivity to speech source effects. These attributes
include (1) open-set response format (Pisoni and Koen, 1981;

Greene, Logan, and Pisoni,1986), (2) anomalous sentences
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(Pisoni and Hunnicut, 1980; Greene, Manous, and Pisoni,
1984), (3) the presence of noise (Pisoni and Koen, 1981) and
(4) inclusion of high- and low-probability items (Pisoni,
Manous and Dedina, 1986). In addition, sentence
verification accuracy and sentence verification response
latency seem to be response formats particularly sensitive
to difference among systems (Slowiaczek, and Pisoni, 1982;
Manous, Pisoni, Dedina, and Nusbaum, 1985; Pisoni and
Dedini, 1986; Pisoni, Manous and Dedina, 1986).

Speech Quality

Introduction

Speech quality can be described as the overall

“goodness" or naturalness of speech produced processed or
received by an element in a communication system. Some
factors have been shown to contribute to the perception of
speech quality such as intelligibility (Weldele and Millin,
1975) ; many other attributes have yet to be defined. It can
be postulated, however, that each component of speech
production contributes in varying degrees to perceived
quality. The components and their possible contributions
include (1) respiration (via alterations in intensity), (2)
phonation (via alterations in fundamental frequency), (3)
articulation (via precision of phoneme production), (4)
resonance (via changes in oral/nasal coupling), and (5)
rate. Thus, speech quality represents more than the
individual contributions of speech production, word-

recognition, intelligibility, discrimination or prosody: is
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the total impact of these (and other perhaps undefined
attributes) of the speech source which combine to make it
unique. In the past, mathematical models used to generate
these characteristics in synthesized speech have been
limited in their ability recreate this richness by the
availability of computer memory and by knowledge of
contributing factors. However, speech quality measurements
may present a more precise method for differentiating among
both synthesized and human speech sources than word
recognition or comprehension measurements.
Review of the Literature

Syllables

It has been theorized that the distinct quality of
synthetic speech may act to alert the listener to its
presence and thus facilitate detection and/or reception
(Simpson and Williams, 1980). In order to investigate the
role of voice distinctiveness and phonetic discriminability
Nusbaum, Greenspan and Pisoni (1986) presented CV syllables
via earphones to subjects in the presence of natural and
synthetic voice distractors. Levels and mode (monaural,
diotic, dichotic) of presentation were not reported.
Subjects were asked to identify a target syllable spoken by
the test talker from a series of 20 presented by either a
natural or synthetic talkers. If the quality of speech acts
as an altering mechanism, the percent of the syllables
correctly identified should be higher when the target has a

more unique character. The results indicated lower
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recognition performance for both speech synthesizers
(DECtalk and VOTRAX Type ‘N Talk) compared to the human
talker on the basis of all three performance measures
(percent correct, response time and false alarm rate).
These differences occurred regardless of whether the
distracting voices were the same, different or mixed in
relation to the target voice. The authors concluded that
the distinctiveness of the voice is less critical to target
detection than intelligibility of the speech.
Sentences and Connected Discourse

It has been suggested that traditional word-recognition
tests fall to provide an adequate representation of the
ability to understand speech in normal listening situations
(Chial and Hayes, 1974; Oyer and Frankman, 1975;
Berger,1978) . These tests often lack the accuracy and
precision required to demonstrate significant differences
among signal sources, transmission systems, or listeners.
This suggests that the complex interactions among
intelligibility, prosody, message content and the listener’s
knowledge of the language cannot be evaluated using
abbreviated stimulus sets and paradigms.

The IEEE Audio and Electroacoustics Group Subcommittee
on Subjective Measurements reviewed a variety of procedures
for making speech quality measurements with the intent of
discovering those which had been successful and which could
be used with a variety of signals. (IEEE,1969) Three

methods were recommended: (1) the Category-Judgement
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Method, (2) the Relative Preference Method, and (3) the
Isopreference Method.

The Category-Judgement Method requires subjects to
listen to a standard speech sample and then compare other
signal (s) of interest to this standard. Their impressions
are categorized according to the adjectives Unsatisfactory,
Poor, Fair, Good, and Excellent. The result is a mean
score for the signal based on the total number of judgements
in each category. The main difficulty with this method
appears to be excessive sensitivity to the content of the
speech material used (IEEE,1969).

The Relative-Preference Method places the signal of
interest along an arbitrary rating scale based upon how
often the signal is preferred in comparison to all other
signals. The continuum along which the signal is placed is
defined by the selected reference signals; therefore, the
degree of degradation used with the reference is of utmost
importance (IEEE,1969).

The Isopreference Method (ISM) was originally proposed
by Muson and Karlin (1962) and later simplified by Rothauser
(1968) . A test signal (speech) is presented as a forced
choice comparison to a reference signal (also speech)
subjected to different degrees of degradation via the
addition of noise. Noise level is varied until the
preference votes of a listening group are equally divided

between test and reference signals. Thus, the signal-to-
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noise ratio of the reference signal becomes the preference
score for test signal.

An alternative to paired-comparison techniques is
quality magnitude estimation. The subject is asked to
assign a numerical value to test stimuli. This can be done
with (e.g., Chial and Daniel, 1977) or without (e.g.,
Lawson, 1980) a selected reference signal.

Variations of the Relative-Preference method have been
used to differentiate among speech synthesis systems. Nye,
Ingemann, and Donald (1975, as cited in Logan and Pisoni ,
1986) presented subjects with pairs of short passages
generated by several different algorithms. Subjects were
asked to state a preference for one of the speech sources.
When compared to data obtained from a test of listening
comprehension based on the passages, the results revealed
listeners tended to prefer the algorithms which generated
the highest listening comprehension scores.

McHugh (1976) also obtained data on listener preference
as it related to performance on a test of listening
comprehension. Six different "inflection levels" of the
VOTRAX VS 6.0 were used as speech sources. Twelve sentences
were recorded for each source and presented in random order.
Method of presentation was not reported. Subjects were
required to listen to each sentence and rate the "goodness"
of the sample on a seven point scale anchored with "good"
and "bad". Results revealed wide variations in how the

subjects used the scale. A tendency to cluster at the high
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middle or low end of the scale was noted. Therefore, in
order to combine the data it was necessary to rank order the
preferences for each subject by obtaining a mean preference
score on the speech source for all twelve sentences. Mean
rank was then computed for all subjects. A comparison with
results obtained on the test of listening comprehension
revealed order of preference was similar to rankings based
on listening comprehension performance.

Logan and Pisoni (1986) conducted two experiments
designed to evaluate listeners’ preferences using a paired-
comparison paradigm. Stimuli used in one experiment were
the Harvard Psychoacoustic sentences. Three speech sources
were used, the DECtalk 2.0 (voice type not reported), Prose
2000 V3, and MITalk-79. Sentences were presented under
earphones at an SPL of 80 dB in the presence of 50 dB of
white noise. Following presentation of the same sentence by
two speech sources, subjects were asked to select which
voice was most natural sounding "A" or "B". Data were
collected for pair-wise preference, response latency for the
preference choice, and confidence rating for the preference
decision. All differences in preference were found to be
significant with the exception of the Prose/MITalk
combination. Logan and Pisoni state that in all cases the
most intelligible voices were also the most preferred in the
pair. Confidence in rating was also statistically
significant and found to correspond to rankings by

intelligibility.
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In a second experiment the same procedures were

employed; however, the Phoneme Specific Sentences were used

as stimuli. In addition, the Infovox was substituted for
the MITalk as one of the speech sources. A similar pattern
was noted among speech sources for pair-wise preference.
addition, the same association between preference and
intelligibility ranking was seen.

A different approach was used by Nusbaum, Schwab, and
Pisoni (1984, as cited in Logan and Pisoni, 1986). A
questionnaire was used to determine subjects’ subjective
preferences for speech generated by the MITalk and the
VOTRAX Type ‘N Talk. The questionnaire required subjects
make forced-choice judgements between pairs of adjectives
(e.g., gentle/harsh, halting/fluent, hard/easy). The
synthesizers tended to be rated as having speech that was
more harsh, rough and course than natural speech. It is

noted, however, that the preselected adjectives may have

In

to

biased the subjects’ responses. Further, the data provided

little information about the attributes used to make these

judgments.
Summary
A variety of methods have been used to measure the
quality of synthesized speech including questionnaires
(Nusbaum, Schwab, and Pisoni, 1984), phoneme recognition
(Nusbaum Greenspan, and Pisoni, 1986), scaling (McHugh,
1976) and forced choice pair-wise comparisons (Logan and

Pisoni, 1986). A persistent problem in the investigation
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speech quality is the definition of the concepts under
scrutiny and the operationalization of those concepts so as
to obtain results which are quantifiable, repeatable,
precise and accurate. Researcher have demonstrated an
association between intelligibility and quality (e.g., Logan
and Pisoni, 1986), however, a high degree of naturalness
does not necessarily mean the the speaker will be
intelligible (Nixon, Anderson and Moore, 1985 as cited in
Klatt, 1987).

Evaluation of Receiver Performance in Complex Tasks

Introduction

Most studies of synthesized speech involve only short
term recall or repetition of stimuli. A plausible next step
in evaluation of synthesized speech is to devise a task
which requires a variety of skills and offers different
levels of complexity. There is a “need to develop new
measures of sentence comprehension that can be used to study
speech communication at processing levels above and beyond
those indexed through transcription tasks and forced-choice
intelligibility tests" (Pisoni, Manous and Dedina, p. 20,
1986) .

A distinguishing characteristic of human conversation is
feedback between receiver and sender. The nature, extent
and role of such feedback varies with the purpose and
formality of the communication paradigm. In some
situations, feedback signals sent from receiver to sender

acknowledge receipt of a signal or message (or of the
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receiver’s confidence about what was received). Such
acknowledgment may invite additional communication from the
sender or signal turn-taking in conversation. In other
cases, feedback may be used to verify a receiver'’'s
hypothesis about a signal or message originating with a
sender. Here verification of portions of signal or message
may enhance the accuracy of information transfer. In still
other cases, feedback from a receiver may convey to the
sender the idea that a signal was not received or that a
message was not understood. Such information may be used by
the sender to modify either the signal or message (or both)
to optimize information exchange. Modifications that
respond to particular characteristics of the communication
system (sender, channel, receiver) may be thought as
adaptive.

When a receiver uses feedback to minimize known or
suspected errors in communication, the result is that of
correcting or repairing flawed information exchange. Thus,
corrective feedback can be thought of as "communication
repair® behavior, This seems to be a natural event among
humans and may influence perceptions of naturalness of man-
machine interaction, if not also of synthesized speech.

Human Interaction

Early research in human communication demonstrated that
different amounts of feedback increase accuracy of
performance (Leavitt and Mueller, 1951; Rosenberg and Hall,

1958) . Leavitt and Mueller (1951) designed two experiments
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with the purpose of determining the effects of the presence
or absence of feedback on such variables as accuracy,
confidence level of the subjects and time to completion of
the task. Classroom instructors were asked to describe
different groupings of geometric shapes. In a first
experiment, the students were asked to recreate the
geometric patterns from oral descriptions. Four different
feedback conditions were employed: 1) Zero feedback (no
visual or verbal), 2) Visible audience (no verbal), 3)
Yes/no student responses (visual and limited verbal), and 4)
Free feedback (unlimited visual and verbal). Results
revealed consistent increases in accuracy and in subjects’
(both students’ and instructors<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>