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ABSTRACT

SEPARATION OF LIGHT DISPERSIONS
IN LONG HYDROCYCLONES

By

Robert Dvorak

Recent studies suggest that a double-cone hydrocyclone is more
suited to the separation of dilute light dispersions than a shorter
single-cone design. To explore further the capabilities of the single-
cone design, a comparison of the separation performance of the two hydro-

cyclones at the same length was undertaken.

Flow visualization tests (at low overflow ratios) for both hydrocy-
clones revealed dynamic instabilities in the reverse flow vortex. Tran-
sitions from a stable reverse flow vortex to a through flow vortex were

observed over periods as short as ten seconds and as long as twenty min-

utes.

When separating a dispersion with a small density difference
(.025 g/cm3), the double-cone design achieved a higher underflow purity.
However, by fitting model parameters using this efficiency data, theoret-
ical calculations suggest comparable efficiencies for the two designs

when separating a suspension with a density difference typical of oil-

water dispersions (0.1 g/cm3).
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CHAPTER 1

INTRODUCTION

1.1. Motivation

The recent application of a class of long hydrocyclones to the
separation of oil-water dispersions on offshore platforms has renewed
an interest in the hydrocyclone as a liquid-liquid separator. The
double-cone hydrocyclone design used in this application is based on the
work of Colman [1981] at the University of Southampton. The design was
able to achieve separation efficiencies of approximately 90% for
crude oil-water mixtures, having a dispersed phase density of about
0.9 g/cm® and a mean drop size of 30 - 40 microns. Unfortunately, this
hydrocyclone design can only meet current coastal effluent standards
( < 48 ppm) for feed concentrations less than 500 ppm. To improve the
capability of long hydrocyclones to separate these dispersions, the

underlying separation phenomena must be understood better.

Figure 1.1a shows a schematic of the Colman-Thew double cone hydro-
cyclone (CT-cyclone) as used by Hayes et al. [1985] and Meldrum [1987] in
field testing of this concept. The design is determined by the specifi-
cation of eight geometric scales: Dr/Dc, Du/Dc, Do/Dc, D/Dc, Lc/Dc,

L/Dc, a, and B. The lengths La, Ls, and Ly, as well as the volume of
the hydrocyclone (Va), follow by specifying the above parameters and the

major diameter of the hydrocyclone Dc. The design features a tangential
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inlet into a cylindrical swirl chamber, two conical sections, and a long
tube leading to the underflow orifice. The majority of the experimental
and operational test results are reported for hydrocyclones of diameter

Dc = 30 and 60 mm.

Colman and Thew have incorrectly argued that the CT-cyclone is
significantly different from hydrocyclones for heavy dispersion separa-
tions (see Colman et al., 1984 ). There are many similarities in the
geometric scales of the CT-cyclone and "conventional" hydrocyclone de-
signs for solid-liquid separation. The cylindrical "swirl chamber" and
large taper angle section of the CT-cyclone are nearly identical to con-
ventional design scales used by Rietema [1961] and others in hydrocy-
clones for solid-liquid separation. The length of the swirl chamber
falls within the range specified by Bradley (see p.116, 1965) for solid-
liquid separations: 2/3 < Lc/Dc € 2 . Also, the use of a 10° taper
angle is common in the design of hydrocyclones employed for heavy dis-

persion separations (see p.96 Bradley, 1965).

Colman [1981] used twin inlets to symmetrically introduce the feed
but this feature was not used in practice by either Hayes et al. [1985]
or Meldrum [1987], both of whom used a single inlet design. A feed dia-
meter ratio Dr/Dc = 0.25 for the single inlet design results when the
cross sectional areas of the twin inlet and single inlet designs are
equated. This is nearly identical to the optimal feed diameter ratio

found by Rietema [1961] for heavy dispersion hydrocyclones (Df/Dcz 0.28).

In heavy dispersion hydrocyclones the overflow orifice is larger

than the underflow orifice because the majority of the fluid exits at the



overflow, while the solids leave through the smaller underflow orifice.
For light dispersion separations this situation is reversed and most of
the heavy phase exits through the underflow orifice (see Figure 71b,
p.181 Bradley, 1965). For the CT-cyclone, about 90% of the feed flow
rate leaves via the larger underflow orifice; the dispersion enriched
stream leaves through the overflow orifice. The overflow stream is not
collected by a protruding vortex finder as commonly used in heavy dis-
persion hydrocyclones because loss of the dispersion directly to the
overflow is not detrimental to the separation efficiency; however, the
absence of a vortex finder may affect the stability of the reverse flow

vortex (see Chapter 5).

The use of long hydrocyclones for light dispersions was employed by
Regehr [1962] more than fifteen years before the development of the CT-
cyclone. The large length to diameter ratio is needed to increase drop-
let residence times to offset the relatively low centrifugal forces asso-
ciated with low inlet velocities. High inlet velocities ( 2 8 m/s) used
in the generation of large centrifugal forces tend to cause drop breakup

in liquid-liquid systems (see Bohnet, 1969).

The novelty of the CT-cyclone appears to be in the use of a very
fine taper angle to maintain the stability of the reverse flow vortex
by conserving angular momentum over the long axial length. Colman (see
Figure 18, 1981) studied the effect of the taper angle B on the separa-
tion performance of the CT-cyclone. The separation efficiency increased
by 8% as B was decreased from 10° to 40'. Colman concluded that the
finest taper angle resulted in the best separation; however, the overall

length to diameter ratio was not fixed in these studies. It is unclear



whether the differences in performances can be attributed to a natural
increase in the separation length as P decreases or, as conjectured by
Colman, to a more favorable hydrodynamic environment for the fine taper
design. Hence, Colman's work has not conclusively shown the CT-cyclone
to be an improved separator compared with a more conventional single-

cone design.

1.2. Objectives

Figure 1.1b shows the set of hydrocyclone designs consistent with
design scales 1 - 6 in Figure 1.1a. The effect of the taper angles a
and B on the separation performance can be determined by exploring the
region inside the hatched boundaries. The left boundary represents a
single cone hydrocyclone with a taper of 1° (i.e., a = 1°, Lg = 0) ex-
tending all the way from the cylindrical section to the underflow ori-
fice. The upper boundary represents a zero length fine taper section
(Ls = 0) with a sudden contraction of 90° between the upper swirl cham-
ber and the cylindrical underflow section. The right boundary represents
a class of cyclones having a sudden 2:1 contraction in the large taper
section. Various combinations of a and p are indicated by the lower
boundary for which the cylindrical underflow section has a zero length.
Hydrocyclones of constant volume are represented by a family of curves,
two of which have been shown by the dashed line curves in Figure 1.1b.
The CT-cyclone, represented by the point CT on the diagram, lies on a

curve of constant volume for which Va/Dc3 = 3.

Due to the limited scope of this research, only a small subset of
the possible designs shown in Figure 1.1b will be explored. Besides the

CT-cyclone, two other designs will be considered. Both are single-cone



hydrocyclones, denoted as SCI and SCII (SC for single cone). Figure
1.1a shows the geometric scales for these single-cone designs. The
SCI-cyclone has the same upper body section as the CT-cyclone, but the
large taper angle (a = 10°) continues all the way to the underflow dia-
meter Du. This results in a long cylindrical section leading to the
underflow orifice and essentially replaces the fine taper section of the
CT-cyclone. The SCII-design (a = B = 5.24°) was chosen because it has
the same volume and, thereby, the same mean residence time (Va/Qr) as

the CT-cyclone, where Qr denotes the feed volumetric flow rate.

Based on the foregoing discussion, the specific objectives of this

study were identified as follows:

(1) Formulate a mathematical model describing the separation of light
dispersed particles in long hydrocyclones. Using hydrodynamic param-
eters based on available data, calculate the efficiencies of different
hydrocyclone designs.

(2) Study the effect of geometry (taper angles) on separation effi-
ciency by experimentally determining the performances of a convention-

al single-cone hydrocyclone and the CT-cyclone.

A model for the separation of light dispersions is used to develop
a relation between the observed underflow purity and a theoretically cal-
culated centrifugal efficiency in Section 2.2. The model uses material
balances and the concept of short circuit flows to link these two quan-
tities. In order to calculate the centrifugal efficiency, a particle
trajectory model is formulated in Chapters 3 and 4 by using specific

approximations for particle-fluid interaction and fluid velocity



components in light dispersion hydrocyclones. Parameters which arise in
the theory will be estimated by using available data for both light and

heavy dispersion hydrocyclones. The separation performances of the CT-

cyclone and a single-cone hydrocyclone are experimentally determined

in Chapter 5 and are used to evaluate the particle trajectory model.

The underflow purity results for the two designs are extrapolated to the
separation of a typical oil-water dispersion using the particle trajec-

tory model and are consistent with data presented by Colman (see Fig-

ure 18 of Colman, 1981).

1.3. Background

The hydrocyclone is a device that uses a centrifugal force field
generated by the rotational motion of a liquid to separate materials
having different properties. These properties include density, shape,
size, and even magnetic field strength. The hydrocylone has also been

proposed for use in the dual role of reactor and separator.

1.3.1. General design features

In Figure 1.2a the basic features and operation of a reverse flow
hydrocyclone are shown. There are three orifices, one for each stream.
The fluid enters the hydrocyclone through a tangential feed tube in the
upper section and forms an outer vortex directed toward the underflow
orifice. The swirl intensity increases as the hydrocyclone walls con-
verge and fluid angular momentum is "conserved". When fluid is dis-
charged directly to the atmosphere, the low pressures on the hydrocyclone
axis may cause an air core to form. Back pressure at the underflow
and/or overflow orifice can be used to eliminate the formation of an air

core.
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At a point near the underflow orifice, a portion of the outer vor-
tex reverses direction. An inner vortex is formed and flows along the
hydrocyclone axis towards the overflow orifice. The swirl of the inner
vortex is in the same tangential direction as the outer vortex. In gen-
eral, a tube called the vortex finder projects down through the end wall
into the hydrocyclone body to collect the inner vortex as it flows
toward the overflow orifice. In some applications this vortex finder is

omitted.

Figure 1.2b depicts the presence of secondary flows in the hydro-
cyclone. A portion of the feed flow will "short circuit" across the end
wall towards the vortex finder due to a pressure gradient induced by the
tangential flow. This flow continues along the vortex finder to exit in
the overflow stream. Likewise, a short circuit flow can exist along the
side walls that proceeds directly to the underflow orifice without exper-
iencing centrifugal separation forces. A recirculation eddy, commonly
referred to as the "mantle", exists in the upper section and prevents

inward radial flow across its boundaries.

The values of the centrifugal acceleration may range from 25 to
5000 times the acceleration due to gravity. This acceleration causes
heavy dispersed phase particles to experience a centrifugal ("fleeing
the center") force. These particles (or droplets in the case of liquid-
liquid systems) tend to migrate to the hydrocyclone walls where they
are caught in a downward moving flow toward the underflow orifice. The
swirling flow causes particles lighter than the continuous phase to ex-
perience a centripetal force ("toward the center"). These particles

tend to migrate toward the reverse flow vortex.
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1.3.2. Light dispersion separations in hydrocyclones

By far, most industrial applications of hydrocyclones to date have
been in heavy dispersion separations. In these applications the hydro-
cyclone has been used as a thickener, classifier, or a washer. Many
theoretical and experimental studies have been undertaken to explain the
operation and flow phenomena in such hydrocyclones. Early studies by
Kelsall [1952] and Bradley and Pulling [1959] describe the basic flow
patterns present. Rietema [1961] provided a basis for selecting design
features to optimize separation efficiency. The "optimal" hydrocyclone
for solid-liquid separations included specifying the length to diameter
ratio at L/Dc = 5 and the feed diameter ratio Df/Dc = 0.28. An excel-
lent review of these and other analyses can be found in Bradley ([1965]

as well as Svarovsky [1984].

The hydrocyclone has also been used as a degasser and a mass
transfer device. As a liquid-liquid separator, hydrocyclones have not
been widely used. Most applications of hydrocyclones in the separation
of light dispersions have been concerned with liquid-liquid systems.
Tepe and Woods [1943] reported the first known application in this area,
attempting to separate water-alcohol mixtures in a 10 mm diameter hydro-
cyclone. Very low separation efficiencies on the order of 10% were
reported for alcohol feed fractions of about 50% by weight. Hitchon
(1959] used a similar hydrocyclone to separate kerosene-water mixtures
and found that it was possible to obtain one component in pure form.
Either the water could be obtained pure at the underflow for high over-
flow split ratios, or kerosene could be obtained pure at the overflow

for low overflow split ratios. However, very high feed fractions of
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the dispersed phase were used (= 50%), and a pure product in this sense

probably contained some small impurities.

Simkin and Olney [1956] conducted separation studies for a white
oil-water system in a 95 mm diameter hydrocyclone and obtained results
similar to those of Hitchon. They concluded that phase separation
efficiency was critically dependent on dispersed phase drop size and
that poor separation resulted from moderate mixing intensities at the
feed inlet. Phase separation was found to be principally a function
of operating conditions and not of hydrocyclone geometry. Again, high

dispersed phase feed concentrations were used.

Regehr [1962] conducted the first studies of light dispersion
separations using solid.particles dispersed in water as a model for the
liquid-liquid system. In this manner, the dispersed phase size distri-
bution would remain fixed and the effects of hydrocyclone geometry and
operating variables could be studied. The designs studied appear to be
the original attempts at using long hydrocyclones (length to diameter
ratio 2 10) for this application. Both reverse-flow and through-flow
designs were investigated. In his study, Regehr used the underflow

purity,
E' = 1 - yu/yr , (1-1)

as a measure of separation efficiency. In Eq.(1-1), yv and yr are vol-

ume fractions of dispersed phase in the underflow and feed streams, res-
pectively. This measure reflects the ability of the separator to remove
the dispersed phase from the underflow. An efficiency of 100% is reflec-

ted by the underflow containing no dispersed phase, while an efficiency
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of 0% represents the feed stream being split into streams of equal com-
position. Regehr found that for all hydrocyclone designs tested, the
underflow purity tended to reach an asymptotic value of less than 100%

as either separation length or feed velocity approached large values
(L/Dc 2 10 or feed velocity ur 2 8 m/s). This result was independent

of the particle size distribution or particle-fluid density differential
and indicated the presence of an inefficiency common to all the designs
studied. The asymptotic value of E' as total separation length increased
was interpreted by Regehr as a decay of angular momentum at the down-

stream end of the hydrocyclones.

Kimber and Thew [1974] conducted separation studies of oil-water
mixtures in a hydrocyclone design used by Regehr [1962]. These studies
were prompted by environmental concerns, and were continued by Colman
[1981]). Colman conducted a series of experiments in an attempt to op-
timize the design of long hydrocyclones to separate very dilute mixtures
of light dispersed particles. Using a combination of flow visualization,
separation tests, particle size determinations, and velocity profile
measurements, Colman arrived at an improved double-cone hydrocyclone
design for light dispersion separations. The general behavior of the
underflow purity E' as a function of inlet velocity for the CT-cyclone
is shown in Figure 1.3a. The asymptotic behavior of E' is observed for
both the solid-liquid studies of Regehr [1962] and Colman [1981] as well
as the liquid-liquid studies of Colman and Thew [1983]. The underflow
purity rises with increasing ur but at a decreasing rate, up to the
value of ur where E' becomes asymptotic. Since this behavior exists

for both solid-liquid and liquid-liquid systems, droplet breakup is not
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Figure 1.3. Asymptotic behavior of the underflow purity in the CT-
cyclone.
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likely to be the cause. Meldrum ([1987] presented data for the CT-cyclone
which differed from the other researchers. The underflow purity exhib-
ited a very sharp drop-off at both low and high values of ur with a
constant value in between. Meldrum attributed the drop off at low inlet
velocities to insufficient centrifugal forces available for separation.
The decrease in E' at high inlet velocities was attributed to insuffi-
cient pressure drop across the overflow orifice. The "plateau" value of
E' in these tests (from 90-95%) suggests the presence of a limiting fac-
tor such as the loss of dispersion directly to the underflow in a side-

wall boundary layer.

An interesting aspect in the performance of the CT-cyclone is the
relatively sharp drop in the underflow purity as the overflow ratio
Qo/Qr decreases through a critical value. The symbols Qr and Qo
represent, respectively, the volumetric flow rates of the feed and over-
flow streams. This behavior is illustrated by Figure 1.3b which shows
that E' plunges quickly to zero as Qo/Qr decreases below .05. Colman
(see p.29, 1981) attributed this phenomenon to instabilities in the re-
verse flow vortex as it approaches the overflow orifice. The reverse
flov vortex (marked by light dispersed particles) was reported to break
up as it traveled toward the overflow outlet and to remix with the incom-
ing feed flow. This type of phenomenon was not observed in this study.
Instead a sudden flow reversal of the vortex core toward the apex occur-

red for low overflow ratios (see Section 5.4.1).



CHAPTER 2

SEPARATION EFFICIENCY
The efficiency of the CT-cyclone for separating light dispersions
reaches asymptotic values less than unity even for large feed velocities
(see Figure 1.3a). 1In this chapter a model for this phenomenon is rela-
ted to the short circuit flows within the separation process. However,
before this concept is developed, some performance measures will be

discussed.

2.1. Performance Measures for Two Component Separations

The following discussion is limited to mixtures of two immiscible
components for which the density of the mixture can be expressed as a
linear combination of the component densities. Particles (or droplets)
of the dispersed phase are assumed to have a distribution of sizes. The
separation process is assumed to be at steady state, with no agglomera-
tion or breakup of dispersed phase particles occurring in the hydrocy-
clone. Figure 2.1 defines the basic physical variables related by mater-

ial balances.

The overall material balance can be written as a balance equation

for the total volumetric flow rates using the above assumptions

Q + Qu. (2-1)

Qr

15
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Qo, Yo, Fo(x)

[

QG —

yr, Fr(x)
F = feed
U = underflow
0 = overflow
QUI Yu, FU (X)
Qr, Qu, and Qo are total volumetric flow rates
yf, Yu, and yo are volume fractions of the dispersed phase
Fr (x), Fu(x), and Fo (x) are cumulative size distributions for the
dispersed phase; x represents particle

diameter

Figure 2.1. Schematic for the separation of a two component mixture.
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Similarly, a material balance for the dispersed phase can be written as

QF ¥F = Qoyo + Quyv . (2-2)

For dispersed particles in the differential size range dx, the following

component equation applies
QryrdFF = QoyodFo + QuyuvdFu. (2-3)

The term yrdFr represents the volume fraction of dispersed phase parti-
cles of size x in the feed stream and Fr (x) represents the cumulative
size distribution. Fo(x) and Fu (Xx) are analogous to Fr (x) for the over-
flow and underflow streams, respectively.

The derivative of the cumulative size distribution F(x) is the

density distribution

fx) = I 0<x Sw. (2-4)

dx

The density distribution has an infinite value when the dispersion con-
tains particles of a single size only. A specific example for fr(x) em-
ployed in this study is given in Appendix B.4. By definition, F(x) and

f(x) satisfy the following integral property

J1 dF = [ f (x)dx 1. (2-5)
0 0

A grade efficiency G(x) can be defined by
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THE VOLUME FLOW RATE OF DISPERSED PHASE
PARTICLES OF SIZE X REPORTING TO THE OVERFLOW
G(x) = . (2-6)
THE VOLUME FLOW RATE OF DISPERSED PHASE
PARTICLES OF SIZE X IN THE FEED

Eq.(2-6) can be interpreted as the "recovery" of dispersed phase particles

of size x in the overflow. Note that Eq.(2-6) can also be written as
G(x)QryrdFr =  QoyodFo . (2-7)

For very "small" particles, the separation effect due to the centrifugal
force is negligible and the concentration of very fine particles in the
feed stream and in the overflow stream are equal,

lim (yrdFr) = 1lim (yodFo) . (2-8)
X =0 x=»0

Eqgs. (2-7) and (2-8) can be combined to give

lim G(x) = Qo/Qr ® So . (2-9)
x—0
On the other hand, for "large" particles, the separation effect due to
the centrifugal force is large and all of the large particles subjected
to the centrifugal action will have enough time to migrate to the over-

flow, giving

lim (QryrdFr) lim (QoyodFo) . (2-10)
X—pn Xomtp 00

Eqs. (2-7) and (2-10) can be combined to give

lin G(x)
X

n
-

(2-11)
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provided all of the feed stream is subjected to the centrifugal field

(i.e., no short-circuit flows exist).

If the mass densities of the dispersed phase and the continuous phase
are equal, then no separation occurs. In this case the concentration of
the dispersed phase for any particle size equals the concentration of

the feed streanm,

lim (yrdFF) = 1lim  (yodFo) , (2-12)

fc {0 fc—vfb
where fc and {o are the mass densities of the continuous and dispersed

phases, respectively. Therefore, it follows directly from Eq. (2-7) that

lim G(x) = So . (2-13)

oo o
Thus, the overflow ratio So provides a lower bound on the grade effi-

ciency for either small particles or for neutrally buoyant dispersions.

Integrating Eq.(2-7) over all particle sizes yields

E = J G(x)fr (x)dx , (2-14)
0

where the total efficiency E, or total recovery, of the light dispersed

phase is defined by

E =a QYo (2-15)
Qryr

Because yo 2 yr and Qoyo < Qryr, it follows directly from Eq.(2-15) that
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So SE<1. (2-16)

For light dispersions it is also possible to define a grade purity

G'(x) as follows
G'(x)yrdFr = ( yrdFfr - yvdFu) . (2-17)

Physically, G'(x) is a measure of the separator's ability to remove a
specific particle size of the dispersed phase from the underflow stream.
When G'(x) = 1, the underflow contains no dispersed phase particles of
size x. When G'(x) = 0, the concentration of dispersed phase of size x

in the underflow equals the feed concentration of size x. Thus
0 < G'(x) < 1. (2-18)

Integrating Eq.(2-17) over all particle sizes yields

E' = J G'(x)fr (x)dx , (2-19)
0

vhere the total underflow purity relative to the feed stream is defined

by
E' = (ye - yu)/yr . (2-20)

When E' = 1, the underflow contains no dispersion. On the other hand,

vhen E' = 0, the underflow and feed compositions are equal.

The grade recovery G(x) and the grade purity G'(x) can be re-

lated by combining Eqs.(2-3), (2-7), and (2-17). This gives
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G'(x) = (X} - So (2-21)

1 - So

Analogously, the total recovery E and the total purity E' can be related

by combining Eqs.(2-2), (2-9), and (2-20) with the result that

g = B = So (2-22)
1

- So

2.2. A Model for Light Dispersion Separation

Many factors affect the separation process in hydrocyclones. One
of the factors, which is not unique to hydrocyclone equipment, is the
possibility of short-circuit flow directly to the outlets. This factor
plays a key role in the model for separation shown in Figure 2.2 which
illustrates the conceptual framework of the model. The feed, character-
ized by Qr, yr, and Fr(x), is split into three streams. An end-wall
boundary flow Qew short circuits directly to the overflow, remaining at
feed conditions. A side-wall boundary flow Qsw short circuits directly
to the underflow, also remaining at feed conditions. These short circuit
flows are assumed to remain in relatively low centrifugal fields, with
no classification/clarification taking place. The remainder of the flow,
QF - Qew - Qsw, enters the outer vortex and is subjected to the centrif-
ugal force field. A portion of this flow reverses direction near the
underflow orifice at a volumetric flow rate Qv, composition yu*, and
particle size distribution Fuy* (x). During the reversal, dispersed phase
particles are assumed to remain entrained in the fluid. Additional

particles are collected by the inner vortex from the outer vortex due to
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End-Wall Qo, Yo, Fo(x)

Short Circuit
Flow Qrw ~lw
Qr (yr, Fr(x)) 4 \
>

yr, Fr(x)
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(Qsw, yr, Fr(x)) Vortex
\ 4

Model for light dispersion separation in a hydrocyclone.

Migration of
dispersed phase
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gal force
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Vortex

Reverse Flow near
Underflow orifice
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7

"II"

Figure 2.2.
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centrifugal effects. This occurs all along the length of the reverse
flow vortex during its transit toward the overflow orifice. Near the
overflow orifice, this jet-like flow combines with the end-wall flow
Qew, resulting in the overflow stream Qo. Near the underflow orifice,
all fluid from the outer vortex that does not reverse direction combines

with the side-wall flow Qsw, resulting in the underflow stream Qu.

A dispersed phase material balance for particles in the size range

dx around control surface "I" (see Figure 2.2) is

QoyodFo = QewyrdFr + Qvyu*dFu* (2-23)

+ Gc(x)[ QF - Qew - st]YrdFr .

Eq.(2-23) introduces the centrifugal grade efficiency, or recovery, de-

fined as follows (cf. Eq.(2-6))

THE VOLUMETRIC FLOW RATE OF DISPERSED
PHASE PARTICLES OF SIZE X IN THE OVER-
FLOW STREAM DUE TO CENTRIFUGAL ACTION
Ge(x) = . (2-24)
THE VOLUMETRIC FLOW RATE OF DISPERSED
PHASE PARTICLES OF SIZE X IN THE FEED
STREAM SUBJECT TO CENTRIFUGAL ACTION

The internal flow rate Qv and the term yvu*dFv* can be eliminated
from Eq.(2-23) by writing two additional independent material balances.
The first is an overall material balance around control surface "I"

Q = Qew + Qv+ [ QF— Qew-— st] J Ge (x) fr (x)dx. (2-25)
0

The second equation is a dispersed phase material balance for particles

in the size range dx over control surface "II"
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QuyudFy = QswyrdFr + ( Qu - Qsw)yu*dFu* . (2-26)

The centrifugal efficiency, or recovery, is defihed by

Ec = J Ge (x) fr (x)dx , (2-27)
0

so Eq.(2-25) can be rewritten as
Q = Qew + Qv + (Qr - Qew - Qsw)yrEc . (2-28)

Eqs.(2-26) and (2-28) can be solved for yu*dFu* and Qv respectively,

and the resulting expressions substituted into Eq.(2-23). The resulting
equation can be combined with Eqs.(2-1) and (2-7) and integrated over
the dispersed phase particle size range. Upon rearrangement, the fol-

lowing expression for E results

g = S0t (1 - Ssw - So - (1-Ssw)yr )Ec ’ (2-29)

1 - yrEc

where

Ssw = Qsw/QF . (2-30)

Eq. (2-29) is an important result, linking the total efficiency E
to the centrifugal efficiency Ec. Upper and lower bounds on E follow

directly from Eq.(2-29). For instance,

lim E = So (2-31)
Ec—>»0

and,
lim E = 1 - Sgw . (2-32)

Ec—1
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Eq.(2-31) is the same lower bound on E as given by Eq.(2-16). Eq.(2-32)
shows that the side-wall flow is indeed a limiting factor for the recov-
ery of light dispersed phase into the overflow stream. This limiting
behavior is only reached as the centrifugal efficiency approaches its
maximum value of unity, which occurs for large feed velocities or for

large particle sizes.

Combining Eq.(2-22) with Eq.(2-29) and solving for E' gives

(1 -yr)(1-So - Ssw)Ec

E' (2-33)
(1 -yrEc)( 1 - So)
The limiting behavior for E' follows directly from Eq.(2-33):
lim E' = o ; (2-34)
Ec—»0
and,
lim E' = 1 - Ssw/(1- So) . (2-35)
Ec—1

Eq.(2-34) is the result of the separator acting as a flow splitter.

Eq. (2-35) can be used to interpret the asymptotic value of the underflow
purity E' at high feed velocities reported by Regehr [1962], Colman
[1981], and Meldrum [1987] (see Figure 1.3a). Similar to Eq.(2-32),

Eq. (2-35) presents an upper bound on the underflow purity, reflecting
the loss of dispersed phase particles from the feed directly to the un-

derflow.

For very dilute feed concentrations, yr <¢ 1, and Eq.(2-33) re-

duces to
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£ = [ 1- Ssw/( 1 - So)] Ec . (2-36)
For nonzero values of Ssw, E' <€ Ec. From Eq.(2-36) it would be
possible to estimate the value of Ssw using experimental data for E' and
So under conditions for which Ec is approximately unity (i.e., large
particle sizes or large density differences). Also, if experimental data
for E', So, and Ssw were available, then a theory for calculating Ec

could be evaluated.
When Ssw = 0 and yr <¢ 1, Eq.(2-33) reduces to
E' = EBEc . (2-37)

The approximation given by Eq.(2-37) is important because it provides
a direct comparison between a quantity that is experimentally observed

(E') and a quantity that can be theoretically calculated (Ec).

The existence of the upper bound on the underflow purity due to
the side-wall short circuit flow Qsw (see Eq.(2-35)) suggests that fur-
ther improvements in underflow purity may be realized by somehow rein-
troducing particles "trapped" in the side-wall boundary layer back into
the outer vortex. Fontein et al.(see p. 121 Bradley, 1965) showed that
for heavy dispersion separations, roughening of the hydrocyclone walls
led to an increased throughput at the same pressure drop, but also re-
sulted in an decreased efficiency. This was due to heavy particles from
the side-wall boundary layer being reentrained into the upward moving
vortex and contaminating the overflow stream. For light dispersion

separations this effect may be advantageous. Colman [1981] studied the
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effect of roughened walls in the cylindrical section at the inlet end

of a light dispersion hydrocyclone and concluded that the underflow
purity decreased as a result of the roughening. However, this may have
been due to lower tangential velocities resulting from wall friction.

It nay be possible to disturb the side wall boundary layer by roughening
the side wall nearer to the underflow orifice. This strategy could re-
introduce "trapped"” particles back into the outer vortex and not disturb

the centrifugal force field.

Another possibility of reintroducing particles into the outer vor-
tex is through hydraulic water addition. The concept of side-wall boun-
dary layer manipulation to achieve higher classification efficiencies has
been applied to hydrocyclones for classification of heavy dispersions.
Dahlstrom [1952] used hydraulic water addition near the underflow ori-
fice to displace water containing fine particles away from the side-wall
boundary layer. The hydraulically added water was injected tangentially
at an axial level above the point of fluid reversal. The displaced fluid
carried the fine particles to the overflow via the reverse flow vortex.
The hydraulically added water reported to the underflow with the coarse
solids. The amount of hydraulically added water could not exceed the
amount of water normally reporting to the underflow because then coarse
particles also reported to the overflow. This was caused by disruption

of flow patterns near the underflow orifice.

The use of hydraulic water addition appears to be suited to the
reintroduction of light dispersed particles trapped in the side-wall
flow back into the outer vortex. The main mechanism for the capture of

these displaced particles into the reverse flow vortex would probably



28

be centrifugal action and not entrainment with the fluid experiencing
flow reversal because of the generally low overflow ratios used in light
dispersion separations ( So € 0.10 ). Hydraulic water addition would
need to be conducted at an axial level far enough displaced from the
underflow orifice to allow sufficient time for particles to be centrif-
ugally separated.

2.3. The Relationship Between Centrifugal Grade Efficiency
and Particle Trajectories

The centrifugal efficiency Ec is related to the centrifugal

grade efficiency by Eq.(2-27). For a given dispersion, the feed size
density distribution fr (x) can be determined experimentally (see Appendix
B.4). To calculate the centrifugal efficiency, the centrifugal grade
efficiency Gc (x) must be determined. A model for particle-fluid inter-
action can be combined with approximations for the fluid velocity compon-
ents to give particle trajectories in a hydrocyclone. Figure 2.3 illus-
trates the relationship of the critical trajectory for a given particle

and the centrifugal grade efficiency referred to in Section 2.2.

The critical trajectory is defined as the locus of coordinates
connecting the initial and final coordinates for a particle of diameter
x. The final coordinates indicate that the particle has just reached the
capture surface radius £V as it exits the underflow orifice. The par-
ticle is then assumed to be caught in the upward moving reverse flow vor-
tex. In Figure 2.4, T and Z are the radial and axial coordinates, re-
spectively. The coordinate origin is at the intersection of the hydro-
cyclone axis and the end wall. The bounds of the coordinate system

are 0<Ts ?w(z) and 0 <2< ﬁ. The variable ?w(z) denotes the
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Figure 2.3. Critical trajectory for a light dispersed phase particle.
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hydrocyclone wall radial coordinate, ?i indicates the wall radius in

the upper cylindrical section, and ﬁ is the overall length. The cylin-
drical section of the hydrocyclone near the inlet end is assumed to act
as a mixing chamber (see p.81 Bradley, 1965). Dispersed particles
entering the hydrocyclone are homogeneously distributed within the

the boundaries rv < T < ;E and 0 <z < Z1 . Because the upper
cylindrical section is assumed to act as a mixing chamber, no separation
occurs there. 1In the calculation of a trajectory, a particle is given an
initial axial coordinate z: = z1. The capture surface for a particle

is taken to be a cylinder of radius f&, corresponding to the radius of
the reverse flow vortex which runs the length of the hydrocyclone axis.
This concept has been verified by visual observation of the reverse flow

particle core in this research and in Colman ([1981].

The centrifugal grade efficiency, Gc(x), as defined by Eq. (2-25)

can be expressed as

w( £12(x) - ?v’)YrdFr

Ge (x) — -
u:M( rc2(x) - rv2)yrdFr

‘ (2-38)

where uz: is the plug flow velocity assumed to exist in the cylindrical
"swirl chamber" (see Figure 2.4). The numerator of Eq.(2-38) represents
the volumetric flow rate of particles of size x that will report to the
underflow, because they start inside the initial radial coordinate T1 (x)
of the critical trajectory. The denominator represents the total vol-
umetric flow rate of particles of size x entering with the feed.

Eq.(2-38) can be simplified to give
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A A
Ge(x) = DIi2(x) - rvd (2-39)

A A
rc2 - 1rv?

Eq.(2-39) is the link between the initial radial coordinate for the
critical trajectory of a particle of size x and the centrifugal grade
efficiency. This relationship is independent of any hydrodynamic
model for the velocity components of the continuous phase or any model

for particle-fluid interaction.



CHAPTER 3

PARTICLE - FLUID INTERACTION AND HYDRODYNAMICS

3.1. The Particle Trajectory Model

Evaluation of the centrifugal grade efficiency requires knowledge
of the initial radial coordinate ri(x) in the critical trajectory for
a particle of diameter x (see Eq.2-39). 1In the following theory for
the trajectory of a light dispersed particle, the axial and tangential
velocities of the particle are taken to be the same as the surrounding
fluid. The radial velocity of the particle is less than the fluid radial
velocity (i.e., more negative than the fluid radial velocity) because of
the inwardly directed centripetal forces acting on the light dispersed
phase. A radial force balance on the particle which equates the viscous
drag and the centrifugal forces at all points in the flow field (see

p.354 Hinze, 1959), gives
(Tx3/6) (Pc - fo) (we2/T) = Co(MTx2/4) hge( ur = urp)2.  (3-1)

The particle is represented by the diameter x and the density -(o; the
fluid has a density of {k. The radial velocity of the particle with re-
spect to a fixed frame of reference is denoted by urp, and the radial and
tangential components of the fluid velocity are given as ur and ue,
respectively. The symbol Cp represents the drag coefficient for the

particle. The force balance indicated by Eq.(3-1) represents a

32
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quasi-steady state in which acceleration times for the particles are
small in comparison to the residence time in the hydrocyclone (see p.7

Svarovsky, 1984).

The term on the left hand side of Eq.(3-1) represents the centri-
petal force acting on the light dispersed particle. This force is a com-
bination of the centrifugal acceleration acting on the particle as well
as on the surrounding fluid, causing a radial pressure gradient in the
fluid surrounding the particle. The term on the right hand side of
Eq.(3-1) is the steady state contribution to the viscous drag for which
the drag coefficient can be represented by expressions in three

different flow regimes (see p.193-4, Bird et al. (1960));

(P 1 , 0 < Rep £ 2 Stokes' (3-2a)
Law
Co’
— = ﬁ 1.3 Rep=2/3, 2 < Rep < 500 Transition (3-2b)
Co Regime

\_ 54.5 Rep~! , 500 < Rep <€ 2 x 108 Newton's . (3-2¢)

Law
The following definitions apply in Eqs.(3-2a) - (3-2c):
Co* = 24/Rep , (3-3)
and
X l Ur - \lrp'
Rep = . (3-4)

L&

Eq.(3-3) is Stokes' law for particle drag on a sphere and Eq.(3-4) is a

definition for the particle Reynolds number, with V¢ denoting the



34

kinematic viscosity of the continuous phase. The effects of turbulence,
particle-particle interactions, and the lift force (see Bouchillon, 1963)

are not included in Eq.(3-1).

The trajectory of a light dispersed phase particle can be expressed
by two ordinary differential equations by combining Egs.(3-1) - (3-4) and
by using the assumption of no slip between particle and fluid in the

axial direction. The result is

)
EE? ur - Tc(Uoz/sp)w ' (3-5)
dt
A
o S (3-6)
dt
vhere
A
L (3-7)
dt
and
¥ = Cp*/Cp . (3-8)

The variables ;p and 2p represent, respectively, the radial and axial
coordinates of the particle, while t represents the independent variable
time. The axial velocity of the particle/fluid is given by u:z, and tc is
a time scale characteristic of the dispersion parameters defined by

x2( 1 - fo/fc)
18 vc

(3-9)

In order to calculate the particle trajectory given by Eqs.(3-5) and
(3-6), the local magnitude of the axial, radial, and tangential veloci-
ties must be modelled. 1In Eqs.(3-5) and (3-6), the velocities are

evaluated at ?p and 2}.
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3.2. Hydrodynamics

3.2.1 Axial Velocity
The axial velocity of the continuous phase will be represented
by a plug flow which changes with the cross sectional area as follows

w o= — : (3-10)
( rw?2 - rv2)

vwhere
Qc 8 QfF - QOsw - Qew . (3-11)

Qc represents the portion of the feed available for centrifugal separa-
tion (see Figure 2.2). The denominator represents the cross sectional
area available for flow toward the underflow orifice (see Figure 2.3).
This model for the axial velocity qualitatively describes the axial
velocity profile in the outer vortex region for light dispersion hydro-

cyclones (see Figure 6, Colman et al., 1984).

3.2.2 Radial Velocity

The radial velocity of the continuous phase is derived from the
axial velocity using the continuity equation for an incompressible
fluid. By assuming the flow field to be axisymmetric and the radial
velocity of the continuous phase to be zero at the radius ;v of the
inner vortex, the radial velocity ur follows directly from the continuity
equation and can be written as

(;3 - ;vz) éz

(3-12)
2t 2

Ur = -

A
The assumption of a zero radial velocity at r = ?} corresponds to a
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reverse flow vortex that does not entrain fluid as it flows toward the
overflow orifice (see Section 2.3). Substituting Eq.(3-10) into

Eq.(3-12) and simplifying gives

A A A A
rw(r?2 - rv2) drw

. (3-13)
;(;wz - fvz)z az

Ur = Qc

The velocity profile given by Eq.(3-12) has a maximum inward radial vel-
ocity at the wall, decreasing to zero at the inner radius ?v. This is
consistent with the radial velocity profiles observed by Kelsall [1952]
in a conical hydrocyclone. The radial velocity given by Eq.(3-12) will
be zero for all values of r in the cylindrical sections of the hydro-
cyclone. The slope of the wall, dfb/di, can be related to the taper

angle ¢ in the conical regions by
—" = -tang¢ . (3-14)

3.2.3 Tangential Velocity

The tangential velocity of the continuous phase is modelled by a
combination of a forced vortex in the core region and a free-like vortex
in the outer region . The forced vortex extends from the hydrocyclone
axis to ? = ?e, the radius at which the tangential velocity ue takes
on a maximum value. The free-like vortex then extends from r = ;o to
the edge of the wall boundary layer, ; = ;w. Dabir [1983] measured
velocity profiles at several axial positions in an optimal Rietema hydro-
cyclone using laser doppler anemometry (LDA). The tangential velocity
profile was found to be both axisymmetric and largely independent of
axial position. These results suggest that the tangential velocity can

be represented as a function of radial position omly, i.e.
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r A A a A
r rcht*! 0 £ r < re (3-15a)
x &
Ic red*!

Ue = Burd

A A A~ A
rch® re £ r S rwl(z) , (3-15b)
I

\

wvhere m is defined by
uo]A = mur (3-15)
rc

The parameter m represents the fraction of the bulk average velocity (ur)
in the feed tube that contributes to the tangential velocity at the wall
radius ;b. The variable n is the power index for the free-like vortex.
For a free vortex, n = 1. The values of Te, m, and n are taken to be
constants, independent of position and flow field Reynolds number.
Eqs.(3-15a) and (3-15b) imply that angular momentum is conserved through-
out the axial length of the hydrocyclone. Although Dabir ([1983] has
shown this to be approximately true for the Rietema design, flow
visualization studies by Regehr (1962] showed that decay of angular
momentum occurred at downstream positions in long cylindrical hydrocy-
clones due to wall friction. Because detailed data for the values of n
or re does not exist for the CT-, SCI-, and SCII-cyclones, the decay of
angular momentum will be accounted for in this study by using a low to
intermediate value for n compared to values found in shorter hydrocy-
clones. The studies of Dabir [1983] and others indicate that a value of
n from 0.6 - 0.7 is typical for hydrocyclones used in solid-liquid separ-
ation and so a value of n = 0.5 will be used in the initial trajectory

calculations in this study.
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The studies of Dabir [1983] also suggest that the value of re
corresponds to about one half the radius of the largest withdrawal ori-
fice. For light dispersion hydrocyclones, this would correspond to half
the radius of the underflow orifice. Laser doppler anemometry (LDA)
studies by Colman (see Figure 36 Colman, 1981) on a long cylindrical
hydrocyclone design confirmed this value of Yo. A single tangential
velocity profile was also given for the CT-cyclone (see Figure 45 Colman,
1981), indicating that ?o may be as small as one-fourth the underflow

radius. However, this value was reported only at one axial position.

Bradley (see p.21, 1965) has reviewed the use of the parameter m
and suggests a range of 0.4 - 0.8 for most applications. The tangential
velocity profile reported by Colman [1981] for the CT-cyclone indicated a

value of m = 0.5.

Values of n = 0.5, fo = f;/Z, and m = 0.5 will be used to repre-

sent the hydrodynamic environment for light dispersion hydrocyclones in
the exploratory particle trajectory calculations presented in Chapter 4.
Using Eqs.(3-15a) and (3-15b), the radial acceleration ve?/f can

be expressed in dimensionless form as

r 0 € r <re (3-16a)
r,zuz
Fc =
r-(2u+1) Te $ r S rw , (3-16b)
where
2 A
Fc = M— ’ (3-17)

(mur)2/fc
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and

r = ?/?c . (3-18)



CHAPTER 4

PARTICLE TRAJECTORY CALCULATIONS

4.1. Particle Trajectory Analysis

4.1.1. Nondimensionalization of the particle trajectory equation
The time rate of change of particle radial position may be ex-

pressed by using the chain rule, i.e.

A A A A
ahy e, d (a-1)
dt dedt de

where 39 denotes the particle radial position. Because Eqs.(3-5) and
(3-6) are autonomous, the particle trajectory may be described by comb-

ining Eqs.(3-5), (3-6), and (4-1) and solving for df}/dfp, giving

A
drp ur Uc ue?
dzp uz Uz TIp
where
uc = Tc(lur)z/?c . (4-3)

The symbol uc represents a characteristic radial velocity of a particle
A
at the hydrocylone wall radius rc. Eqgs.(3-9), (3-12), and (4-2) can be

combined to give

EE = I (r2 - rv2) Esy

- Ni(rw2 - rv2)FcW , (4-4)
dz r (rw2 - rv2)2 dz

where

N
r s rp/tc , (4-5)
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4 = Zp/L ' (4-6)
N1 = T2/TR , (4-7)
A A
w o= 2 Te (4-8)
rc urqc (rr/rc)?
™ = ?c/uc , (4-9)
and
qc = Qc/QF . (4-10)

All radial and axial variables have been nondimensionalized as in
Eqs.(4-5) and (4-6). Note that the symbol ﬁ replaces the symbol L
used in Figure 1.l1a. The dimensionless group Ni is a ratio of the
axial residence time 7z to the radial separation time Tr. Also, the
symbol qc represents the fraction of the feed volumetric flow rate

which experiences centrifugal separation forces.

Eq. (4-4) represents the trajectory equation for a light dispersed
phase particle in the hydrocyclone, valid for rv < r < rw and
21 £ 2z <£1 . The motion of a particle in the r-z plane is controlled
by two effects. The first is a convective tfansport effect due to the
radial velocity of the fluid induced by the wall taper and is reflected
in the first term on the right hand side of Eq.(4-4). This term depends
on the geometric parameters shown in Figure l1.la and the capture surface
radius rv (see Figure 2.3). The second effect is due to the relative
motion of the particle through the fluid (the drift velocity) caused by
centrifugal force and this effect is reflected in the second term on the
right hand side of Eq.(4-4). For a fixed set of geometric and hydro-

dynamic parameters, the trajectory is governed by the dimensionless group
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N1 and the particle Reynolds number Rep.

A typical value for 1z can be estimated using ﬁ = 1.5m, rr = 1/4,
gqc = 1 (no short circuit flows), and ur = 5 m/s in Eq.(4-8), giving a
value of 12 = 4.8 seconds. A value for Ts can be estimated be combining

Eqs.(3-8), (4-3), and (4-9), giving

18 yc (Fc/x)2
(1 - -fn/fc) (mur)?2

T® (4-11)

For 100 micron oil droplets dispersed in water at 20°¢ (1’c =1 g/cmd,
-(o = 0.9 g/cm®, and V¢ = 10-m2/s) and fed to a 76 mm diamter hydro-
cyclone at ur = 5 m/s, application of Eq.(4-11) gives Tr = 1.04 seconds.
Because s ¢ Tz, these particles may be expected to be captured by the
reverse flow vortex and separated into the overflow stream. In this ex-
ample, N = 4.62 . For 10 micron oil droplets at the same conditions,
Tk = 104 seconds and is much larger than T2, giving N1 = .046 . Thus,
large values of N1 indicate a good possibility for separation, while

smaller values of N:1 indicate a smaller chance of separation.

4.1.2. Solution Strategy
Because the term Ni ( rw? - rv2)FcW is always greater than or

or equal to zero, Eq.(4-4) can be rewritten as the following inequality

ar, ¢ dvp (4-12)
dz rw dz rw

Ineq.(4-13) implies that a particle trajectory is always bounded by the
hydrocyclone wall, a result of the inward radial velocity of the fluid in

the conical sections.
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Eq.(4-4) can be coupled with the initial condition r(z:) = r1 to
form an initial value problem. To describe the trajectory of a particle,
it is necessary to integrate Eq.(4-4). The particle Reynolds number Rep
must be known to calculate the drag ratio W at each step in the integra-
tion (see Eqs.(3-2a) - (3-2c)). Egs.(3-2a) - (3-2¢c), (3-4), and (3-8)

can be combined to give

Rep =  NiNzFcW(Rep) , (4-13)
where
A A 2
N2 = qclrr/rc)2z 228 I°, (4-14)
Ye L

Eqs.(3-16a) and (3-16b) define the quantity Fc. The product NiN: repre-
sents a Reynolds number based on the particle size and the radial velo-

city uc, i.e.

N1 Nz 2 X uc/ve , (4-15)

The value of Rep which satisfies Eq.(4-14) for given values of N1, N2z,
re, n, and rv is found by substituting Eqs.(3-2a) - (3-2c¢) into Eq.(4-14)

and solving analytically for Rep in each flow regime.

To solve the initial value problem defining a particle trajectory,
the dimensionless groups representing the hydrocyclone geometry, hydro-
dynamics, and dispersion properties must be specified. The critical
trajectory for a particle, discussed in Section 2.3, can be expressed by
setting zr = 1 at rr = rv. Eq.(4-4) can be integrated backward from
this point to the axial position denoting the end of the swirl chamber
(z=21). This will result in a value for the initial radial coordinate

ri1 (x), allowing evaluation of Eq.(2-39) to find the centrifugal grade
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efficiency Gc (x).

When calculating a particle trajectory in a given design, the geo-
metric groups introduced in Figure 1.l1a will be fixed. Table 4.1 lists
the remaining dimensionless groups to be specified in order to calculate
particle trajectories. Note that some of the parameters appear in both
N1 and N2. The geometric scales £/€i and ;r/;c are the same values pre-
sented in Figure l.la and the density ratio *(n/{% describes the dis-
persion used for the separation tests in Section 5.4. The values of n,
re, and m listed in Table 4.1 were discussed in Section 3.2.3. The kine-
matic viscosity is the value for water at 20°C¢, and the value qc =1
indicates that no short circuit flows are accounted for. As discussed
in Section 2.3, the value for rv corresponds to the overflow orifice
radius. The range of values for the dimensionless groups N: and Nz in

light dispersion separations is approximately

3 x10-¢ < N1 S 30 (4-16)
and

.05 < N2 < 30 . (4-17)

4.2. MApplication of Trajectory Calculationms

4.2.1 Results and Discussion
(1) Trajectory Calculations

Figure 4.1 illustrates trajectories obtained for 100, 50, and 10
micron size particles in the CT-cyclone using parameter values from
Figure 1.l1a and Table 4.1 and a feed velocity was ur = 5 m/s. Values
of N1 and N2 for these calculations covers the range given by

by Eqs.(4-16) and (4-17) up to a value of 0.71. The trajectories were



45

Table 4.1. Dimensionless groups in trajectory calculations

Dimensionless Constituent Representative
Group Parameters Value
L/t 44.0
rc .
£¥ /Tc 0.25
uF -
.| 0.5
N1 fnﬁec 0.975
(see Eq.(4-7) ) Ve 1.0 x 10-¢ m2/s
qc 1.0
Dispersion
related A A
k/rg 44.0
re/Tc 0.25
x - -
N2 ur --
(see Eq.(4-14)) Ve 1.0 x 10-¢ m2/s
qc 1.0
Te - 0.125
Hydro- n -- 0.5
dynamic rv -- 0.07
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Figure 4.1. Example trajectories for particles in the CT-cyclone.
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calculated by numerically integrating Eq.(4-4) using the computer program
listed in Appendix A.1. The trajectories shown in Figure 4.1 do not
portray critical trajectories because the particles do not pass through
the coordinate (r = rv, z = 1). Curves a, b, and ¢ represent trajec-
tories found using the drag ratio calculated from Eqs.(3-2a) - (3-2¢),
while curve 4 represents a trajectory for a 100 micron particle resulting
from the use of Stokes' law to calculate viscous drag regardless of the

local value of Rep.

The 100 micron particle (curve a) is easily caught into the reverse
flow vortex at z ~ 0.52 (halfway along the hydrocyclone length). The 50
micron particle (curve b) is not quite captured and the 10 micromn par-
ticle (curve c) is far from being captured. The larger particles leave
the vicinity of the wall early in the trajectory, while the 10 micron
particle does not move far from the wall. Note that the rate of radial
migration for the 100 micron particle (curve a) slows down as it enters
the forced vortex region (r ¢ re) where the tangential velocity is de-
creasing as a function of radial position. Curve d represents a trajec-
tory for a 100 micron particle using Stokes' law alone to calculate
particle drag. Compared to curve a, this particle reaches the capture
surface at a smaller value of z due to the overestimation of drift veloc-

ities when Rep 2 2 (the upper bound on Stokes' law).

Figure 4.2 represents a comparison of the magnitudes of the convec-
tive transport term and the particle drift velocity term from Eq.(4-4)
for a 100 micron particle trajectory (Figure 4.1, curve a). The trajec-
tory calculation is begun at an initial axial coordinate z: = z1. The

convective transport term is very much larger than the drift velocity
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term in the range z1 < z < 2zz because the fluid radial velocity
induced by the 10° taper is large in this region. At 2z = z2, the convec-
tive transport term has a jump discontinuity due to the sudden change
from a 10° taper to a 0.75° taper. The drift velocity and the convective
transport effects become more comparable as the particle transits the
fine taper section (z 2 0.11). At z = 0.3, the drift velocity term dom-
inates the convective transport term as the particle enters the regions
of high centrifugal acceleration and reaches a maximum at the axial
position corresponding to r = re (see Figure 4.1). The centripetal force
acting on the particle decreases as the particle enters the forced vortex

region (r < re).

The variation of the particle Reynolds number as a 100 micron
particle transits the flow field is shown in Figure 4.3a. The corre-
sponding drag coefficient ratio is shown in Figure 4.3b. The lower curve
in Figure 4.3a represents the particle Reynolds numbers attained for
trajectory "a" of Figure 4.1 and the upper curve represents the particle
Reynolds numbers calculated for trajectory "d". Both curves show a max-
imum value of Rep at r = re, with Rep decreasing as the particle enters
the forced vortex region. The differences between the curves indicate
the error incurred when using Stokes' law outside the region where it
is valid. For the upper curve, the particle radial velocity is over-
estimated by a factor of two at the maximum value of Rep. At this
point, the value of Rep for which Stokes' law is valid (see Eq. (3-2a))

is exceeded by a factor of seven.

In Figure 4.3b, the solid curve represents values of the drag ratio

W for trajectory "a" of Figure 4.1, while the value W = 1 represents
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Figure 4.3. Comparison of Particle Reynolds number and drag ratio for
100 micron size particles; W = W(Rep) for curve (a),
W =1 for curve (d).
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trajectory "d". The minimum value of W for trajectory "a" occurs at the
corresponding maximum value of Rep in Figure 4.3a. At this point the
drag on the particle has increased by a factor of about two compared to
the Stokesian drag. As the particle enters the forced vortex region, the

particle drag begins to decrease.

Figures 4.2, 4.3a, and 4.3)b reinforce the importance of including
the transition regime for viscous drag for large particles in the
trajectory calculations. When extending the calculations to the same size
particles with larger density differences than used in these calcula-
tions, the effects of non-Stokesian viscous drag become even more import-

ant because larger particle Reynolds numbers would result.

(2) Centrifugal Grade Efficiency

The computer program used to calculate the particle trajectories
discussed earlier in this section was modified to calculate the centri-
fugal grade efficiency. Using this modified program, the dimensionless
groups (geometric, hydrodynamic, and dispersion) were varied to study
the effect of these groups on the centrifugal grade efficiency. The flow

chart for this program is shown in Appendix A.2.

To illustrate the effect of the dispersion groups N1 and N2 on the
centrifugal grade efficiency, the particle size x and the feed velocity
ur were systematically varied. Particle trajectories were calculated
for each of the three designs and the centrifugal grade efficiencies
vere calculated using Eq.(2-39). Figure 4.4 shows a plot of the cen-
trifugal grade efficiencies using the hydrodynamic parameters specified

in Table 4.1. Curves for the centrifugal grade efficiency of the
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CT-cyclone at inlet velocities of 1, 3, and 5 m/s are shown as well as
curves for the SCI and SCII designs at ur = 5 m/s. Each point on the
curves is parameterized by a value of N1 and Nz, which ranged from

.007 - .12 and .17 - 1.07, respectively. For a given particle size in
the CT-cyclone, the centrifugal grade efficiency increases as ur
increases, but at a slower rate as ur becomes large. At ur = 5 m/s,
the CT-cyclone would be expected to capture all particles equal to or
larger than 60 microns by centrifugal separation. A comparison of Figure
4.4 with Figure B.3 illustrates the manner in which the centrifugal
grade efficiency curve and the particle size density distribution
interact (see Eq.(2-27)). As ur increases for a given hydrocyclone de-
sign, the centrifugal grade efficiency curve moves to lower particle
sizes, sweeping across the size density distribution. At very high
values of ur, the centrifugal grade efficiency of even small particles
will be close to unity and the centrifugal efficiency integral is maxi-

mized.

The effect of different taper angles is also shown in Figure 4.4 by
conparing the centrifugal grade efficiency curves for all three designs
at ur = 5 m/s. The comparison is made here under the assumption that the
hydrodynamic parameters n, re, rv, and m are independent of hydrocyclone
design. The effect of geometry (taper angles a and f) on the centrifugal
grade efficiency is small compared to the effect of changing the inlet

velocity.

The small differences between the centrifugal grade efficiency
curves for the designs were observed at several values of re and ur.

The similarities in the results appear to be related to the observation
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that most of the separation takes place in the cylindrical underflow

section.

Differences in centrifugal grade efficiency at large particle sizes
occur in the large taper section because these particles are convected
at different rates to radii where high centrifugal acceleration exists.
Thus, the SCI-design is the most efficient at the large particle sizes
because it contracts the fluid and particles to regions of higher swirl
more quickly than the other designs. The SCII-cyclone has the next high-
est centrifugal grade efficiency at the large particle sizes because it
contracts the fluid and particles to the underflow radius earlier in the

trajectory than in the CT-design.

At small particle sizes ( < 20 microns), the particles do not leave
the vicinity of the wall until reaching the cylindrical underflow sec-
tion (see Figure 4.1). At this point, the geometries of all three de-
signs are similar and so the centrifugal grade efficiencies are similar.
The very small differences between the designs at small particle sizes
may arise from variations in mean residence times. The mean residence
time for the SCI-design is 23% less than that for the SCII- and CT-
cyclone (see Figure 1.la), and is a likely reason for lower values of
centrifugal grade efficiency for this design at small particle sizes.

At large particle sizes the smaller mean residence time of the SCI-
cyclone is more than compensated for by the quicker contraction of the

fluid to the underflow radius.

To illustrate the sensitivity of the centrifugal grade efficiency

to the hydrodynamic parameters, the value of re was varied from re = rv
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to re = ru/4. Figure 4.5 shows the results of this study for the CT-
cyclone at ur = 5 m/s. Values of the other model parameters were taken
from Table 4.1. The effect of re on centrifugal grade efficiency is
similar to that of the inlet velocity, where large changes in the centri-
fugal grade efficiency result as re is initially decreased from 0.25.

As re decreases to about 0.125, the rate of change in Gc (x) towards
higher values at each particle size decreases. Figure 4.5 also antic-
ipates that if the hydrodynamics in each of the three designs were such
that the values of re were appreciably different, then large differences

in centrifugal efficiency may occur.

(3) Centrifugal Efficiency

A computer program to evaluate the centrifugal efficiency integral
(see Eq.(2-27)) by numerical integration is given in Appendix A.3. The
program requires values for the centrifugal grade efficiency at several
particle sizes as well as the parameters og and xa for the log-normal
size density distribution of the dispersion (see Appendix B.4). The cen-
trifugal grade efficiency is fit to a second order polynomial, corre-
sponding to the characteristic parabolic shapes of the centrifugal grade

efficiency curves shown in Figures 4.4 and 4.5

Gc (x) = ao + aix + azx? . (4-18)

The product of the centrifugal grade efficiency and the size den-
sity distribution is integrated over the particle size distribution using
a Simpson's rule algorithm. Figure 4.6 shows the result of the centrif-
ugal efficiency calculation for the three designs using the hydrodynamic

parameters from Table 4.1. The ordering of the curves is consistent with
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the centrifugal grade efficiency curves calculated at ur = 5 m/s in
Figure 4.4. Again, the lower mean residence time for the fluid in the
SCI-design is more than offset by the quicker contraction of the fluid to
the underflov diameter where the large centrifugal acceleration occurs.
For the set of hydrodynamic and dispersion parameters chosen, the centri-
fugal efficiency of each design slowly approaches the limiting value

Ec = 1. The effect of geometry (taper angles) is quite small, with
differences of only a few percent in the centrifugal efficiency between
the three designs at all values of ur. Changes in the values of n or re
for a single design result in a family of centrifugal efficiency curves that
would move towards the upper left cornmer of Figure 4.6 as n increases or
re decreases. Values of Ec = 1 for low values of ur ( = 3 m/s) can be
obtained for sufficiently high values of n (n — 1) or low values of

re (re — 0). Because the centrifugal efficiency is sensitive to the
values of the hydrodynamic paramters, more detailed experimental data are
needed for these values to estimate the separation efficiencies using the

model developed here.

4.2.2 Conclusions

The trajectory calculations showed that the inclusion of the
transition regime in calculating particle drag was important for large
particles. The use of Stokes' law alone to calculate viscous drag re-
sulted in overestimation of particle drift velocities by a factor of

about two.

Although the radial velocity of the fluid aids in the transport of
the particles into regions of high centrifugal acceleration, the differ-

ences in the convective transport effect from design to design does not
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give rise to significant differences in the centrifugal grade efficiency.

The calculation of the centrifugal grade efficiency appears to be
very sensitive to changes in the values for the dispersion and hydro-
dynamic parameters, but not to changes in taper angles. Using the same
hydrodynamic parameters for all three designs gives similar values of
the centrifugal efficiency (see Figure 4.6). If however, changes in
taper angles produce distinct values for the hydrodynamic parameters in
each hydrocyclone design, then larger differences in centrifugal

efficiencies would be anticipated by the trajectory model.

4.3. Correlation of the Cut Size Xso

A "reduced" centrifugal grade efficiency curve can be constructed
by rescaling the particle size x by the particle size xso which gives a
centrifugal grade efficiency Gc(xso) = 0.50. The xso particle is com-
monly referred to as the cut size because the slope of the grade effi-
ciency curve is generally steepest at this point. An ideal cut size in
classification is that for which the grade efficiency is a step function.
In this case all particles below the cut size are separated into one

stream and all particles above this size are separated into another.

By rescaling the centrifugal grade efficiency curves for the three
designs at ur = 5 m/s (see Figure 4.4), the reduced centrifugal grade
efficiency plot shows the three curves to fall closely together, indicat-
ing similarity in the centrifugal grade efficiency curves. This trend
exists at all values of the inlet velocity when the hydrodynamic param-
eters for each design are taken to be equal. Although the three designs

have not been rigorously shown to be geometrically similar through
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dimensional analysis, this similarity in the sharpness of separation is
of practical importance. If the centrifugal grade efficiency can be cor-
related as a universal function of the variable x/xso alone, then only a
single particle size, Xso, need be pursued theoretically or experiment-
ally to define the centrifugal grade efficiency for a class of geome-
trically similar hydrocyclones. This approach has been applied by many
workers for heavy dispersion separation analysis (see Chapter 6 Bradley,
1965) and also by Colman and Thew [1983] for light dispersions. The
particle trajectory model presented in Chapters 3 and 4 can be used to
correlate the cut size xso in terms of dimensionless variables derived

from the particle trajectory equation.

To find a relationship to correlate the cut size it is useful to
rearrange the dimensionless groups N1 and Nz so that the particle size
X occurs only in one of them. This can be done by defining the follow-

ing dimensionless groups

1/3
[( 1 -‘eo/'(’c)m"i:]
18fcur
N3 = — . (4-19)
qcrrérc/L
and
Ne = x3 (1 -'fnﬁ(c)(m ur)? (4-20)
18¥c2rc
Note that
N« = MNiN2 , (4-21)
and

NaNq2/3 = Ni, (4-22)



61

By definition, the critical trajectory for the xso particle size
passes through two coordinates; (r = rv,z = 1) and (ri(xso), z = 21),
where ri(xso) is defined by Eq.(2-39) with Gc = 0.50. 1Inspection of
Eqs. (4-4) as well as Eqs.(3-2a) - (3-2c) shows that for an arbitrary tra-
jectory, when the geometric and hydrodynamic groups are chosen, N1 and Nz
can be independently specified. Solution of the first order differential
equation describing the particle trajectory ( Eq.(4-4) ) gives a constant
of integration that can be eliminated by applying the initial condition
r|z,= ri(xso). By requiring the trajectory to satisfy the end condition
r|z =1 = rv, the dimensionless groups N1 and N2z and, therefore, the

groups Nz and N« become functionally dependent, i.e.
Nq(30) = Y( Nats0) ) , (4-23)

where the superscript (50) denotes a value of the dimensionless group
corresponding to the xso trajectory. The functional dependence indica-
ted by Eq.(4-22) is valid only for the selected set of dimensionless geo-
metric scales defined by Figure 1.1a and the dimensionless hydrodynamic
parameters employed to calculate the critical trajectories. Figure 4.7

is a graphic portrayal of Eq.(4-23) for the CT-cyclone. The curve in
Figure 4.7 was found by calculating critical trajectories at several
values of the inlet velocity. Using the xso values from the resulting
trajectories in Eq.(4-19) gives a value of N¢¢%9) for each value of

Nat80)

The utility of Pigure 4.7 is that for a single hydrocyclone design,
the xso value calculated for a given set of dispersion parameters can be

related to the xso value for any other set of dispersion parameters. This
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relation holds only for fixed values of the hydrodynamic groups n, re,

and rv.

The group N«(39) is proportional to xso3ur2, while the group N3(390)
is proportional to ur-1/3., Figure 4.7 shows that increasing values of
Ne(50) result as ur is increased, all other parameters remaining con-
stant. This behavior indicates a much slower decline in Xso than the

corresponding increase in ur (see Eq.(4-19)).

The N3(80) - N4(39) relationship will be used in Secton 5.6 to
estimate the performance of the CT- and SCI-cyclones for a typical oil-
water dispersion based on underflow purity data of both designs when

separating a polyethylene powder dispersed in water.



CHAPTER 5

EXPERIMENTAL WORK
The objective of the experimental program was to determine the sep-
aration performance of a single-cone hydrocyclone relative to the Colman-
Thew double-cone design. The scope of the experimental program included
determination of pressure drop - flow rate characteristics, reverse flow

vortex behavior, and underflow purity for both designs.

5.1. Hydrocyclone Designs

Two single-cone hydrocyclone designs were discussed in Chapter 1
(see Figure 1.1a) and were evaluated using the trajectory model to find
centrifugal efficiencies in Chapter 4. Using the same hydrodynamic par-
ameters, the centrifugal efficiencies calculated by the trajectory model
for all three designs were similar, suggesting that the separation per-
formance of the single-cone designs would be comparable to the CT-cyclone
(see Figure 4.6). Of the two single-cone designs, the SCI-cyclone was
selected for experimental comparison with the CT-cyclone because the
large taper angle a was the same for both, facilitating interchangeability
of parts. As discussed in Chapter 1, the cylindrical swirl chambers for
both designs are identical (Dc = 76 mm), as is the portion of the large
taper section up to the point where ?w = ;}/2. At this point in the
CT-cyclone, the fine taper section (B = 3/4°) begins. In the SCI-cyclone

the 10° taper continues to the underflow diameter, where a long

64
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cylindrical tube is connected which leads to the underflow orifice. This
variation in taper angle leads to a 23% smaller volume for the SCI-
cyclone (see Figure 1.la). The total length of the hydrocyclones equaled
1.67 m.

Photographs of the two hydrocyclones are shown in Figures 5.1a and
5.1b. The clear acrylic comstruction afforded visual observation of the
flow patterns within the hydrocyclone body. The feed tube consisted of a
short section of copper tube glued to the acrylic body, forming an outer
wall tangential entry (see Figure 1.la). The copper tube allowed suffi-
cient clamping tension for the attached feed hose. The overflow tube was
attached through an opening in the hydrocyclone roof and was flush mount-
ed to the swirl chamber end wall. The overflow orifice consisted of a
5.2 mm hole drilled in a 3 mm thick end wall, which opened up to a 12.7 mm

ID diameter overflow tube.

The fine taper section for the CT-cyclone was constructed using
seven short subsections individually bored and connected by three evenly
spaced steel rods (see Figure 5.1a). The steel rods were placed in 6.4 mm
diameter holes drilled parallel to the longitudinal axis of each subsec-
tion. The subsection joints were sealed with 0.4 mm thick Fel-pro paper
gaskets. The fine taper assembly was attached to the upper body by
tightening the threaded ends of the three rods into tapped recesses of
the large taper section. The steel rods were also bolted at the small
diameter end of the fine taper section to clamp the whole hydrocyclone
assembly firmly together. The average taper angle in this section was
= 0.80° over the seven subsections. A value of 2.4° over the last 83 mm

of length was thought not to affect operation.
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(a) CT-cyclone (see Figure 1.1a for dimensions)

(b) SCI-cyclone (see Figure 1.la for dimensions)

Figure 5.1. Hydrocyclone designs tested in the experimental work.
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The CT-cyclone could be transformed into the SCI-cyclone by
removing the fine taper section and bolting on the additional 10° taper
section, 54 mm in length. To this section the cylindrical underflow

tube was connected.

5.2. Experimental Flow Loop

A recycle flow loop was used in the experimental work and is shown
in Figure 5.2. Two Meyer QP-30 (3 hp) centrifugal pumps connected in
series were supplied from a 200 liter feed tank. In addition to the
feed supply valve, a bypass was included in the line to assist in the
control of the feed volumetric flow rate. All pressure and return lines
were 19 mm ID copper tube or nylon reinforced hose except the overflow
line which was 12.7 mm ID nylon reinforced hose. Prior to entering the
hydrocyclone, the feed stream passed through an Omega FL-75 rotameter
(1 - 30 gpm). During separation tests, the feed stream was next passed
through an isokinetic sampling assembly. The overflow stream was passed
through a 9.5 mm ID Whitey needle valve prior to returning to the feed
tank. The underflow stream was routed through a 19 mm Crane globe valve
and, during separation tests, an isokinetic sampling assembly identical
to the feed sampling assembly. Before returning to the feed tank, the
underflow stream passed through a second Omega FL-75 rotameter. Stream
pressures were measured by standard Weiss Bourdon type pressure gauges
with a range of 0-100 psig at 2 psig intervals. The pressure gauges
were located 15, 5, and 34 cm from the feed, underflow, and overflow
connections, respectively (see Figure 5.2). Cooling water was passed
through approximately 10 m of 6.4 mm ID flexible copper tubing to

maintain a suspension temperature near 20°C.
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One of the difficulties in working with light dispersions is in
maintaining a homogeneously mixed suspension in the test loop. Colman
{1981] maintained the necessary degree of mixing by using a flow loop
that kept about one half of the total suspension in turbulent pipe flow
in circulation around the flow loop. This strategy was not possible be-
cause of the limited capacity of the two centrifugal pumps used in this
study, and so a recycle tank holding nearly 90% of the working fluid was
employed. To maintain a well mixed suspension in the feed tank, the fol-
lowing measures were employed. The feed bypass line was routed to the
bottom of the feed tank. A "tee" fitting was employed to prevent vortex
formation and air entrainment. A single slotted metal baffle was fasten-
ed to the tank wall running from the tank bottom to just above the
liquid-air interface. An ac motor (G.E. 1750 rpm, 1/4 hp) rotated a two-
bladed centripetal impeller to mix the suspension. Additionally, the
overflow and underflow lines were adjacently discharged into the feed
tank (below the liquid-air interface) to promote rapid mixing of the
streams. These measures combined to give a homogeneous suspension with no

air entrainment into the feed tank.

To determine the dispersed phase concentrations in the underflow
and feed streams by a gravimetric method such as filtering, small sam-
ples were needed for analysis. Because large volumetric flow rates of
the feed and underflow streams (= 25 gpm) precluded the total diver-
sion of each stream for sampling, some sort of technique was necessary
to take representative samples from these streams. This was accom-
plished using two isokinetic sampling probes, described in detail in

Appendix B.1.
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5.3. Experimental Test Procedures

All data were recorded when operating the flow loop with a suspen-
sion of high density polyethylene powder (HDPE) in water. To mix the
suspension, 15 ml of Liquinox detergent were added to approximately 190
liters of tap water in the feed tank. The soap acted as a surfactant
for the HDPE powder, which exhibited strong hydrophobic characteristics.
To eliminate soap sudsing, 15 ml of True Value DF-5 Carpet Defoamer was
added to the mixture before agitation by the impeller was initiated. The
HDPE powder was then added in small portions until a homogeneous suspen-

sion was obtained.

The pressure drop - flow rate characteristics for both hydrocy-
clones were determined in conjunction with the study of the reverse flow
vortex. These experimental tests were conducted at an HDPE concentration
of approximately 400 parts per million by mass (wppm). Pressure read-
ings and flow rates were recorded for flow conditions exhibiting stable
reverse flow vortex characteristics as discussed in Section 5.4.2.

The feed and underflow rotameters were calibrated by the procedure out-

lined in Appendix B.2.

The determination of the underflow purity E' involved the use of
the isokinetic sampling technique and subsequent gravimetric analysis.
The underflow purity was defined by Eq.(2-20) in terms of volumetric
fractions yv and yr. For immiscible components where<f%/fk = 1,
the component volume fractions are equivalent to mass fractions. The
mass fractions of dispersed phase in the feed and underflow streams were
determined gravimetrically using a filtration technique. To separate the

solids from the sample fluid, #3 Whatman filters (passing 6 micron
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particles and below) were used in a Buchner funnel - aspirator arrange-
ment. The filter papers were pre-dried and weighed prior to filtering.
After filtering, the papers and solids were oven dried and then weighed
to determine solids content. A detailed filtration-drying-weighing se-

quence is given in Appendix B.3.

In the separation tests, feed concentrations of about 900 wppm
vwere obtained by mixing approximately 170 g HDPE with 190 liters of tap
water. Each batch was used for sampling up to a total of 5 g of solids.
This total did not include feed samples, which should not change the
concentration or the size distribution of the suspension. The size den-
sity distribution was assumed to be unaffected by the removal of this
small fraction of solids ( = 3% of the total mass). Overflow samples
were not collected because these samples contained a large amount of
solids, which would necessitate frequent replenishment of the dispersion.
A closure of the steady state material balance was not pursued directly,
but the reproducibility of underflow purity measurements was indicative
of steady state conditions. Samples for the feed and underflow streams
ranged from 500 ml at low volumetric flow rates (Qr = 10 gpm = 38 lpm)
to 1 liter at the highest volumetric flow rates (Qr = 25 gpm = 95 lpm).

These volumes represent sampling times of approximately 10 - 15 seconds.

The isokinetic sampling assemblies were calibrated by closing the
overflow valve and running the suspension through the feed and underflow
sampling assemblies (see Figure 5.2). In this configuration both streams
should remain at feed conditions. Six samples from each probe were taken
using 30 second intervals between feed and underflow stream sampling.

Filtering analysis of the twelve samples indicated a mean of 870 wppm



72

with deviations of + 19 wppm. These results compared favorably with the
calculated feed concentration of 856 wppm based on flow loop volume and
the initial amount of solids charged to the system, giving confidence to
the sampling and gravimetric procedures. These results reflect correc-
tions for a tap water dissolved/stray solids content of 12 wppm deter-
mined by a separate filtration analysis. The calibration tests for the
isokinetic sampling assemblies indicate that the feed concentration re-
mains approximately constant over the duration of the experiment. In
subsequent tests only two feed samples were taken, one at the beginning
of each test and another at the end of a test run. The underflow purity
was then calculated using an average of these two values for the feed
concentration. An uncertainty of * 19 wppm in the feed concentration
from the calibration of the sampling assemblies gives an uncertainty of

+2% in the underflow purity.

5.4. Results and Discussion

5.4.1 Characterization of the Dispersion

To characterize the HDPE powder, the mass density and the size
density distribution were determined as outlined in Appendix B.4. A
mass density of -fn = 0.976 £ 0.004 g/cm® was found for the solids by a
gravimetric procedure. This corresponds to a dimensionless density

difference of 1 - fo/fc = 0.025 (at 20°C).

The size density distribution was measured by using an Elzone 180
series particle sizer with 127 channel capability. Table B.1l lists the
cunulative size distribution data, indicating particle sizes from 2 - 120
microns. This is quite representative of size distributions which occur

in an the offshore deoiling environment (see p.6 Colman, 1981). When the
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cumulative data is fitted to a log-normal size density distribution
(see Figure B.2), a mode size of 43 microns is calculated. The combin-
ation of the small density difference and the small size range makes this

dispersion suitable for determining subtle differences between separators.

5.4.2 Reverse Flow Vortex Behavior

The stability of the reverse flow vortex for the hydrocyclones
studied was found to be a dynamic phenomenon. Instabilities in the re-
verse flow vortex manifested themselves over periods of time as short as
ten seconds and as long as twenty minutes, depending on the operating
conditions. In both designs, the particle core existed for the entire
length of the hydrocyclone, its diameter increasing with increasing feed
concentration, but never exceeding the overflow orifice diameter for

stable conditions.

In a study of a series of hydrocyclone designs, Colman [1981]
noted that flow conditions corresponding to good separation efficiencies
could be determined by observing the behavior of the reverse flow vortex.
These observations were confirmed in the present study. The reverse flow
vortex behavior can be easily visualized because light dispersed phase
particles migrate toward the core and are captured in the jet-like flow.
Figure 5.3 summarizes the observed operating regimes for the CT- and SCI-
cyclones. The three operating regimes include: (1) an unstable feed
flow; (2) a stable reverse flow; and, (3) a transient reverse flow. The
lower boundary for the inlet velocity, defined by ur = 1.7 m/s
(~ 8 gpm), represents an operating condition for the flow loop at which
the feed pumps would not deliver a steady volumetric flow rate to the

hydrocyclone test section.
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The two stability boundaries in Figure 5.3 were obtained by visual
observation of the particle core. The underflow valve was left fully
open, giving a fixed underflow resistance for all experiments reported
in this research. The pressure drop across the fully open glove valve
provided sufficient back pressure to prevent the formation of an air
core in the hydrocyclone. At each selected value of the feed velocity,
the overflow valve was opened incrementally from the fully closed
position. If instabilities in the reverse flow vortex resulted in a
transition from reverse flow vortex to a through flow vortex, the over-
flow valve was opened further. This procedure was continued until no
instabilities occurred. The criterion used for stability was no longitu-
dinal pulsations or any thickening of the particle core within twenty
minutes of setting the overflow valve position. This time limit was
chosen for practical considerations. After determining the minimum over-
flow ratio So for a given feed velocity, the stability of the reverse
flow vortex was further checked by momentarily clamping down on the over-
flow hose, creating a pressure pulse in the overflow line. If the core
remained in a stable reverse flow, the coordinates of the operating point
were noted. The points comprising the stability curves locate specific
values of ur, So, and Pr-Py which are marginally stable. Pr and Pu
represent, respectively, the feed and underflow pressures (psig) at the

wall.

The transient reverse flow regime indicates the combinations of So
and ur that resulted in an eventual transition from a reverse flow vor-
tex to a through flow (concurrent with the main flow) vortex. For each

hydrocyclone design, the transient reverse flow regime consists of all
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points below the marginal stability curve. The stable operating regions
for each hydrocyclone consists of the crosshatched regions above the
stability curves. The upper bound for each region was determined by the
"natural" overflow ratio, occurring when the overflow and underflow
valves were in the fully opened position. As Figure 5.3 shows, the
maximum values of the overflow ratio obtained were (So)cr,max = 0.15 and
(So)sci,max = 0.09. Also, the stable operating region for the SCI-
cyclone is narrower than that for the CT-cyclone, but occurs at lower

values of So over the range of feed velocities studied.

The transition from a reverse flow inner vortex to a throughflow
inner vortex included three stages. The first stage was the formation of
what initially appeared to be a stable reverse flow vortex. The particle
core resembled a thin strand of cord along the hydrocyclone axis, some-
what helical in shape as shown in Figure 5.4a. In both designs studied,
the motion of groups of solid particles indicated the axial flow of the
inner vortex to be toward the overflow orifice over most of the vortex
length. 1In the region near the underflow orifice, the direction of inner
vortex axial flow could not be determined. In the SCI-cyclone, some
incoherence of the particle core could be seen between the cylindrical
underflov section and the large taper section. This incoherence may be
due to a secondary (eddy-type) flow caused by the continuance of the 10°

taper angle to the underflow diameter over a short distance.

The second stage of the transition begins with longitudinal pul-
sations of the particle core at a frequency of approximately 2 Hz, orig-
inating from near the underflow orifice and continuing toward the over-

flow orifice (see Figure 5.4b). This event was accompanied by a general
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(c) Stable through flow vortex

Figure 5.4. Progression of the reverse flow vortex instability
in the CT-cyclone.
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thickening of the particle core, also observed by Colman [1981]. The re-
verse flow particle core was not observed to break up as it proceeded to-
ward the overflow orifice and remix with the feed flow as noted by Colman
(see p.29 Colman, 1981). Instead, the particle core was observed to
thicken until its diameter exceeded that of the overflow orifice, accom-
panied by a sudden increase in the overflow stream pressure and a choking
of the overflow stream. This thickening was followed by the third

stage of the transition; a sudden transformation of the inner vortex from
a reverse flow to a through flow vortex (see Figure 5.4c). At this point
the overflow ratio So was essentially zero. Some observations of the
reverse flow to through flow mode were accompanied by the entrainment of a
small amount of air into the inner vortex, but this was not true in gen-
eral. Also, in some experiments, the third stage of transition was char-
acterized by three to four consecutive transitions from reverse flow to
through flow and back to reverse flow. In these cases, the final result

was always a stable through flow inner vortex.

The minimum overflow ratio of the CT-cyclone was found to be
approximately 10% at ur = 5.8 m/s, four times as high as the minimum
value of the overflow ratio for the CT-cyclone (with the same nominal
design scales) reported by Colman and Thew (see Colman and Thew,1983).
It is possible that the lower value reported by Colman and Thew may have
been due to the use of higher back pressures at the underflow orifice.
The pressure drop across the hydrocyclone, Pr - Pu, when operating at
the lower limit of stability is indicated in Figure 5.3 for each value

of ur. The SCI-design has a higher pressure drop at all feed velocities.

The transition from reverse flow vortex to through flow vortex
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occurred on different time scales depending on the initial coordinates
(ur,So) of hydrocyclone operation. In general, the further below the
stability curve, the shorter the period of time that elapsed before the
transition. Point "A" on Pigure 5.3 indicates a transition occurring
over an elapsed time of five minutes for the CT-cyclone with initial
coordinates (ur = 1.7 m/s, So = .06). Point "B" represents a tran-
sition occurring over an elapsed time of 19 minutes in the same design,
with initial coordinates (ur = 3.6 m/s, So = .09). When the initial
conditions are set well below the stability curve such as in point "C",
where So is approximately 0.02, the CT-cyclone exhibited the instabili-

ties within 10 - 20 seconds.

5.4.3 Pressure Drop Measurements

The pressure losses across a hydrocyclone are a direct measure
of the operating costs of the device. The pressure drop - flow rate
data reported in this section were observed at the minimum values of
So corresponding to the stability curves in Figure 5.3. The dimension-
less groups chosen to represent this data are the pressure loss coeffi-

cients and the feed Reynolds number defined as

Copu = PF - Pu (5-1)

Ccur2/2

Cpo m PP~ Po (5-2)
fcur3/2

and

Drur
Ve

Rer = . (5-3)

where Po is the wall pressure measured near the overflow orifice. The
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intensity of the fluid swirl at a given axial position is a function of
the radial pressure gradient. Measurement of the wall pressures at the
inlet and outlets of the hydrocyclone (see Figure 5.2 for pressure gauge
location) only gives a gross measurement of the conversion of pressure
energy of the fluid into rotational energy that is useful for centrifugal

separation.

Figure 5.5 shows the plot of the underflow pressure loss coeffi-
cient vs. feed Reynolds number for the two hydrocyclone designs studied.
The pressure loss coefficient for the SCI-cyclone is nearly double that
for the CT-cyclone. This higher pressure loss indicates a difference in
the internal flow structures of the two hydrocyclones, which is consis-
tent with the observation of the incoherence of the particle core near
the large taper section apex in the SCI-cyclone (see Section 5.4.2). The
coherence of the particle core throughout the entire length of the CT-
cyclone, coupled with a lower pressure loss coefficient, suggests that
function of the fine taper is to conserve angular momentum without creat-

ing secondary flows, resulting in a lower pressure loss.

The pressure loss coefficients for both designs are practically
independent of the feed Reynolds number, indicating that viscous losses

are small compared to centrifugal head losses.

The pressure loss for the CT-cyclone reported by Colman (see Figure
52, 1981) was replotted in dimensionless variables and is shown in Figure
5.5. The curve indicates a higher pressure loss for the CT-cyclone than
was found in the present study, but this may have been due to the inclu-

sion of pressure losses across a vortex breaker at the underflow orifice
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in Colman's experiments. The vortex breaker was included to dissipate
the fluid swirl, thus defining the separation length. 1In the present
study, the underflow pressure was measured prior to the underflow valve
(see Figure 5.2). Observation of the flow downstream from the underflow
valve showed no particle core, indicating that the valve had effectively
dissipated the fluid swirl. The overflow pressure loss coefficients,
not shown in Figure 5.5, are approximately twice as large as the Cpu
values given for each design, suggesting that viscous losses are impor-
tant for this smaller diameter orifice. This trend agrees with the ob-

servations of Colman ([1981].

5.4.4 Underflow Purity Measurements

The separation performances of the CT- and SCI-cyclones were eval-
uated using the HDPE dispersion at a feed concentration of yr = 900 wppm
and feed velocities ranging from 2.5 to 5.8 m/s. Figure 5.6 shows the
underflow purities measured for each design. The CT-cyclone was oper-
ated at an overflow split ratio So = .13, while the SCI-cyclone was oper-
ated at So = .09, consistent with the minimum So values reported in
Section 5.4.1. The SCI-cyclone reached an apparent asymptotic value of
E' = 0.42 at ur = 5 m/s. On the other hand, the underflow purity for
the CT-cyclone equals 0.60 at ur = 5.8 m/s. The two values of E' = 0.50
at ur = 2.5 m/s for the CT-cyclone were not reproducible in an additional
separation test and are thought to represent anomalous results. The higher
underflow purities attained by the CT-cyclone, coupled with the incoher-
ence noted in the particle core for the SCI-cyclone (see Section 5.4.2),

further suggests differences in hydrodynamics between the two designs.

The difference in overflow ratios for the two designs may be a



83

*subtsap auordAd> ay3 103 X3jtand moyjaapup

s/m ‘4n

— QN

60°0 = 05 ‘auoTdXd-10S W
€1°0 = °S ‘BuoTdAd-l0 W

uddu 006 = 4K

00
—-1°0
—¢'0
—¢'0
~v°0
—G'0

—9°0

—-L0

"9°g aInbryg

|



84

factor in the higher underflow purity observed for the CT-cyclone. The
studies of Colman, however, suggest that the underflow purity is not
dependent on the overflow ratio when operating above the minimum value
of So (see Figure 1.3b). This indicates that the volumetric flow rate
leaving through the overflow orifice is not a limiting factor for the
removal of light dispersed phase, especially when the volume fraction of
the dispersed phase in the feed is much less than the overflow ratio So.
In both designs, the reverse flow vortex was observed throughout the
hydrocyclone length, giving light particles the full opportunity to reach
the capture surface. This suggests that for separation of the HDPE dis-
persion, an increase in the operating overflow ratio of the SCI-cyclone
(by use of higher back pressure at the underflow orifice) would not sub-

stantially improve its performance relative to the CT-cyclone.

Colman compared the separation performance of the CT-cyclone
(L/Dc = 24) and the SCI-cyclone (L/Dc = 14) using a dispersion of poly-
propylene particles ( fb/(% = 0.90, mean particle size of 40 microns) in
water (see Figure 18 Colman, 1981). At an inlet velocity of 5 m/s, the
CT-cyclone (E' = 0.89) only achieved a 5% higher underflow purity than
the SCI-cyclone (E' = 0.84). The performance of the two designs is thus
more comparable when separating a dispersion with a larger density dif-
ference. When comparing the hydrocyclones at equal length to diameter
ratios, the difference in separation performance would be expected to be

even smaller.

Figures 5.7a and 5.7b show optical microscope photographs of the
feed and underflow streams for the CT-cyclone at a magnification of

approximately 40X. The photographs represent samples taken from the
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Figure 5.7. Comparison of particle size distributions for the (a) feed
and (b) underflow streams in the CT-cyclone. Photos repre-
sent approximately 40X enlargement of samples taken when
operating at ur = 3.9 m/s, So = 0.13, and yr = 250 wppm.
The scale next to the figures can be used to estimate par-
ticle sizes.



86

W A S YouM
’;' :."?}“. 3 %
o S

Gege (B e SN Gt o
‘F&? {r:e o ;,‘«,":'f‘ " a,. .s:;'f..!f.—
| AR NS R |

(b) underflow stream sample

.
”
.

Figure 5.7.



87

CT-cyclone operating at ur = 3.9 m/s, So = 0.13, and a feed concentra-
tion of yr = 250 wppm. The scale next to the photos can be used to es-
timate particle sizes. The samples were allowed to separate gravimetric-
ally and do not represent the concentrations existing in the streams dur-
ing hydrocyclone operation. Although the particles are not spherical in
shape, Colman and Thew [1983] showed that application of the shape factor
correction did not significantly change the shape of or position of the

grade efficiency curve when plotted against particle size.

A comparison of Figures 5.7a and 5.7b shows the underflow of the
CT-cyclone to be free of most of the large particles existing in the feed.
However, the presence of some large particles (80-100 microns) in the
underflow suggests that the side-wall boundary layer does exist in this

design.

Figures 5.8a and 5.8b show the corresponding photographs for the
feed and underflow streams for the SCI-cyclone operating at the same
inlet velocity and feed concentration, but with So = .09. Note the
existence of many more large particles in the underflow stream, Figure
5.8b, as compared with Figure 5.7b for the CT-cyclone. This is consis-
tent with the underflow purity measurements. These photographs suggest
that the SCI-cyclone allows for a larger side-wall boundary layer flow

than does the CT-cyclone.

5.4.5. Conclusions
The following conclusions are based on the experimental data

presented in Sections 5.4.2 - 5.4.4.

(1) Both hydrocyclone designs exhibited a dynamic instability in the
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Figure 5.8. Comparison of particle size distributions for the (a) feed
and (b) underflow streams in the SCI-cyclone. Photos repre-
sent approximately 40X enlargement of samples taken when
operating at ur = 3.9 m/s, So = 0.09, and yr = 250 wppm.

The scale next to the figures can be used to estimate par-
ticle sizes.
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(a) feed stream sample
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(b) underflow stream sample

Figure 5.8.
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reverse flow vortex for the range of inlet velocities studied. Operation
of the hydrocyclones outside the conditions for stable reverse flow vor-

tex behavior results in little or no separation of the dispersed phase.

(2) The higher underflow purity and lower pressure loss for the CT-
cyclone indicate that it is a better separator for the HDPE dispersion
used in the present work. However, comparison with Colman's data (see
Figure 18 Colman, 1981) indicates that the cyclones would be expected
to perform comparably when separating a dispersion with a larger den-

sity difference and using equal length to diameter ratios.

(3) The pressure loss data and separation performances indicate differ-

ent hydrodynamic structures for the two hydrocyclone designs.

(4) The underflow pressure loss coefficients for both designs were
found to be independent of the inlet Reynolds number, indicating that
the pressure losses are due primarily to centrifugal head losses. This
was not true for the overflow pressure losses, where viscous losses

may become important in the small overflow orifice.

(5) Photographs of samples taken from the underflow streams of both de-
signs at the same inlet velocity indicate that some large particles are
lost directly to the underflow from the side-wall boundary layer short

circuit flow.

5.5. Comparison of Theoretical and Experimental Results

5.5.1 Centrifugal head calculations
The pressure drop data from Figure 5.5 can be used to estimate

values for the hydrodynamic parameters n and m. The radial component of
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the equation of motion in cylindrical coordinates for an inviscid fluid

at steady state can be approximated by

ok _ geuot/t (5-4)

or

The centrifugal acceleration has been assumed to be the dominant effect
for momentum transport and the effect of external potential fields have
been neglected. Bradley (see p.89, 1965) concluded that the observed
pressure losses across a hydrocyclone are due almost entirely to the cen-
trifugal head, which is calculated by separating and integrating Eq. (5-4)
over the appropriate radial limits. An expression for the underflow
pressure loss coefficient Cpu can be found by substituting Egs.(3-15a)

and (3-15b) into Eq.(5-4) and performing the integration from ? = ?c

(the hydrocyclone wall radius) to ? = ?u (the underflow radius), giving
Cpu = m2( ry-2® - 1)/n . (5-5)
Eq. (5-5) shows no explicit dependence on the inlet Reynolds number Rer.

The underflow pressure loss coefficient for both designs were also
found to be independent of Rer (see Figure 5.5). It is possible that the
parameters m and n vary with Rer in such a way that Cpu remains constant
over the range of inlet velocities. However, it would seem more plaus-

ible for each of these parameters to be constants, independent of Rer.

If the values of n = 0.5 and m = 0.5 (these were the "base values”
used in the illustrative trajectory calculations of Chapter 4) are sub-
stituted into Eq.(5-5), a value of Cpu = 1.5 results. This is far below
the values of Cpu observed for both hydrocyclone designs. A value of

Cpu = 15 results for n = 1 (a free vortex) and m = 1. This value should
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be an upper bound on the centrifugal head for both hydrocyclone designs.
Referring to Figure 5.5, this is true for the CT-cyclone (Cpu = 10), but
not for the SCI-cyclone (Cpu = 18). This result indicates that other

factors are involved in the pressure losses across the SCI-cyclone, in-
cluding the possibility of recirculation flows caused by the continuance

of the 10° taper to the underflow diameter.

Because the underflow pressure loss coefficient for both designs is
approximately constant over the range of inlet velocities studied, a
unique relationship between n and m can be found by solving Eq.(5-5) for
m, giving

1/72
m = [nCpu/( ru~-20 - 1)] . (5-6)

Substituting ru = 1/4, Cpu = 10 (for the CT-cyclone), and requiring

m S 1 places a lower bound of approximately n = 0.75 on the free-like
vortex power index. Data from Dabir [1983] and Colman [1981] indicate
that this value for n is the maximum expected in liquid hydrocyclones.
Using this value of n in Eq.(5-6) results in a value of m = 1 for the
CT-cyclone. The result of this analysis is that the pressure drop
data of Figure 5.5 suggests significantly larger values for these two
parameters than was used in the centrifugal efficiency calculations in
Chapter 4. Using a value of Cpu = 18 for the SCI-cyclone, no values

of n or m less than unity could be found to satisfy Eq.(5-6).

5.5.2 Estimation of the centrifugal efficiency
Colman reported separation data for the CT-cyclone (with the same

nominal dimensions as the CT-cyclone used in this study) when
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separating a polypropylene powder dispersed in water ( {h/(@ = 0.90 and
a mean particle size of about 40 microns, see Figure 19 Colman, 1981).
This data suggests an asymptotic value of 90% for the underflow purity
at an overflow ratio So = 0.10. Assuming that the centrifugal effi-
ciency has reached an asymptotic value of Ec = 1 in Colman's experi-
ments, Eq.(2-35) can be used to estimate the side-wall short circuit

ratio giving
Ssw = [1-(Eg =121] (1-S0) . (5-7)

Substituting So = 0.10 and (E')e =1 = 0.90 into Eq.(5-7) gives

Ssw = 0.09. The centrifugal efficiency of the CT-cyclone corresponding
to the underflow purities shown in Figure 5.6 can be estimated by solv-
ing Eq.(2-36) for Ec, with Ssw = 0.09 and So = 0.13 (see Figure 5.6),

giving
Ec = 1.12E' . (5-8)

The centrifugal efficiency for the CT-cyclone can be calculated
using the particle trajectory model, with the values m =1 and n = 0.75
found in Section 5.5.1. The remaining hydrodynamic/dispersion parameters
are defined by Table 4.1 and the size density distribution for the dis-
persion is given in Figure B.3. Figure 5.9 shows the result of this
calculation (curve a) as well as a plot of the experimentally obtained
values of Ec given by Eq.(5-8) (curve c). Note that the parameter qc
(the fraction of the feed flow rate experiencing centrifugal separation)
has been taken equal to unity, although the side-wall short circuit ratio
Ssw was assumed to be equal to 0.09. The centrifugal efficiency calcu-

lated using qc = 1 is a lower bound for the case Ssw = 0.09 (giving
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qc ¢ 1). This is due to the smaller value of qc resulting in an in-
creased value of N1 in Eq.(4-4), giving higher centrifugal grade effi-
ciencies at all particle sizes (see Eqs.(4-7) and (4-8)). So for values
of qc < 1, the centrifugal efficiency will reach a value of unity even

quicker than for curve (a) of Figure 5.8.

Curves (a) and (c) of Figure 5.8 do not show good agreement. Curve
(a) was calculated using the position of maximum tangential velocity
re = 0.125, as suggested by the data of Dabir [1983] and Colman (see
Figures 34 and 36 Colman, 1981). Curve (b) shows the theoretically cal-
culated centrifugal efficiency curve corresponding to re= 0.25, which
still does not show good agreement. The difference between the theoret-
ically calculated centrifugal efficiency and the experimentally implied
centrifugal efficiency may be due to some poor assumptions in the

particle trajectory model.

Based on the centrifugal head estimated from Eq.(5-5), the pres-
sure loss data for the CT-cyclone (see Figure 5.5) resulted in values
of n ~ 0.75 and m = 1, which are higher than the values given in Table
4.1. For these higher values of n and m, a possibility that would give
closer agreement between the theoretically calculated and experimentally
implied centrifugal efficiency curves of Figure 5.8 is for re to be
greater than 0.25. However, this requirement corresponds to the
existence of a forced vortex in the cylindrical underflow section of the
CT-cyclone. LDA studies of Colman show that even for a cylindrical
hydrocyclone, the tangential velocity profile is a combination of free-
like vortex and forced vortex throughout the entire hydrocyclone length

(see Figure 36 Colman, 1981). Therefore, it does not seem likely that
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the position of maximum tangential velocity would occur at a radius

greater than the underflow radius.

The decay of angular momentum, not accounted for in the particle
trajectory model, may play an important role in long hydrocyclones used
in light dispersion separations (see Regehr, 1962). The tangential vel-
ocity profile for the free-like vortex portion in the hydrodynamic model
was assumed to be independent of axial position. A more realistic model

may be
A A A A
e = k(z)r-n re S r < rwi(z) , (5-9)

where the coefficient k(z) denotes dependence of the tangential velocity
upon axial position. Note that Egs.(3-15a) and (3-15b) used a constant
value of the power law coefficient, k = nurfc". By allowving k to be a
function of axial position, the magnitude of the tangential velocity

can decrease as angular momentum decays (with increasing axial
position), while preserving the radial location of the maximum value of

A
the tangential velocity, re.

One of the main assumptions in the particle trajectory model is
that the cylindrical swirl chamber acts as a mixing chamber, giving a
homogeneous distribution of particles across a radial line from the cap-
ture surface to the hydrocyclone wall. Although flow visualization stu-
dies seem to support this assumption, detailed information on dispersed
phase distribution upon entry into the hydrocyclone is not available.
Other mixing assumptions could be made, giving different results. For
example, if all the dispersed phase particles were assumed to enter the

swirl chamber at the wall radius ? = ;c, the resulting centrifugal
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grade efficiency curve would resemble a step function. Particles smal-
ler than the X100 size (i.e., the 'size for which the centrifugal grade
efficiency equals 100%) have no chance to be captured in the reverse
flow vortex, while particles equal to or larger than the X100 size would
be captured at an efficiency of 100%. A comparison between the two
mixing models gives very different results. When the mixing chamber
model is used with the centrifugal grade efficiency curve for the CT-
cyclone at ur = 5 m/s (see Figure 4.4), the computer program in
Appendix A.3 calculates a centrifugal efficiency Ec = 0.70 for the HDPE
dispersion. The wall entry mixing model, using a step function for the
centrifugal grade efficiency (occurring at Xioo = 60 micromns in Figure

4.4), gives an analytic result for the centrifugal efficiency, i.e.

Ec = 1 - Fr (60 microns) . (5-10)

Figure B.2 gives Fr (60 microns) = 0.68 resulting in a centrifugal effi-
ciency Ec = 0.32. Because the centrifugal efficiency is so different for

the two mixing models, this assumption is a critical one.

A final possibility to be considered is that the measured pressure
loss coefficient does not represent the centrifugal head losses. Colman
measured the wall pressure in a cylindrical hydrocyclone at several
different axial positions (see Figure 51 Colman, 1981). The data sug-
gests that the underflow pressure loss coefficient remains constant over
much of the length of the hydrocyclone, but begins to decrease in the
cylindrical underflow section due to frictional losses. If pressure
losses along the wall in the CT-cyclone due to wall friction are signif-

icant, then the centrifugal head would be lower than the observed
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underflow pressure loss coefficient, resulting in lower values for n and
m in Eq.(5-6). This may result in closer agreement between the theoret-
ically calculated and experimentally estimated centrifugal efficiencies

for the CT-cyclone.

5.6. Application of the Cut Size Correlation

An estimate of the efficiency of the CT- and SCI-cyclones when
separating a dispersion with a density difference typical of oil-water
dispersions will be made using the cut size correlation introduced in

Section 4.3.

A set of hydrodynamic parameters (n, m, and re) can be chosen for
the CT- and SCI-cyclones so that the centrifugal efficiency calculated by
the particle trajectory model approximates the underflow purity data for
each design given in Figure 5.6. The set of parameters for which this
occurs was found by trial and error, using the values defined in Table
4.1 for the remaining hydrodynamic and dispersion parameters. Using this
approach, the values m = 0.5, n = 0.5, and re = 0.16 resulted in a cen-
trifugal efficiency of 0.45 for the SCI-cyclone at ur = 5 m/s, compared
to an observed underflow purity of E' = 0.42. Likewise, for the CT-
cyclone, the values m = 0.5, n = 0.5, and re = 0.15 resulted in a value
of Ec = 0.57 at ur = 5 m/s compared to the observed value of E' = 0.55.
These values of m, n, and re are used to approximate the underflow purity
using the centrifugal efficiency and do not necessarily represent the

hydrodynamics occurring in either hydrocyclone.

Using these values for m, n, and re, the N3(30) - Ng(30) relation-

ships can be constructed for each design as discussed in Section 4.3.
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Figure 5.10 shows the resulting curves for each hydrocyclone. The en-
larged dot on each curve represents the values of N3¢39) and Nc¢39)
corresponding to the cut size xso at ur = 5 m/s ( (Xso)cr = 47 microns,
(xs0)sct = 50 microns) for the HDPE dispersion. Figure 5.10 can be used
to estimate the underflow purity that would be achieved by each design
for an oil-water dispersion with the same size density distribution as

the HDPE powder used in the present study.

The value of N3¢39) ig the same for each hydrocyclone design and is

calculated using Eq. (4-19)

1/3
(1 - Po/fc)m?vc
18fcur
N3(50) = — (4-19)
qcrrrc/L

The model parameters corresponding to the conditions to be evaluated are:

€o/fc = 0.90, Vc = 10-%m?/s, fc = .038 m, ur =5 m/s, rr = 0.25,

A A
L/rc = 44, m = 0.5, and qc = 1. Substituting these values into Eq. (4-17)

gives N3(30) 1.366. The corresponding Nq(39) values can be read from
Figure 5.10, giving 0.0174 and 0.0160 for the SCI- and CT-cyclones, re-
spectively. To find the cut size for each design when separating the new
dispersion, Eq.(4-20) is solved for xso giving

18Nq(30) Y c2r¢

Xso0 = . (5-11)
(1 -fo/{c) {mur ) 2

Eq.(5-11) can be used to estimate the Xxso values for the two hydrocyclones
assuming that the new dispersed phase density does not affect the hydro-

dynamics of either design. Substitution of the N4¢39’ values found from
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Figure 5.10 and the model parameters used in calculating N3¢(30) gives

(xso)cr = 26 microns and (xso)scr = 27 microms.

These values for the cut sizes can be used to calculate the cen-
trifugal efficiencies by assuming the centrifugal grade efficiency can be
approximated by a step function occurring at the cut size xso. This
representation for the centrifugal grade efficiency curve is not calcu-
lated using the trajectory model, but is a good approximation to the
curves obtained by the model, especially at high inlet velocities (see
Figure 4.4). The evaluation of the centrifugal efficiency (see Eq.

(2-27)) can then be found analytically giving

Ec

1]

1 - Fr(xso) . (5-12)

Using the experimental data from Figure B.2 to find the value of the

cumulative distribution at these values of xso gives

(Ec)scr =z (BE')sci = 1-0.13 = 0.87 (5-13)
and

(Ec)cr ] (E')cr = 1-0.12 =0.88 . (5-14)

Thus, for a dispersion with a larger density difference, the two hydro-
cyclone designs are expected to perform comparably. Colman reported a

a value of E' = 0.89 at ur = 5 m/s for the CT-cyclone when separating an
HDPE dispersion (fb/fb = 0.90) with approximately the same size density
distribution as that used here (see Figure 45 Colman, 1981). This

agrees well with the estimated value given by Eq.(5-14). The 1% difference
estimated for the underflow purity of the two hydrocyclones given by Egs.

(5-13) and (5-14) reflects an equal length to diameter ratio. This
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result would be anticipated when extrapolating the data given by Colman
for the comparison of the performance of the CT- and SCI-cyclones (see

Section 5.4.4).



CHAPTER 6

CONCLUSIONS

The major conclusions of this study can be summarized as follows:

(1) The results of flow visualization, pressure drop measurements, and
underflow purity determination suggest that the hydrodynamics occurring
in the SCI- and CT-cyclones are different. Flow visualization studies
shoved an incoherence in the particle core near the apex of the large
taper section in the SCI-cyclone, indicating a remixing of fluid at that
axial position. No such behavior was observed in the CT-cyclone, the re-
verse flow vortex appearing to be coherent over the entire hydrocyclone
length. Compared to the sharper contraction of the fluid to the under-
flow diameter in the SCI-cyclone, the gradual taper of the CT-cyclone
appears to maintain high swirl without upsetting the coherence of the
particle core. The pressure losses in the SCI-cyclone were nearly double
those of the CT-cyclone, and it exhibited an 18% lower underflow purity
when separating the HDPE dispersion at an inlet velocity of 5 m/s. This
pressure drop - efficiency behavior is in contrast to heavy dispersion
hydrocyclones where higher efficiencies result from larger pressure drops
(see p.87 Bradley, 1965), indicating a source of inefficiency in the SCI-
cyclone. Because the two designs were geometrically identical in all

other respects, the difference in the taper angle B appears to be the
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cause of the different hydrodynamic environments in the two cyclones.

(2) Based on the scaling calculation presented in Section 6.2, the SCI-
and CT-cyclones would be expected to give comparable underflow purities
for dispersions where €o/fc = 0.90. For this conclusion to be valid

in the separation of a liquid-liquid dispersion, the effects of droplet
breakup in the SCI-cyclone should be investigated. If the process stream
were naturally available at high pressures, as on offshore oil platforms,
the higher pressure loss for the SCI-cyclone would not necessarily be a

disadvantage.

(3) In the context of the particle trajectory model, it was not pos-
sible to find a set of hydrodynamic parameters n, m, and re that were
consistent with both the pressure losses and underflow purities observed
for the CT-cyclone. This result suggests that some of the assumptions
in the model may need to be modified. In particular, the decay of an-
gular momentum is likely to be significant for long hydrocyclones used in
light dispersion separations, and should be accounted for in the trajec-
tory model. Also, the mixing assumption introduced in Section 2.3
appears to give high centrifugal efficiencies. On the other hand, the
assumption that the dispersed phase particles concentrate near the outer
wall upon entry appears to give low centrifugal efficiencies, suggesting
that the actual mixing conditions lies somewhere between these two

extremes.

(4) Dynamic instabilities in the reverse flow vortex were observed in
both hydrocyclone designs over periods as short as ten seconds and as

long as twenty minutes. The long time scales over which the dynamic
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instabilities of the reverse flow vortex could occur shows the need for
carefully mapping out the stable operating regimes for the light dis-
persion hydrocyclones. The cause of this instability is unknown, but

it may be due to insufficient back pressure to drive the reverse flow
vortex through the overflow orifice or from asymmetric flow conditions

in the swirl chamber resulting from the use of a single inlet design.

It is also possible that submerging the overflow line in the recycle tank
caused disturbances to be propagated through the overflow valve to the

overflow orifice, affecting the stability of the reverse flow vortex.

(5) Photographs of samples of the feed and underflow streams (see
Figure 5.7) suggest the existence of the side-wall boundary layer short
circuit flow in both hydrocyclone designs tested. The appearance of
more large particles in the underflow stream for the SCI-cyclone indi-

cates that the short circuit effect may be larger in this design.

(6) The inclusion of the transition regime for particle drag is neces-
sary, especially for large particles. The use of Stoke's law at the
highest particle Reynolds numbers occurring in the model flow field re-
sults in overestimating particle drift velocities by a factor of two
(see Figure 4.3a). When the density difference between continuous and
dispersed phase is larger than that used in the calculations presented

here, the error incurred by the use of Stokes' law will be even greater.



CHAPTER 7
RECOMMENDATIONS
The following recommendations for further research are made:

(1) The existence of dynamic instabilities in the reverse flow vortex
is a new result. This phenomenon should be the focus of a separate study

to quantify its behavior in the CT-cyclone and to study its causes.

(2) The SCI-cyclone should be tested using a dispersion for which
-fnl{c = 0.9 to validate the scaling calculation of Section 5.6 that the
SCI- and CT-cyclones would achieve comparable underflow purities when

separating this type of dispersion.

(3) Colman [1981] compared the CT- and SCI-cyclones holding the over-
flow ratio So fixed for selected feed velocities while the overall
hydrocyclone lengths and volumes were different. 1In the present study,
these two designs have been compared at the same overall length, while

the hydrocyclone volumes and overflow ratios were different. Experimen-
tal comparison of the SCII- (see Figure 1.1a) and CT-cyclones would pro-
vide a comparison of double- and single-cone hydrocyclones for which the
lengths, volumes, and overflow ratios were the same. With a mean fluid
residence time equal to that of the CT-cyclone and a shallower taper angle

to eliminate possible secondary flows, the SCII-cyclone may perform
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comparable to the CT-cyclone when separating the HDPE dispersion used in
this study. Differences between the separation performance of these two

designs could be attributed to the fine taper angle in the CT-cyclone.

(4) The particle trajectory model presented in this study requires more
detailed information on the tangential velocity profile as a function of
axial position, especially with regard to the decay of angular momentum.
A determination of the tangential velocity profile at both upstream and
downstream axial positions in the CT-cyclone using LDA is recommended to
quantify the decay of angular momentum and arrive at a better model for

the tangential velocity in the free-like vortex region.

(5) A study of the wall pressure profile in the CT-cyclone is suggested
to determine the relation of the measured underflow pressure loss coef-
ficient to the centrifugal head losses occurring in the hydrocyclone.
This will help to quantify the hydrodynamic parameters n (the power

index for the free-like vortex) and m (the inlet velocity conversion fac-

tor) used in the particle trajectory model.

(6) The mixing model assumption was shown to be critical. Although
flow visualization in the CT- and SCI-cyclones indicated that the swirl
chamber acts to mix the incoming feed stream, no quantitative data is
available. A study of the distribution of the dispersed phase particles
upon entry into the CT-cyclone using high speed cinematography is recom-

mended to clarify this aspect of the separation process.

(7 The short circuit flows affecting separation performance are liter-
ally unexplored. Techniques such as LDA could be used to determine the

nature and extent of these flows and would greatly improve the
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understanding of the hydrocyclone separator. A focus on the side-wall
boundary layer in long hydrocyclones is recommended to understand its

role in the separation process.

(7) The use of hydraulic water addition in the cylindrical underflow
section may eliminate the effect of the side-wall short circuit flow.
This strategy should be used in the CT-cyclone when separating a disper-
sion for which n/{% = 0.90 and the size distribution is similar to

that of the HDPE powder used in this study. If the attainment of
underflow purities near 100% is found to be possible using this strategy,

the role of the end-wall short circuit flow would be understood better.
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APPENDIX A

COMPUTER PROGRAMS

A.l Particle Trajectory Calculation

The objective of this section is to solve the initial value problem
described in Section 4.1. The Runge-Kutta 4th order method (see p.359
Boyce and Diprima, 1977) is used to numerically integrate Eq.(4-3), a
first order nonlinear ODE. The solution strategy discussed in Section
4.1 is outlined in flow chart form in Figure A.1.1. This is followed by
the program code with typical output. This program uses a data file
named TRJ.DAT that must be created by the user to input the problem para-

meters.

109



110

FLOW DIAGRAM FOR PROGRAM TRJ.FOR

Main Program

Input Design Type
Begin
and other parameters

Calculate

21,22,23

Call ‘r = Ty
Iter & Iter + 1 r e— xx(1) Runge [z & 2z

F

T

T

F-—--D<§Bd(lter/1terc) = OAE>---ﬂ}rint r,z,rw,Rep,g]

Subroutine Runge uses the Runge-Kutta 4th order algorithm to calculate
dr/dz. It calls Subroutine Aux to evaluate Eq.(4-3).

Subroutine Aux

x(l) — xx(1)

Rep &—  Eq. (4-/3)
and Eq.(3-2)a-c

4—- dr/dz (--- m.u-njn—

Calculate
rw,drw/dz Rep |
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C PROGRAM TRJ.FOR
c
Chhkkkhahahhhkkxxkx  YVARIABLE LIBRARY  AAXRRARARARRRAKRRRARRRRARRRKA KRR KRR
c
C LDC = LENGTH TO DIAMETER RATIO L/Dc
C L = TOTAL HYDROCYCLONE LENGTH
C LCDC = LENGTH OF CYCLINDRICAL SWIRL CHAMBER Lc/Dc
C DDC = DIAMETER IN CT-CYCLONE WHERE FINE TAPER BEGINS D/Dc
C DODC = OVERFLOW DIAMETER RATIO Do/Dc
C LA = DIMENSIONLESS LENGTH OF LARGE TAPER SECTION La/L
C LB = DIMENSIONLESS LENGTH OF SMALL TAPER SECTION Ls/L
C LU = DIMENSIONLESS LENGTH OF TAILPIPE SECTION Lu/L
C ALPHAD= LARGE TAPER ANGLE a (DEG)
C BETAD = SMALL TAPER ANGLE B (DEG)
C RU = UNDERFLOW RADIUS rv
C RTH = CHANGEOVER RADIUS (FREE-LIKE VORTEX TO FORCED VORTEX) re
C EN = POWER INDEX OF FREE-LIKE VORTEX n
C FC = DIMENSIONLESS RADIAL ACCELERATION Fc
C R = RADIAL COORDINATE, 0 ¢ r < 1 = rc
C RI = INITIAL PARTICLE RADIAL COORDINATE ri
c Z = AXIAL COORDINATE, 0 ¢ z ¢ 1
C ZI = INITIAL PARTICLE AXIAL COORDINATE 2z
c Z1 = AXIAL POSITION OF START OF 1ST TAPER SECTION z:
C 22 = AXIAL POSITION OF END OF 1ST TAPER SECTION 2z2
C Z3 = AXIAL POSITION OF BEGINNING OF 2ND TAPER SECTION zj
C RW = WALL RADIAL POSITION rw
C RWP = RATE OF CHANGE OF WALL POSITION WITH AXIAL LENGTH drw/dz
C D2 = AXIAL STEP SIZE
C XX = POSITION VECTOR FOR INTEGRATOR
C N1 = DIMENSIONLESS GROUP IN DIFFERENTIAL EQUATION N
C N2 = DIMENSIONLESS GROUP IN REYNOLDS NUMBER CALCULATION
c REP = PARTICLE REYNOLDS NUMBER Rep
C WREP = DRAG COEFFICIENT RATIO W(Rep)
C INTLDC= AXIAL POSITION DENOTING VORTEX REVERSAL
c I1 = INTEGER DENOTING CYCLONE MODEL
C
C 1 = SHORT CYLINDER AND CONE (Ls = Lv = 0)
C 2 = SINGLE CONE DESIGN
C 3 = DOUBLE CONE DESIGN
c
C ITER = COUNTER
C ITERC = COUNTER; = # ITERATIONS/PRINTOUT
C
C
CSDEBUG
INTEGER I1,ITER,ITERC
REAL*8 N1,6N2

REAL*8 LDC,LCDC,DDC,ALPHA,BETA,ALPHAD,BETAD,RU,RTH,EN,R,RI,Z,ZI
REAL*8 Z1,22,23,DODC,DZ,XX(2) ,RF,INTLDC,LA,LB,LU,RV,REP,RW,RWP,WREP
COMMON /AUX1/ N1,N2,RTH,EN,WREP,REP,LDC,RWP, RW

COMMON /AUX2/ I1,21,Z2,23,ALPHA,BETA,DDC,RU,RV,RF,DODC
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OPEN(2,FILE = 'TRJ.PRN',STATUS = 'NEW')
OPEN(3,FILE = 'TRJ.DAT',STATUS = 'OLD')

ChhkRRARAARXRARRAXRAAXX TNPUT NECESSARY PARAMETERS RAXAARARARRARXRKKKRRRRK

C

s e Ne]

OOOO00O00an

a

READ(3,*)I1,LDC,LCDC,DDC,ALPHAD,BETAD
READ(3,*)RU,RTH,EN,DZ,RF, INTLDC, DODC

READ(3,*)RI,ZI

READ(3,*)N1,N2,ITERC

WRITE(*,'(1X,'' PARAMETERS ''/1X,''TYPE = '',I1/1X,''LDC = '',El2.
14/1X,''DDC = '',E12.4/1X,''ALPHA = '',E12.4,'' DEG''/1X,''BETA =
1'',E12.4,'' DEG''/1X,''RU = '' ,E12.4/1X,''RTH = '',E12.4/1X,''EN
l1="'"'El2.4/1X,''DZ = '',E12.4/1X,"''RF = '',E12.4/1X,'"INTLDC = '

1,E12.4/)')I11,LDC,DDC,ALPHAD,BETAD,RU,RTH, EN,DZ,RF, INTLDC

WRITE(*,'(1X,''RI = '',E12.4/1X,''2I = '',E12.4)"')RI,ZI

WRITE(*,"'(1X,''DODC = '',E12.4)')DODC

WRITE(2,'(1X,'' PARAMETERS ''/1lX,''TYPE = '',I1/1X,''LDC = '',El2.
14/1X,''DDC = '',E12.4/1X,''ALPHA = '',E12.4,'"' DEG''/1X,''BETA =

1 '',E12.4,'' DEG''/1X,''RU = '',E12.4/1X,''RTH = '',E12.4/1X,''EN
l1=",E12.4/1X,''DZ = '',E12.4/1X,"''RF = '',E12.4/1X,'"'INTLDC = "'
1,E12.4/)')11,LDC,DDC,ALPHAD,BETAD,RU,RTH,EN,DZ,RF, INTLDC
WRITE(2,'(1X,''RI = '',E12.4/1X,''2I = '',E12.4)')RI,ZI
WRITE(2,'(1X,''DODC = '',E12.4)')DODC

WRITE(*,'(1X,''Nl = '',E12.4/1X,''N2 = '',E12.4/1X,''ITERC = '',El
12.4)')

WRITE(2,'(1X,''Nl = '',E12.4/1X,''N2 = '' ,E12.4/1X,''ITERC = "', El
12.4) ")

ARRRRRARRXRAXA%X%X CONVERT ALPHAD, BETAD TO RADIANS A*XXRRARARARRARARARX

ALPHA = 2.D0*3.14159D0*ALPHAD/360.D0
BETA = 2.D0*3.14159DO*BETAD/360.D0

ARARARRXARRRARAX CALCULATE DEPENDENT SCALES  A*AXAKRARRRAKARRRXRARKRRRR

21 = LCDC/LDC

IF(I1.EQ.3)THEN
22 = Z1 + (1.D0-DDC)/(2.DO*LDC*DTAN (ALPHA))
23 = 22 + (DDC-RU)/(2.DO*LDC*DTAN (BETA))
LA = (1.D0-DDC)/(2.DO*LDC*DTAN (ALPHA))
LB = (DDC-RU)/(2.DO*LDC*DTAN(BETA))
LU = 1.D0 - LA - LB - LCDC/LDC
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IF(LU.LT.0.DO) THEN
WRITE(*,'(1X, ' 'AXIAL LENGTH SCALES INCOMPATIBLE WITH TAPER
1ANGLES''/1X, ' 'INCREASE L/DC, ALPHA,OR BETA; OR DECREASE LCDC'')')

STOP
ENDIF
(o
ELSEIF(I1.EQ.2)THEN
22 = 21 + (1.DO-RU)/(2.DO*LDC*DTAN (ALPHA))
LA = (1.D0 - RU)/(2.DO*LDC*DTAN (ALPHA))
LU = 1.D0 - LA - LCDC/LDC
c
IF(LU.LT.0.DO) THEN
WRITE(*,'(1X,''AXIAL LENGTH SCALES INCOMPATIBLE WITH TAPER
1 ANGLE''/1X,'' INCREASE L/DC OR ALPHA; OR DECREASE LCDC'')')
STOP
ENDIF
ELSE
c
IF(I1.EQ.1)THEN
C
ALPHA = DATAN((1.DO-RU)/(2.DO*LDC*(1.D0-Z1)))
ALPHAD = ALPHA*360.D0/(2.D0*3.14159D0)
Z2 = 1.D0
WRITE(*,'(1X,''FOR TYPE 1, ALPHAD = '',E12.4)"')ALPHAD
WRITE(2,'(1X,''FOR TYPE 1, ALPHAD = '',E12.4)')ALPHAD
ENDIF
C
ENDIF
c
WRITE(*,'(1X,''21 = '',E12.4/1X,''22 = '',E12.4/1X,''23 = '',E12.4
1/1X,'"'LA = '',E12.4/1X,''LB = '',E12.4/1X,''LU = '' ,E12.4)"')21,22,
123,LA,LB,LU
WRITE(2,'(1X,''21 = '',E12.4/1X,''Z2 = '',E12.4/1X,''23 = '' ,E12.4
1/1X,''LA = '',E12.4/1X,''LB = '',E12.4/1X,''LU = '',E12.4)"')21,22,
1Z3,LA,LB,LU
c

CRARARKRARRRANRRRARR%X  [NITIALIZE PARTICLE POSITION AAAAXAXARXARRARARAR
C
R =RI
2 =1I
RW = RU
RV = DODC
WRITE(*,'(7X,''R'',16X,''2Z"'',16X,"''RW"'',15X, ''REP"'',12X, ' 'WREP'")
1')
WRITE(2,'(7X,''R'"',16X,"''2"'',16X,"'"RW"',15X,''REP'',12X,"''WREP'')
1')
ITER = 0
c
100 CONTINUE
c
CARRRRRRARRRARRRANRARARX  CALL INTEGRATOR XXAARARRKRRARRRRRRRRARKRARRR AR K
C
CALL RUNGE(R,Z,DZ,XX)
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R = XX(1)
IF(R.GT.RW)THEN
R = RW
ENDIF
C
c

CRARRARRRRARRRRAXRRRARRARRX  SAVE TRAJECTORY POINTS  AAAAkAAXXARARRARARR
c
ITER = ITER + 1
IF (MOD(ITER, ITERC) .EQ.0) THEN
IF((Z.LE.INTLDC) .AND. (R.GT.RV) ) THEN
WRITE(2,'(1X,4(E12.4,5X) ,E12.4) ')R,Z,RW,REP,WREP
WRITE(*,'(1X,4(E12.4,5X),E12.4) ')R,Z, RV, REP,WREP

ENDIF
ENDIF
c
C IF((Z.GE.INTLDC) .OR. (R.LE.RV) ) THEN
IF(Z.LE.Z1) THEN
WRITE(2,'(1X,4(E12.4,5X) ,E12.4)')R,Z,RW,REP, WREP
WRITE(*,'(1X,4(E12.4,5X),E12.4)')R,Z,RW,REP,WREP
GOTO 150
ENDIF
IF(Z.GE.INTLDC)GOTO 150
GOTO 100
C
150 END
C
C

C *xxxkaxaxsxx  INTEGRATING SUBROUTINE - 4TH ORDER RUNGE KUTTA **xxaxkxxk
C

CRRARAARARAXAARXAXX VARTABLE LIBRARY ARARARRRRARARRRARRARRKARRRRRRARKARAR

C
C NN = § OF DIFFERENTIAL EQS. IN SYSTEM TO BE EVALUATED
C SAVEX =  ORIGINAL VALUE OF DEPENDENT VARIABLE
C XP =  DERIVATIVE VALUE
c PHI =  INCREMENT FOR INDEPENDENT VARIABLE IN R-K ALGORITHM
C HH =  DUMMY VARIABLE FOR STEP SIZE
C
CRARRRRRRRARARRRRRRRRRRAARRRRARRRRRANARRARRRRKRRARRRARRARARRARRRRARKRRRRRRRR
C
c
SUBROUTINE RUNGE(R,Z,HH, XX)
INTEGER NN
REAL*8 SAVEX(2),XX(2),PHI(2),XP(2),R,Z, HH
C
NN =1
XX(1) =R
CALL AUX(XX,Z,XP)
DO 501 J=1,NN

SAVEX(J) = XX(J)
501 PHI(J) = XP(J)
DO 502 J=1,NN
502 XX(J) = SAVEX(J) +0.5*HH*XP(J)



503

504

505
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Z =127+ 5.D-1*HH

CALL AUX(XX,Z,XP)

DO 503 J=1,NN

PHI(J) = PHI(J)+2.0*XP(J)
XX(J) = SAVEX(J) +0.5*HH*XP(J)
CALL AUX(XX,Z,XP)

DO 504 J=1,NN

PHI(J) =PHI(J)+2.0*XP(J)

XX(J) = SAVEX(J) +HH*XP(J)

Z =2+ 5.D-1*HH

CALL AUX(XX,Z,XP)

DO 505 J=1,NN

PHI(J) = PHI(J) + XP(J)

XX(J)= SAVEX(J) + PHI(J)*HH/6.DO
END

RARRARRRRRRRARRRRRRRRRARRRARRRARRRRRRRARKRRRRARRRRRRRRRRKRRANRRRRKRRRRARR X

SUBROUTINE AUX
COMPUTATION OF DERIVATIVES FOR SUBROUTINE RUNGE
USER MUST SUPPLY DERIVATIVE FUNCTIONS (XP'S) FOR NN 1ST ORDER ODE'S

ARAXARKRARRXAAXXAA% VARTABLE LIBRARY RARXARAARRARARARKRRARRARRARANRARKAR

REP1 - REP3 = VALUES OF THE PARTICLE REYNOLDS NUMBERS IN THE
DIFFERENT FLOW REGIMES

PART1 = FIRST PART OF DERIVATIVE dr/dz
PART2 = SECOND PART OF DERIVATTIVE dr/dz
ZE = DUMMY VARIABLE FOR AXIAL POSTION z

RERRRRRRRRRRRRRRRRRRRRARRRRRARRRR AR AR RRRRR KRR RRRRRRRRARRRRRRRRRR AR KRR AR

SUBROUTINE AUX(X,ZE,XP)

INTEGER I1

REAL*8 N1,N2

REAL*8 X(2),XP(2) ,RTH,EN,LDC,WREP,FC,RW,RWP

REAL*8 REP,REP1,REP2,REP3,PART1,PART2

REAL*8 ZE,Z1,22,Z3,ALPHA,BETA,DDC,RU,RV,RF,DODC
COMMON /AUX1/ N1,N2,RTH,EN,WREP,REP,LDC,RWP, RW

COMMON /AUX2/ I1,21,22,23,ALPHA,BETA,DDC,RU,RV,RF,DODC

IF(X(1) .GT.RTH) THEN
FC = 1.D0/(X(1)**(2.DO*EN + 1.D0))
ELSE
FC = X(1)/(RTH**(2.DO*EN + 2.D0))
ENDIF

REP1 = N1*N2*FC
REP2 = (1.2973DO*N1*N2*FC)**(1.D0/1.4D0)
REP3 = DSQRT(54.5455D0*N1*N2*FC)
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IF ((REP1.GE.0.DO) .AND. (REP.LE.2.D0) ) THEN
REP = REP1
WREP = 1.D0
ELSEIF((REP2.GT.2.D0) .AND. (REP2.LE.500.D0) ) THEN
REP = REP2
WREP = 1.2973D0/ (REP**4.D-1)
ELSE
IF(REP3.GT.500.D0) THEN
REP = REP3
WREP = 54.5455D0/REP
ENDIF
ENDIF

CRARARRARRRRARRRARARARAR  SETUP WALL SLOPE IN CYCLONES *AARkkARAkAXAAX%

c
C
C

xxknkxxax DEFAULT FOR INITIAL POSITION AXRAARARAARAXRAKXARKRRRRRRRKRA KRR

RW = 1.D0
RWP = 0.DO

RRARRARRRRRARRRARRARRRRARRRRRRRRRRRRARRRRRARARARARRRARRARRARRARRRRRRRRRR AKX

IF(I1.EQ.3)THEN
IF((ZE.GT.Z1) .AND. (2ZE.LE.Z2) ) THEN
RW = 1.D0 - 2.DO*(DTAN(ALPHA))*(ZE-Z1) *LDC
RWP = -2.DO*LDC*DTAN(ALPHA)
ELSEIF((ZE.GT.Z2) .AND. (ZE.LE.Z3) ) THEN
RW = DDC - 2.DO*(DTAN(BETA))*(ZE-22) *LDC
RWP = -2.DO*LDC*DTAN (BETA)

ELSE
IF(ZE.GT.Z3) THEN
RW = RU
RWP = 0.D0
ENDIF
ENDIF

ELSEIF(I1.EQ.2)THEN
IF((ZE.GT.21) .AND. (2E.LE.22) ) THEN
RW = 1.D0 - 2.DO*(DTAN(ALPHA))*(ZE-Z1) *LDC
RWP = -2.DO*LDC*DTAN (ALPHA)
ELSE
IF(ZE.GT.Z2) THEN
RW = RU
RWP = 0.D0

ENDIF
ENDIF

ELSE
I1 =1
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IF(ZE.GT.Z1) THEN
RW = 1.D0 - (1.D0 - RU)*(ZE-Z21)/(22 - 21)
RWP = (RU - 1.D0)/(22-21)
ENDIF
ENDIF

PART1 = RW*RWP*(X(1)**2 - RV*RV)/(X(1)*(RW*RW-RV*RV))
PART2 = -N1*FC*WREP* (RW*RW - RV*RV)
XP(1) = PART1 + PART2

ARRARRARRAAARRRAXAX% KEEPING TRAJECTORY ‘' IN BOUNDS '' AAXARAAXARARRX
IF((X(1) .GE.RW) .AND. (ABS(XP(1)) .LT.ABS (RWP)) ) THEN

XP(1) = RWP
ENDIF

RRRRARARRRRRRRARRRRARRRRRRRRRRRARRRRARRRRARRARRRRRARRRARRRRRRRRRRRRRRRRRRARA

END
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PROGRAM INPUT

TYPE = 3

LDC = 0.2200E+02

DDC = 0.5000E+00
ALPHA = 0.1000E+02 DEG
BETA = 0.7500E+00 DEG
RU = 0.2500E+00

RTH = 0.1250E+00

EN = 0.5000E+00

DZ = 0.5000E-03

RF = 0.2500E+00
INTLDC = 0.1000E+01
RI = 0.1000E+01

ZI = 0.4545E-01

DODC =  0.7000E-01

N1 = 0.3220E+01

N2 = 0.7100E+01

ITERC = 50

PROGRAM OUTPUT

21 = 0.4545E-01

22 = 0.1099E+00

23 = 0.5439E+00

LA = 0.6445E-01

LB = 0.4340E+00

LU = 0.4561E+00

R Z RW REP WREP

1.0000E+00 0.4545E-01 1.0000E+00 0.2303E+00 0.1000E+01
0.7982E+00 0.7045E-01 0.8061E+00 0.3585E+00 0.1000E+01
0.5983E+00 0.9545E-01 0.6121E+00 0.6383E+00 0.1000E+01
0.4743E+00 0.1205E+00 0.4939E+00 0.1015E+01  0.1000E+01
0.4510E+00 0.1455E+00 0.4795E+00 0.1123E+01 0.1000E+01
0.4275E+00 0.1705E+00 0.4651E+00 0.1250E+01 0.1000E+01
0.4040E+00 0.1955E+00 0.4507E+00 0.1400E+01 0.1000E+01
0.3802E+00 0.2205E+00 0.4363E+00 0.1581E+01 0.1000E+01
0.3561E+00 0.2455E+00 0.4219E+00 0.1801E+01 0.1000E+01
0.3317E4+00 0.2705E+00 0.4075E+00 0.2029E+01 0.9775E+00
0.3074E+00 0.2955E+00 0.3931E+00 0.2262E+01 0.9359E+00
0.2832E+00 0.3205E+00 0.3787E+00 0.2544E+01 0.8930E+00
0.2589E+00 0.3455E+00 0.3643E+00 0.2891E+01  0.8484E+00
0.2345E+00 0.3705E+00 0.3499E+00 0.3330E+01 0.8018E+00
0.2099E+00 0.3955E+00 0.3355E+00 0.3901E+01 0.7526E+00
0.1848E+00 0.4205E+00 0.3211E+00 0.4679E+01 0.6998E+00
0.1589E+00 0.4455E+00 0.3067E+00 0.5807E+01 0.6419E+00
0.1313E+00 0.4705E+00 0.2923E+00 0.7629E+01 0.5755E+00
0.1042E+00 0.4955E+00 0.2779E+00 0.7182E+01 0.5896E+00
0.8401E-01 0.5205E+00 0.2635E+00 0.6160E+01 0.6269E+00
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A.2. Centrifugal Grade Efficiency Calculation

FLOW DIAGRAM FOR CENTRIFUGAL GRADE EFFICIENCY CALCULATION

Input cyclone type X (-- Xo r <(--ri Calculate
hydrodynamic parameters ur {-= Uro z (== 24 N1 N2

dispersion parameters

Calculate
Print Ge (x) <-- Eq.(2-39) ri (x) Trajectory
x,ur ,Gc (x) | Program TRJ

X (- Xo

F

43['ur (-- ur + dur

Ur ) Urmax ?

Y

X (- x + dx
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PROGRAM INPUT

FOR CYCLONE MODEL 3

LDC = 0.2200E+02
LCDC = 0.1000E+01
DDC = 0.5000E+00
DODC = 0.7000E-01
RF = 0.2500E+00
RU = 0.2500E+00
ALPHAD = 0.1000E+02 DEGREES
BETAD = 0.7500E+00 DEGREES
X0 = 0.5000E-05 M
XMAX = 0.2000E-03 M
DX0 = 0.1000E-04 M
UFO = 0.2000E+01 M/S
DUF = 0.3000E+01 M/S
UFMAX = 0.1700E+02 M/S
QCF = 0.1000E+01
RHODC = 0.9750E+00 DENSITY RATIO
NU = 0.1000E-05 KINEMATIC VISCOSITY, M2/S
RCH = 0.3800E-01 CYCLONE RADIUS, M
M= 0.5000E+00
RTH = 0.1250E+00
EN = 0.5000E+00
INTLDC = 0.1000E+01
DZ = -0.5000E-03
TYPICAL PROGRAM OUTPUT
(THIS OUTPUT WAS USED IN FIGURE 4.4)
21 = 0.4545E-01
22 = 0.1099E+00
Z3 = 0.5439E+00
LA = 0.6445E-01
LB = 0.4340E+00
LU = 0.4561E+00
FOR UF = 0.2000E+01 m/sec
X (um) GC
0.5000E+01 0.1589E-02
0.1500E+02 0.1778E-01
0.2500E+02 0.6250E-01
0.3500E+02 0.1347E+00
0.4500E+02 0.2285E+00
0.5500E+02 0.3462E+00
0.6500E+02 0.4859E+00
0.7500E+02 0.6311E+00
0.8000E+02 0.7053E+00
0.8500E+02 0.7807E+00
0.9000E+02 0.8573E+00



FOR UF =

FOR UF =

FOR UF =

X (pm)

0.9250E+02
0.9500E+02
0.9750E+02
0.1000E+03

X (um)

0.5000E+01
0.1500E+02
0.2500E+02
0.3500E+02
0.4500E+02
0.5000E+02
0.5500E+02
0.6000E+02
0.6250E+02
0.6500E+02

X (um)

0.5000E+01
0.1500E+02
0.2500E+02
0.3500E+02
0.4000E+02
0.4500E+02
0.5000E+02
0.5250E+02

X (um)

0.5000E+01
0.1500E+02
0.2500E+02
0.3500E+02
0.4000E+02
0.4250E+02
0.4500E+02

GC

0.8960E+00
0.9350E+00
0.9735E+00
0.1000E+01

0.5000E+01 m/sec

GC

0.4152E-02
0.5480E-01
0.1745E+00
0.3507E+00
0.5747E+00
0.6912E+00
0.8070E+00
0.9159E+00
0.9683E+00
0.1000E+01

0.8000E+01 m/sec

GC

0.6945E-02
0.9594E-01
0.2841E+00
0.5579E+00
0.7020E+00
0.8331E+00
0.9568E+00
0.1000E+01

0.1100E+02 m/sec

GC

0.9986E-02
0.1362E+00
0.3957E+00
0.7209E+00
0.8613E+00
0.9308E+00
0.1000E+01
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A.2. Calculation of the Centrifugal Efficiency

The objective of this section is to evaluate the centrifugal
efficiency integral given by Eq.(2-27). The program CENEFF.FOR does
this by accomplishing a variety of tasks. In the main program, a data
set containing the centrifugal grade efficiency as a function of particle
size is read in from a data file CENEFF.DAT provided by the user. This
data set is fit to a second order polynomial (the order can be varied)
using a least squares minimization method (see p.124 Hornbeck, 1975) in
subroutine POLREG. The polynomial coefficients are calculated using a
Gauss-Jordan matrix inversion algorithm (see p.163 McCracken, 1967) in
subroutine MATINV. The log-normal representation has been used as a
model for the feed size density distribution in function subprograms EF
and EFP. The parameters a, b, and xa for the log-normal distribution
(see Eqs.(B-1) - (B-3)) are input in CENEFF.DAT. The centrifugal effi-
ciency integral is evaluated using a composite Simpson's rule with end
correction (see p.150 Hornbeck, 1975) in subroutine SIMWEC. The integral
is evaluated at successively larger numbers of panels until the converg-
ence criterion is met or the number of calculations exceeds a preset
limits. The limits of the integration were set at 1 and 140 micronms,
the practical limits on the size range (see Figure B.4.2). This stra-

tegy is outlined in the following flow chart.
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FLOW DIAGRAM FOR PROGRAM CENEFF.FOR

Input Gc (x) vs. x
Begin a, b, and xa Call Polreg
polynomial order

Set limits of Print polynomial
Call Simwec integration coefficients ai
1 - 140 microns

L3 Ec &— Result
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PROGRAM CENEFF
UPDATED 10 MAY 1989

RRRERERARRRRRARRRRARRRRRRRRARRARRRRR AR AR RRARRARKRRARRRRRRRRRRARRRARRRRRRRRRRRRRRR

THE FOLLOWING VARIABLE LIBRARY DEFINES SYMBOLS IN THE MAIN PROGRAM.

Jo =

J2

J2P1
J2P12
J3,Jd5%
I1

X

XL
Xup
Al,Bl1
XM
EPS
GC

Al

DUv1,
DUM2-4
EC

INTEGER DENOTING CYCLONE TYPE

1 = CONE ONLY

2 = SINGLE-CONE (SC)

3 = DOUBLE-CONE (CT)

INTEGER DENOTING THE NUMBER OF DATA PAIRS INPUT TO THE
MAIN PROGRAM

INTEGER DENOTING ORDER OF POLYNOMIAL CHOSEN TO FIT

Gc VS. X DATA

J2 +1

J2P1 x 2

COUNTERS

INTEGER DENOTING INITIAL # OF PANELS USED IN THE
INTEGRATION SUBROUTINE SIMWEC.

PARTICLE DIAMETER VECTOR

LOWER LIMIT OF INTEGRATION ON PARTICLE SIZE

UPPER LIMIT OF INTEGRATION ON PARTICLE SIZE

CONSTANTS OF LOG-NORMAL SIZE DENSITY DISTRIBUTION
MODE SIZE OF PARTICLE DISTRIBUTION xa

SUCCESSIVE INTEGRATION CONVERGENCE CRITERION IN SIMWEC
VECTOR HOLDING CENTRIFUGAL GRADE EFFICIENCIES

VECTOR HOLDING COEFFICIENTS FOR APPROXIMATING
POLYNOMIAL, I.E. GC = Al + A2*X + A3*X**2 + ...

DUMMY VECTORS/MATRICES ALLOWING VARIABLE DIMENSIONING
IN SUBROUTINES AND FUNCTION SUBPROGRAMS

CENTRIFUGAL EFFICIENCY OF HYDROCYCLONE

RRRRAARRRRRRRRRRRARRRRRRARRRRRRRRRRRRRRRRRRRARAKRRRRRRRRKRRRARKRKRRARKRRRKRRRRRRRAR KRR AR

RRRRARRRRARRRRRRRRRRRRRRRRRRRRRRRRRRRRRRRRRRRARRRRRRRARRRRRRARRRRARRR AR AR KRR A

%

MAIN PROGRANM *

*x

RRRRRRRRARRRARRRRRRRRRRRARARRARRRRARRRRRARRRRARRRARRRKRRRRRRRRRARKRRRRKRRARRRARRRRRR R

PARAMETER(J1 = 5, J2 = 2,J2P1 = 3,J2P12 = 6)

INTEGER I1,J3,J5,K3

REAL*8 XL,XUP,Al,B1,XM,EPS,EC,GC(J1),X(J1),AI(J2P1)

REAL*8 DUV1(J2P1) ,DUM2(J2P1,J2P1),DUM3(J2P1,J2P1),DUM4(J2P1,J2P12)

COMMON/SIMW/I1,EPS

COMMON/FCN/A1,B1,XM

OPEN(2,FILE = 'CENEFF.DAT',STATUS = 'OLD')
OPEN(4,FILE = 'CENEFF.PRN',STATUS = 'NEW')

READ(2,*) (6C(J3),J3 = 1,J1)
READ(2,*) (X(J3),J3 =1,J1)
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READ(2,*) Al1,B1,XM,I1,EPS

C
WRITE(*,'(6X,''GC'',15X,''X"'"'/)")
WRITE(*,'(1X,E12.4,5X,E12.4)') (GC(J3),X(J3),J3 =1,J01)
WRITE(*,'(/1X,''INTERPOLATING POLYNOMIAL ORDER = '',I2)')J2

C
WRITE(*,'(1X,''FEED DISTRIBUTION PARAMETERS''/1X,''Al '',E12.4/1X,
1''B1 '',E12.4/1X,''XM '',E12.4/1X,''EPS '',E12.4/1X,''Il1 '',12/)")
1A1,B1,XM,EPS,I1

C

C
WRITE(4,'(6X,''GC'',15X,''X"'"'/)")
WRITE(4,'(1X,E12.4,5X,E12.4)"') (GC(J3),X(J3),J3 = 1,J1)
WRITE(4,'(/1X, "' 'INTERPOLATING POLYNOMIAL ORDER = '',I2)')J2

C
WRITE(4,'(1X,''FEED DISTRIBUTION PARAMETERS''/1X,''Al '',6E12.4/1X,
1''B1 '',E12.4/1X,''XM '',E12.4/1X,''EPS '',E12.4/1X,''I1 '',12/)")
1A1,B1,XM,EPS,I1

c

C ** CALL SUBROUTINE POLREG TO GENERATE NTH POLYNOMIAL COEFFICIENTS AI **

C

C

J5 = 2%(J2+1)
CALL POLREG(J1,J2P1,J5,GC,X,DUV1,DUM2,DUM3,DUM4,AI)

C
WRITE(*,'(/1X, "' 'POLYNOMIAL COEFFICIENTS = '')"')
WRITE(4,'(/1X, ' 'POLYNOMIAL COEFFICIENTS = '')')
DO 15 K3 = 1,J2P1
WRITE(4, ' (1X,E12.4) ')AI(K3)
15 WRITE(*,'(1X,E12.4) ')AI(K3)
C
C
C
C *%% SET LOWER AND UPPER BOUNDS OF INTEGRATION FROM 1 --> 140 um ***x*x%
C
XL = 1.D0
XUP = 140.D0
C
C *AkRkAkAARXRAA% CALL SUBROUTINE SIMWEC TO CALCULATE EC *ARKAARARAKRRARAKR
C
c
CALL SIMWEC(XL,XUP,J2P1,AI,EC)
WRITE(*,'(//1X,''EC = '',E12.4)')EC
WRITE(4,'(//1X,''EC = '',E12.4)')EC
C
C
30 END
C

C ARRRRRRRARRRRRARXAXRAX E N D OF MAIN PROGTRADM *rsanankns
C
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** SUBROUTINES/FUNCTION SUBPROGRAMS **

** POLYNOMIAL REGRESSION SUBROUTINE **
THE LOGIC FOR THIS POLYNOMIAL REGRESSION IS FOUND IN CH7, HORNBECK

VARIABLE LIBRARY

K1,K2,K22 = HOLDERS FOR J1,J2,J2P1 FROM MAIN PROGRAM

YI = VECTOR HOLDING ABCISSA VALUES IN REGRESSION

XI = VECTOR HOLDING ORDINATE VALUES IN REGRESSION

AIP = VECTOR HOLDING COEFFICIENTS FOR REGRESSION
POLYNOMIAL

SUMV = VECTOR DENOTING SUMMATION OF YI

SMCM = COEFFICIENT MATRIX

SMCMIN = INVERSE MATRIX OF SMCM

BMINV = MANIPULATION MATRIX IN MATINV

K3-K5 = INTEGER COUNTERS

E,EMAX = EXPONENTS IN POLYNOMIAL SERIES

OOOOO0OOOO0O0O0O0O00O0O0O00O0O0O00O00O0O00n0n

SUBROUTINE POLREG(K1,K2,K22,YI,XI,SUMV,SMCM, SMCMIN,BMINV, AIP)
INTEGER K1,K2,K22,K3,K4,K5,EMAX,E

REAL*8 YI(K1),XI(K1),AIP(K2),SUMV(K2),SMCM(K2,6K2)

REAL*8 SMCMIN(K2,K2),BMINV(K2,6K22)

C
C
C  ARARRARARRARRARA%%X SET UP COLUMN VECTOR SUMV AXXARAXRARARRARARAR KRR X
C
DO 101 K3 = 1,K2

101 SUMV(K3) = 0.DO

DO 102 K3 = 1,K2

DO 102 K4 = 1,K1
102 SUMV(K3) = SUMV(K3) + (XI(K4)**(K3-1))*YI(K4)
C

C ARRARRARRRRRARAXNRRRAX SET UP COEFFICIENT MATRIX SMCM RARAXARKARARKARR KKK
c
DO 105 K3 = 1,K2
DO 105 K4 = 1,K2
105 SMCM(K3,K4) = 0.DO
EMAX = 2*(K2-1)
DO 120 K3 = K2,1,-1
E = EMAX
DO 115 K4 = K2,1,-1
DO 110 K5 = 1,K1

110 SMCM(K3,K4) = SMCM(K3,K4) + XI(K5)=**E
115 E=E-1

120 EMAX = EMAX - 1

c

C RRRRRRRRRRRRRRRRRRARRRARRARRKRRARRRRARRARRRRKRRRRRARRARNRRRRARRRARRRARRRRRARARARK

C



127

CALL MATINV(SMCM, SMCMIN,K2,K22,BMINV)
C
C **%xxx MULTIPLY SUMV BY SMCMIN TO GIVE POLYNOMIAL COEFFICIENTS **#xxx
C
DO 125 K3 = 1,K2
125 AIP(K3) = 0.DO
C
DO 130 K3 = 1,K2
DO 130 K4 = 1,K2
130 AIP(K3) = AIP(K3) + SMCMIN(K3,6K4)*SUMV(K4)

C
C
END
C
C
C *kxxxkxxx END OF S UBROUTINE P OLREG G *rsskhhrnns
C
c
C
C*xxxxxx M ATRIX INVERSION SUBROUTTINE **xkxkakz
C
C MATRIX INVERSION SUBROUTINE TAKEN FROM P.163 MCCRACKEN, 1967
C THIS SUBROUTINE RECEIVES COEFFICIENT MATRIX MATRIX Al AND RETURNS
C ITS INVERSE A2, HAVING PERFORMED GAUSS-JORDAN ELIMINATION.
C
C

SUBROUTINE MATINV(Al1l,A2,L1,L2,B)
INTEGER L1,L2,L3,L4,L5,L6,L7,L7P1,L8,LTNM]1
REAL*8 Al(L1,L1),A2(L1,L1),B(L1,L2),TEMP

c
DO 201 L3 =1,L1
DO 201 L4 =1,L1
201 B(L3,L4) = A1(L3,L4)
LS =Ll +1
L6 = L2

DO 202 L3 =1,L1
DO 202 L4 = L5,L6
202 B(L3,L4) = 0.DO
DO 203 L3 = 1,L1
L4 = L3 + L1
203 B(L3,L4) = 1.DO
DO 250 L7 = 1,L1
L7P1 = L7 + 1
IF(L7.EQ.L1)GOTO 240
L8 = L7
DO 230 L3 = L7P1,L1
230 IF(ABS(B(L3,L7)).GT.ABS(B(L8,L7)))L8 = L3
IF(L8.EQ.L7)GOTO 240
DO 231 L4 = L7,L6
TEMP = B(L7,L4)
B(L7,L4) = B(L8,L4)
231 B(L8,L4) = TEMP
240 DO 241 L4 = L7P1,L6
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B(L7,L4) = B(L7,L4)/B(L7,L7)
IF(L7.EQ.1)GOTO 247

LMl = L7 - 1
DO 245 L3 = 1,L7M1

DO 245 L4 = L7P1,L6

B(L3,L4) = B(L3,L4) - B(L3,L7)*B(L7,L4)

IF(L7.EQ.L1)GOTO 270
DO 250 L3 = L7P1,L1
DO 250 L4 = L7P1,L6

B(L3,L4) = B(L3,L4) - B(L3,L7)*B(L7,L4)

DO 271 L3 =1,L1
DO 271 L4 = 1,L1

END

kxkkkkkkx E N D

L7 = L4 + L1
A2(L3,L4) = B(L3,L7)

OF SUBROUTINE MATINYV *ttkhkhhaxkaxs

RRAXRRARAXRRAXRARXX  INTEGRATING SUBROUTINE AXXAAAKRARRARARRRRARAKRKR

SUBROUTINE SIMWEC(AY,BY,IO,AI,ANSWER)

VARIABLE LIBRARY - SUBROUTINE SIMWEC

10

Il

I2

I3

I4
AY,BY
ANSWER
F

EF
EFP
TOT

H

ZB
PART1
PART2
PART3
PART4
EPS

DUMMY VARIABLE TO ALLOW VARIABLE ARRAY FOR AI VECTOR
SAME AS IN MAIN PROGRAM

COUNTER FOR # OF ITERATIONS ON INTEGRAL VALUE
LOOP COUNTER

DUMMY VARIABLE FOR # OF MESH POINTS = # PANELS + 1
DUMMY VARIABLES FOR INTEGRATION LIMITS A,B

RESULT OF INTEGRATION

FUNCTION EVALUATION VALUE

FUNCTION SUBPROGRAM FOR FUNCTION BEING INTEGRATED
FUNCTION SUBPROGRAM FOR 1ST DERIVATIVE OF EF
VECTOR CONTAINING INTEGRAL VALUES

INTERVAL LENGTH

INDEPENDENT VARIABLE OF INTEGRATION

ENDPOINT FUNCTION EVALUATIONS SUMMATION

ODD MESH POINT FUNCTION VALUE SUMMATION

EVEN MESH POINT FUNCTION VALUE SUMMATION

ENDPOINT DERIVATIVE VALUE SUMMATION

INTEGRAL CONVERGENCE CRITERION

RRRRRRRRARRRRRRRARRRRRARRRRRRARRARRRRARARRRARRARRRRRRRKRRKRRRRKRRRRRARKRAARRAKK

INTEGER I1,12,13,I0
REAL*8 AY,BY,ANSWER,F(500),TOT(100) ,EF,EFP,H,ZE,EPS,AI(I10)
COMMON/SIMW/I1,EPS
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12 =0
I4 = 11
C
C *%% CALCULATE INTERVAL LENGTH, INITIALIZE INDEPENDENT VARIABLE ***x*
c
500 H = (BY - AY)/(I4-1)
ZE = AY
C
C saxixkxaxkx CALCULATE FUNCTION VALUES AT INNER MESH POINTS **kakkix
C
DO 510 I3 = 2,I4-1
ZE=Z2E +H
10 F(I3) = EF(ZE,AI, I0)

5
C
C RRRRAARRRRARRRRRRRRRRRRARRRRRRRRRRRRRRRRRRRRRRARRRRRRRRRRRRRRRRRRRRRRR
C
C *xxkxxxxxdx CALCULATE FUNCTION VALUES AT INTERVAL ENDPOINTS **xx&x#
C

PART1 = 5.D-1*(EF(AY,AI,IO) + EF(BY,AI, IO0))

RRRRRRRARRARRRRARRRARRARRRRARRRRARKRARRRRRRRRRRRRRRRRRRRRRRRARRRRR KRR RARARRX

kkkxxxxxxxx  CALCULATE ODD POINT FUNCTION VALUE SUMMATION #*%%x&anxx

aaanan

PART2 = 0.D0
DO 515 13 = 3,I4-2,2
15 PART2 = PART2 + F(I3)

xxxxxxxkkxxkx CALCULATE EVEN POINT FUNCTION VALUE SUMMATION ***%kxkx

5
C
C RRRRRRRRARRRRRRRRRRRRRRRRARRRRARRRRRRRRRRRRARRRRRARRARRRRRRRRRRRARRRARAAR X
C
C
C

PART3 = 0.DO
DO 520 I3 = 2,I4-1,2
20  PART3 = PART3 + F(I3)

*%xkxxx% CALCULATE DERIVATIVE VALUES AT INTERVAL ENDPOINTS *%*%%x%xxkxxx

5
c
C RARRRRRRRRRRRRRRRRRRRARARRRRRARRRRRARRARRRRARRRRRRRRRRRRRRRRRRRRARRRAKRAR K
c
C
c

PART4 = H*(EFP(AY,AI,IO0) - EFP(BY,AI,I0))
I2=12+1

ARARARRAXRARRRAX  CALCULATE INTEGRAL VALUE ARXAXAAAARKARRARKKRRARKARR

OO0 n

TOT(I2) = H*(14.DO*(PART1 + PART2) + 16.DO*PART3 + PART4)/15.D0

RARRRRKXRRXRRRRAAXXX%  TNCREASE NUMBER OF PANELS  AAARAARRARKAARARRR

OO0

I4 = I4 + 10
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RRRRRRRRARRRRRRARRARARRRRRRARAARRARRRRRRRRARRRARRRARARRRRRRARRRRARRARAAX

IF(I2.EQ.1)GOTO 500

RRRRRRRRARRRRARRRRRRRRRAARRRRRARRRRRRRRARRARRRRRRARRRRRRRRARRRRARAARRKR KX

RRRRRRRARXRRRRRAXX CHECK CONVERGENCE CRITERION ARKARAKARRARRARAR KRR R
IF(DABS(TOT(I2) - TOT(I2-1)).LE.EPS)GOTO 530

IF(I2.GT.44) THEN

WRITE(*, ' (1X,''REACHED MAX # OF PANELS IN SIMWEC''/1X,''NEED TO I
INCREASE DIMENSION OF TOT AND F ACCORDINGLY''/1X,''OR RELAX CONVERG
1ENCE CRITERION EPS'')')

GOTO 530

ENDIF

GOTO 500

ANSWER = TOT(I2)
I5 =14

END

xkkkxxkxkkx END OF S UBROUTINE S IMWEC *kkkkkxxskx

RRARRRARRXRARX F UNC T ION S UBPROGRIANMS AARRRRRRRARARRRR

THESE SUBPROGRAMS PERFORM FUNCTION EVALUATIONS FOR SIMWEC,
CALCULATING Gc (x) fr (x) MULTIPLICATIONS USING THE POLYNOMIAL
COEFFICIENTS AI AND THE LOG-NORMAL SIZE DENSITY PARAMETERS Al,B1,
AND XM

VARIABLE LIBRARY

GEC = Gc

GECP = DERIVATIVE OF Gc¢

Yl-Y4 = HOLDERS FOR fr (x) FUNCTION
EF = FUNCTION VALUE OF Gcfr

EFP = DERIVATIVE OF EF

FUNCTION EF(X1,AYI,P1)

INTEGER P1,P2

REAL*8 AYI(P1),X1,A1,B1,XM,GEC,EF,Y1,Y2,Y3, Y4
COMMON/FCN/ Al,B1,XM

GEC = 0.DO
Y1l = DLOG(X1/XM)
Y2 = Yl#%2
Y3 = -B1*Y2
Y4 = DEXP(Y3)

DO 600 P2 = 1,P1

GEC = GEC + AYI(P2)*(X1**(P2-1))
IF(GEC.GT.1.D0) THEN

GEC = 1.D0
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ENDIF
C
IF(GEC.LT.0.DO) THEN
GEC = 0.D0
ENDIF
C
EF = A1*Y4*GEC
END
C
C*xkxxxx END OF FUNCTION SUBPROGRAM EF *nxx
C
C

FUNCTION EFP(X1,AYI,P1)

INTEGER P1,P2

REAL*8 AYI(P1),X1,Al1,B1,LMAX,XM,GEC,GECP,EFP,Y1,Y2,Y3,Y4
COMMON/FCN/ Al,B1,XM

C
C
GEC = 0.D0
GECP = 0.DO
Yl = DLOG(X1/XM)
Y2 = Y1**2
Y3 = -B1*Y2
Y4 = DEXP(Y3)

DO 700 P2 = 1,P1
700 GEC = GEC + AYI(P2)*(X1**(P2-1))
IF(GEC.LT.0.DO) THEN
GEC = 0.DO
ENDIF
IF(GEC.GT.1.D0) THEN
GEC = 1.D0
ENDIF
DO 710 P2 = 1,P1-1
710 GECP = GECP + P2*AYI(P2+1)*(X1**(P2-1))

EFP = A1*Y4*GECP - GEC*(2.DO*A1*B1*Y1*Y4)
END
c
C*xxxxx END OF FUNCTION SUBPROGRAM ETFP #xxx
C
C XkAkXRAAXXAXX2A END OF PROGRAM CENTETFT F ARRRRARKARARRRR



PROGRAM INPUT

GC

0.9683E+00
0.9159E+00
0.6912E+00
0.3507E+00
0.1745E+00
0.1000E-03

132

X
(MICRONS)

0.6250E+02
0.6000E+02
0.5000E+02
0.3500E+02
0.2500E+02
0.1000E-03

INTERPOLATING POLYNOMIAL ORDER = 2

FEED SIZE DENSITY DISTRIBUTION PARAMETERS

Al = 0.2360E-01 (MICRON**-1)
Bl = 0.3700E+01

XM = 0.4300E+02 (MICRONS)
EPS = 0.1000E-03

I1 = 51

PROGRAM OUTPUT

POLYNOMIAL COEFFICIENTS

A0 = -0.6531E-02
Al = 0.2961E-02
A2 = 0.2068E-03
EC = 0.6526E+00
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APPENDIX B

EXPERIMENTAL METHODS AND TABULATED DATA

B.1 Isokinetic Sampling Technique

Svarovsky (see p.26, 1977) has given two rules for sampling:

(1) Sampling should be made from a moving stream.

(2) A sample of the whole of the stream should be taken for
many short periods rather than part of the stream for the
whole of the time.

The second option was initially used to gather samples which needed to be
subdivided into smaller portions for analysis. There were two difficul-
ties with this method. First, repeated removal of the underflow line
from below the liquid-air interface caused intense foaming in the feed
tank due to the entrainment of air by the liquid jet. This foaming kept
dispersed phase particles at the liquid-air interface, changing the feed
composition. Also, entrained microbubbles formed an air core in the
hydrocyclone, visibly changing separator hydrodynamics. Secondly, sub-
division of this sample into representative portions suitable for grav-
imetric analysis was not possible. There was a tendency for particle

stratification (float-out) and particle segregation by centrifugal action

due to the swirl induced by stirring prior to subdivision.

To continuously withdraw a portion of a fluid from a moving streanm,

care must be taken to sample in a representative manner. In general,

133
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when a bluff body is placed in the flow, very fine particles tend to fol-
low fluid streamlines, but large particles deviate from the streamlines
due to inertial effects. To sample from a moving stream without appre-
ciably disturbing streamlines, a nozzle facing opposite to the direction
of flow is used to remove a portion of the stream. This type of sampling
is usually referred to as isokinetic sampling. A schematic of the design
for the isokinetic sampling assemblies used in the flow loop (see Figure
5.2) is shown in Figure B.1. The assemblies were based on the design
described by Colman (see Figure 4 Colman, 1981). A 5 mm ID probe was
centered in a 19 mm ID copper tube that was part of the feed underflow
line. The probe left the copper tube at about a 45° angle and was
connected to 9.5 mm ID needle valve assembly. The needle valve was used
to adjust the sampling rate. Pressure taps 1.6 mm ID were made in the
probe wall and the tube wall. These were connected across a mercury
manometer to measure the static pressure drop between the tube and probe
walls. The entire assembly was located at least 10 tube diameters from
bends or constrictions in the underflow or feed lines to help maintain

a homogeneous particle distribution in the stream.

The principle of operation (see p.142 Fuchs, 1964 or Dennis et al.,
1957 for more details) is to maintain equal static pressures at the probe
and tube wall, resulting in a minimum deflection of fluid streamlines.
This is accomplished by varying sampling valve resistance. The two types
of flow conditions that give erroneous concentration measurements result
from deviations in streamline flow at the mouth of the probe. When
the fluid velocity in the sampling tube is too high (indicated on the

manometer as an unbalanced pressure reading in favor of higher pressure
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at the copper tube wall), light dispersed particles from streamlines
directed just outside the probe enter the probe due to centripetal
effects. The concentration measured is too high. When the fluid veloc-
ity in the probe is too low, particles from streamlines directed just in-
side the probe walls will not enter the probe due to centripetal effects
and the concentration measured is too low. A balanced manometer reading
gives the correct concentration, although Dennis et al. [1957] have ar-
gued in favor of slightly higher probe velocities to counter the effect

of friction losses inside the smaller diameter probe.

B.2. Calibration of Rotameters

To calibrate the rotameters measuring the feed and underflow
streams, a large calibrated bucket (20 liters + 5%) and a stopwatch were
used. Samples of 20 liters were taken for flow rates greater than 57
liters/min and samples of 10 liters were taken for flow rates less than
57 liters/min. The resulting volumetric flow rate was plotted vs. indi-
cated flow rate and a least squares algorithm was used to fit the result-
ing calibration curve.

With a reaction time of about 0.5 seconds for bucket removal, the
resulting flow rate measurement errors are bounded above by 9% and below
by 7.5%. The overflow volumetric rate was measured by diverting the
whole stream into a calibrated beaker (2 liters + 5%). With an estimated
reaction time of 0.25 seconds due to beaker removal, the error in
measured flow rate was about + 6 %. The error bounds on the feed stream
and the overflow stream flow rates combine to give a bound on the ratio

of these two flow rates (So) of + 1.5% .
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B.3. Filtration Methodology

To analyze the dispersed phase mass fractions in the feed and

underflow streams, a gravimetric method based on filtration was used.

The feed and underflow stream samples ranged from 500 ml to 1400 ml.

These samples were collected in suitable beakers and weighed to + 0.2 g.

The sample was then analyzed after preparation of the filter papers.

The following sequence outlines the steps taken in this process.

(1)
(2)
(3)

(4)
(5)

(6)
(7

(8)

(9)

(10)
(11)
(12)

Handle filter papers with sterilized gloves or tongs at all
times.

Rinse clean filters in deionized or distilled water to remove
dust, loose paper fragments, etc..

Fold wet filter papers in quarters. 15 cm diameter papers
will hold about 50 ml when folded in the funnel shape. Place
folded filters into small beaker for oven drying.

Dry filters at 115°C for 3 hours. This temperature was chosen
so as not to melt the HDPE crystals (melting point = 125°C).
Mark dried filters lightly with a pencil.

Transfer filters to a dessicator for cooling for about 4 hrs.
Just prior to filtration, weigh filter on a precision balance
(accurate to four significant digits). Allow the scale read-
ing to stabilize in the fourth digit and make a five count
before reading the mass display. This procedure was used on
all weighings to consistently account for moisture adsorption
during the weighing process.

Wet each filter with deionized or distilled water before
inserting into the funnel. The edge of the filter and funnel
lip should be flush and the filter cone should be seated into
the funnel apex. Clamps were used to seal short circuit paths
for air during the filtering.

Filter at appropriate suction, taking care not to burst
filters with excessive vacuum. Follow filtration with 200 ml
of deionized or distilled water to rinse solids.

Remove filter and dry in oven at 115°C for three hours.
Dessicate for four hours.

Remove filters from dessicator and weigh as in step (7).

B.4. Characterization of the Dispersion

In order to accurately characterize the HDPE powder used in the

experimental work, the mass density and size density distribution were

determined.



138

B.4.1. Mass density determination

The mass density of the HDPE powder was calculated gravimetric-
ally using a pycnometer. The volume of the pycnometer was calibrated
using distilled water. The mass of the water required to fill the
vessel was converted to volume using the density of water given by

the CRC Handbook of Chemistry and Physics (see p.F-4, 1988). Using this

calculated volume, the density of normal-butanol was confirmed to within
0.5% of the value given by Kreith (see p.657, 1986) giving confidence to
the procedure. The density of the HDPE powder was determined in the fol-
lowing manner. With a known mass of HDPE in the pycnometer, normal-
butanol ( = 0.8 g/cm®) was slowly added. The heavier HDPE remained on
the bottom of the vessel. After the pyknometer was filled and capped,
excess fluid was removed from the vessel surface. The mass of the ves-
sel and contents was measured over a 15 - 20 minute period. As the tem-
perature of the fluid rose, normal-butanol exited around the loose fit-
ting cap and evaporated. At three to four points in the experiment, the
mass and the temperature of the pycnometer and contents were recorded.

Using normal-butanol densities reported in the International Critical

Tables (see p.33, Volume 3, 1926), the volume of the HDPE powder was
calculated by difference. The density of the powder could then be cal-
culated from the measured mass of powder. Three separate determinations
of the powder mass density yielded a mean value of 0.976 +.004 g/cm3,
comparing well with the value reported by the Dow Chemical Company of

0.96 g/cm3.



139

B.4.2. Size density determination

Svarovsky [1977] has summarized commonly used representations of
cumulative size distributions and also the different measures of particle
size that can be used. The equivalent diameter of a sphere which has the

same volume as a given particle will be used and denoted by the symbol x.

The log-normal distribution is a common representation for quan-
tities which are necessarily non-negative, such as particle size. As its
name implies, the log-normal distribution is a distribution in which the
logarithm of the variate is normally distributed. The equation expres-
sing the size density distribution using this representation was shown

by Svarovsky (see p.21,1977) to be

f(x) = a exp(-bln?2(x/xa)) , (B-1)
vhere
a = [exp(-1/4b)(b/TT)1/2]/xa , (B-2)
and
b = (2ln%20¢)-t! . (B-3)

The variables xa and og represent the mode size and the geometric stan-
dard deviation of the cumulative size distribution. The mode size xa
is the particle size at which the cumulative size distribution has the
steepest slope and the geometric standard deviation is a measure of the

spread of the density distribution around the mode size Xa.

Samples of the HDPE powder were analyzed by personnel from Particle
Data Institute using the Elzone 180 series particle size analyzer. The
data for the cumulative volume fraction oversize as a function of equiv-

alent spherical diameter is given in Table B.1l. Using the method

T BRI LT
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described by Svarovsky (see p.21, 1977), the parameters xa and og can

be estimated from the cumulative size distribution in Table B.1l.

Table B.1. Diameter size vs. percentage oversize

Size (micronmns) % Oversize Size (microns) % Oversize
2.2 100.00 38.5 68.30
6.2 99.76 43.1 60.30

11.0 98.45 48.3 54.20
13.8 97.03 54.2 41.30
15.4 96.00 61.0 31.20
19.4 92.90 68.0 21.60
21.7 90.70 76.3 13.40
24.4 88.00 85.5 6.60
27.3 84.60 95.8 2.60
30.6 80.40 107.4 0.70
34.3 74.90 120.3 0.04

With these two parameters, the size density distribution (Eq.(B-1)) is
then fully described. To test how well this fitted size density distri-
bution represents the data given in Table B.1l, Eq.(B-1) can be integrated
over the particle size range to give the cumulative size distribution
(see Eq.(2-4)). The curves for the experimental and calculated cumula-
tive size distribution can be compared. In this manner, values of xa and
dg can be chosen for which the calculated cumulative distribution is a
better fit to the experimental data. Figure B.2 shows the result of this
trial and error procedure, which resulted in the following set of param-
eters for Eq.(B-1): xa = 43 microns and og = 1.44. The calculated cum-
ulative size distribution fits the data of Table B.1 adequately, as shown
in Figure B.2. The resulting size density distribution is shown in
Figure B.3 and is very similar to the size density distribution of the

polypropylene powder used by Colman (see Figure 5 Colman, 1981).
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B.5. Pressure Drop - Flow Rate Data

Table B.2 contains the pressure drop - flow rate data observed at

the ninimum overflow ratios given in Figure 5.3.

Table B.2. Pressure drop - flow rate data

Colman-Thew (CT) design

Qr (So)min Pr-Po Pr-Py Cpo Cpu Rer
(gpm) (psi)

8.2 0.14 2+2 22 ---- -—— 34674
16.4 0.10 1412 9+2 14.5 9.3 69347
21.5 0.12 31+2 162 18.6 9.6 90913
26.4 0.10 502 23:2 20.0 9.2 116632

Single-Cone (SCI) design

7.5 0.09 7+2 42 34.7 19.8 31714
15.3 0.09 23t2 14x2 27.3 16.6 64696
20.5 0.08 47+2 27+2 31.2 17.9 86684

T = 20°¢

See Figure 5.2 for location of pressure gauges.
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B.6. Underflow Purity Data

Tables B.3 and B.4 contain underflow purity data for the SCI- and

CT-cyclones, respectively.

In both experiments for the SCI-cyclone (see Table B.3), the under-
flow purity was calculated using an average feed composition. In Exper-
iment #1, the feed composition is equal to the average of the feed com-
positions of samples 1, 4, and 8. The underflow purity for the SCI-

cyclone for the feed flow rate 11 gpm (sample 2) is then (see/Eq.(l-l))
E' = 1 - (566 wppm)/(856 wppm) = 0.339.

In experiment #4 for the CT-cyclone (see Table B.4), the underflow
purity is calculated in the same manner as the SCI-cyclone, while in
experiment #3, the dispersed phase feed and underflow compositions are
measured at each flow rate and used to calculate E'. For example, at a
feed flow rate of 26.5 gpm (see Experiment #3), the underflow purity is

calculated as

E' = 1 - (364 wppm)/(866 wppm) = 0.583.
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Table B.3. Underflow purity data for SCI-cyclone.

Experiment #1

Sample* QF So Pr-Pv Sample Mass Solids Mass yr or yu
(gpm) (t 2 psi) (g) (g) (wppm)
1/F 11.0 0.09 7 460.8 0.3999 856
2/U 11.0 0.09 7 570.9 0.3299 566
3/U 17.3 0.09 17 850.0 0.4261 489
4/F 23.4 0.09 30 1051.5 0.8570 803
5/U 23.4 0.09 30 1091.5 0.5371 480
6/U 16.6 0.09 16 836.2 0.4152 485
7/U 23.7 0.09 32 1248.5 0.6124 479
8/F 23.7 0.09 32 605.3 0.5104 831
9/U 11.0 0.09 8 591.0 0.3073 508

T = 21°C, (yr)ave = 830 wppm
Experiment #2

1/F 13.0 0.09 10 602.9 0.5772 945
2/U 13.0 0.09 9 519.4 0.3229 610
3/v 13.0 0.09 9 531.9 0.3383 625
4/v 13.0 0.09 9 548.0 0.3504 627
5/F 22.5 0.10 28 1209.5 1.1525 941
6/U 22.5 0.10 28 1124.7 0.6233 542
1/u 13.3 0.10 11 563.4 0.3386 589
8/u 13.2 0.10 10 601.8 0.3767 614

T = 21°C, (yr)ave = 943 wppm

*F = Feed, U = Underflow

Concentrations corrected for 12 wppm dissolved/stray solids content
of tap water.
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Table B.4. Underflow purity data for CT-cyclone.

Experiment #3

Sample* Qr So Pr-Pu Sample Mass Solids Mass YF Or Yyu
(gpm) (¢t 2 psi) (g) (g) (wppm)
1/F 12.6 0.15 6 524.3 0.4705 885
2/U 12.6 0.15 6 525.5 0.3003 559
3/F 16.6 0.15 9 813.7 0.7224 876
4/u 16.6 0.15 9 955.3 0.4620 472
5/F 26.5 0.13 18 1149.0 1.0084 866
6/U 26.5 0.13 18 1054.8 0.3964 364
1/F 16.6 0.14 9 914.6 0.8019 865
8/u 16.6 0.14 9 8717.3 0.4071 452
9/F 24.3 0.14 18 1171.0 1.0278 866
10/U 24.3 0.14 18 1066.0 0.4144 377
11/F 12.0 0.15 6 551.8 0.4908 878
12/0 12.0 0.15 6 492.6 0.2064 407

T = 18.5°C

Experiment # 4

1/F 11.5 0.15 5+2 529.6 0.4571 851
2/U 11.5 0.15 522 528.0 0.2966 550
3/U 16.7 0.14 912 736.1 0.3367 445
4/u 24.4 0.14 172 1037.6 0.3898 364
5/U 17.1  0.14 10%2 750.8 0.3219 417
6/F 25.4 0.14 19%2 1140.6 0.9582 828
1/U 25.4 0.14 19+2 1164.6 0.4092 339
8/u 11.4 0.15 612 565.4 0.2472 425
T = 20.5°C, (yr)ave = 840 wppm

*F = Feed, U = underflow

Concentrations corrected for 12 wppm dissolved/stray solids content
tap water.
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