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ABSTRACT

NUMERICAL SOLUTIONS OF ELECTROMAGNETIC
PROBLEMS BY INTEGRAL EQUATION METHODS AND
FINITE-DIFFERENCE TIME-DOMAIN METHOD

By
Xiaoyi Min

This thesis first presents the study of the interaction of electromagnetic waves
with three-dimensional heterogeneous, dielectric, magnetic, and lossy bodies by surface
integral equation modeling. Based on the equivalence principle, a set of coupled sur-
face integral equations is formulated and then solved numerically by the method of
moments. Triangular elements are used to model the interfaces of the heterogeneous
body, and vector basis functions are defined to expand the unknown current in the for-
mulation. The validity of this formualtion is verified by applying it to concentric
spheres for which an exact solution exists. The potential applications of this formual-

tion to a partially coated sphere and a homogeneous human body are discussed.

Next, this thesis also introduces an efficient new set of integral equations for
treating the scattering problem of a perfectly conducting body coated with a thin mag-
netically lossy layer. These electric field integral equations and magnetic field integral
equations are numerically solved by the method of moments (MoM). To validate the
derived integral equations, an alternative method to solve the scattering problem of an
infinite circular cylinder coated with a thin magnetic lossy layer has also been

developed, based on the eigenmode expansion. Results for the radar cross section and



current densities via the MoM and the eigenmode expansion method are compared.
The agreement is excellent. The finite difference time domain method is subsequently
implemented to solve a metallic object coated with a magnetic thin layer and numeri-

cal results are compared with that by the MoM.

Finally, this thesis presents an application of the finite-difference time-domain
approach to the problem of electromagnetic receiving and scattering by a cavity-backed
antenna situated on an infinite conducting plane. This application involves
modifications of Yee’s model, which applies the difference approximations of field
derivatives to differential operators in the Maxwell’s curl equations, and applies the
radiation boundary condition on a truncated boundary surface. The modifications are
based on the integral forms of the Maxwell equations and image theory. The effects
of an infinitely thin impedance sheet on receiving and scattering characteristics of the

antenna are investigated.
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CHAPTER 1

INTRODUCTION

In recent years, due to the increasing complexity of electromagnetic problems and
advances in computer capability, much more attention of the research community is
focused on seeking numerical solutions of various engineering problems in the field of
electromagnetics. A number of numerical techniques have been introduced and
applied to a variety of specific problems. However, there remains the demand for

finding more efficient numerical methods to meet growing needs.

There are several numerical approaches available to study electromagnetic scatter-
ing by specific three-dimensional objects [1-7]. These approaches can be categorized
into frequency-domain techniques, time-domain techniques and hybrid techniques.
Frequency-domain techniques, including the method of moments (MoM), uni-moment
method, finite-element method and iterative methods, treat electromagnetic scattering
as a boundary value problem by deriving and then solving an integral equation for the
electric field and/or magnetic field with specified boundary conditions. Time-domain
techniques, including the finite-difference time-domain method (FD-TD), potential
integral approach, and the Singularity Expansion Method, strive to examine the tran-
sient behavior of fields before the onset of a steady state and to model problems where
non-sinusoidal excitations lead to scattering responses that may have no sinusoidal
steady state. The hybrid techniques, including the method of moments/high frequency
method, the FD-TD/method of moments and the FD-TD/high frequency method, are

rooted in the combination of techniques in the other two categories.

In the past decade, most problems involving electromagnetic scattering have been
handled by frequency-domain methods, especially by the method of moments. The

basic steps of the moment method in solving integral equation formulations involve



converting the integral equation into a matrix equation and then solving the matrix

equation by standard routines.

The method of moments is based on establishing an integral equation for a given
geometry and composition. To solve a heterogeneous or inhomogeneous problem, a
volume integral equation is normally used and discretized by tetrahedral modeling with
a vector basis [8]. The surface integral equation approach is suited to analyzing homo-
geneous objects[12] or heterogeneous objects. The coupled surface integral equations
are set up in terms of equivalent electric and magnetic currents on the interfaces of a
heterogeneous body. In Chapter 2, this method is extended to analyze an arbitrarily
shaped heterogenuous body. Based on the equivalence principle, a set of coupled sur-
face integral equations is derived in section 2.2 and then solved numerically by the
method of moments in section 2.3. Triangular elements are used to model the inter-
faces of the heterogeneous body, and vector basis functions are introduced to represent

the unknown surface currents in the integral equations.

Because of its characteristics in matrix operation, the moment method becomes
very inefficient and impractical when objects become electrically large. The finite
difference time domain method provides a good alternative to the traditional moment
method. The FD-TD method is a direct solution of Maxwell’s time-dependent curl
equations. The main algorithm of the FD-TD method includes Yee’s model, which
applies the simple second-order central-difference approximations of both spatial and
temporal derivatives of the electric and magnetic fields directly to the differential
operators of Maxwell’s curl equations. It also applies the radiation boundary condition
on the outer truncated boundary surfaces to simulate the outside extension when
infinite space must be truncated. The system of equations developed by Yee [?] to
update the field compoxients is fully explicit such that the required computer storage

and running time is proportional to the electrical size of the volume modeled. This



sets a remarkable difference from traditional moment-method which requires the

~ inversion of a matrix.

The FD-TD method has been used to solve problems which include two and three
dimensional electromagnetic wave scattering, electromagnetic wave penetration and
coupling for both two and three dimensions, inverse scattering reconstructions in one
and two dimensional cases, and microstrip and microwave circuit models. However,
little effort has been made in the application of the FD-TD method to metallic objects
coated with thin material and to transmitting and receiving antennas. Chapter 3 intro-
duces the fundamental algorithm of the FD-TD method. It examines the derivation of
Yee’s model, the radiation boundary condition, and stability analysis, to provide a
basis for extending the FD-TD method to important applications in Chapter 4 and

Chapter 5.

It is known that a thin layer of electrically lossy material on a perfectly conduct-
ing body cannot efficiently reduce its radar cross section. The tangential component of
electric field is very small near the surface of a perfect conductor and consequently the
induced current and dissipated power in the coating layer are very small. On the other
hand, if a thin magnetically lossy layer is used to coat the body, its radar cross section
can be significantly reduced. The tangential component of magnetic field is very large
on the surface of a conducting body, resulting in a large equivalent magnetic current

and a high dissipated power in the coating layer.

In Chapter 4, a new set of coupled integral equations is derived for treating the
scattering problem of a perfectly conducting body coated with a thin magnetically
lossy layer. These electric field integral equations and magnetic field integral equa-
tions are numerically solved by the method of moments. To validate the derived
integral equations, an aitemativc method to solve the scattering problem of an infinite

circular cylinder coated with a thin magnetic lossy layer has also been developed,



based on the eigenmode expansion. Results- for the radar cross section and current
densities via the MoM and the eigenmode expansion method are compared. A special
application of the FD-TD method to the thinly coated cylinder is also presented. A
new algorithm for the FD-TD is developed based on the integral representation of

Maxwell’s equations.

In some applications, it is desirable to hide an airplane from the detection of radar
systems. Since an antenna on the airplane is an efficient scatterer, it is necessary to
cover the antenna with a lossy layer to reduce its radar cross section. In Chapter 5,
the effects of an impedance sheet covering a cavity backed antenna, on the scattering
and receiving characteristics, is studied. The integral equation technique is difficult to
apply to this problem due to its complex geometry and the infinite conducing surface
involved. Therefore, the finite difference time domain method is applied. Based on
the fundamental theory described in Chapter III, Yee’s model and the radiation boun-
dary condition are modified for treating an infinitely thin impedance sheet and the

infinite structure.



CHAPTER II

INTERACTION OF ELECTROMAGNETIC FIELDS WITH
THREE-DIMENSIONAL, HETEROGENEOUS, DIELECTRIC,
MAGNETIC AND LOSSY BODIES

2.1 Introduction

The interaction of electromagnetic waves with three-dimensional heterogeneous(or
piecewise inhomogeneous), dielectric, magnetic, and lossy bodies has been extensively
studied recently because of its relevance in the modification of the radar cross section
of a metallic body by magnetic coating. Other motivations for the study are due to the
need for quantifying the EM power deposition in human bodies and the application of
EM fields in medical diagnostics. In the literature, a number of methods have been
developed and applied to three-dimensional scattering problems [1-7]. Some of these
methods have been demonstrated only for homogeneous bodies, while others are res-
tricted to bodies of revolution. Even though the tetrahedral modeling, based on the
volume integral equation [13], is applicable to arbitrarily shaped heterogeneous

bodies, a more efficient and accurate numerical method is desirable.

More recently, the hybrid finite element method (HFEM ) has received increasing
attention and has been applied to two-dimensional electromagnetic scattering problems
[16,18]. In this technique, the finite element method has been used for the near field
region and the boundary-element method has been used for the exterior far field
region. Objects to be modeled can simultaneously contain conductors, lossy dielectrics
and lossy magnetic materials with complicated high aspect ratio geometries. This
method can theoretically be applied to three-dimensional heterogeneous bodies, but so
far only one such effort has been reported [16]. In that paper, the boundary conditions



across the interfaces of a heterogenuous body must be accounted for during the assem-
bly of the matrix equations. Thus, the advantage of the HFEM for seeking a sys-
tematic solution to the complex geometries is lost, and this method becomes more

difficult to apply.

With the rapid advance of supercomputers, the finite difference method in the
time-domain (FD-TD) has become quite popular. The FD-TD method is a direct solu-
tion of Maxwell’s time-dependent curl equations with boundary conditions and initial
values. For an open-boundary problem, the infinite space is truncated into a finite
space by introducing an artificial boundary condition or the radiation boundary condi-
tion. Space and time discretizations are selected to bound errors in the sampling pro-
cess, and to insure numerical stability of the algorithm. The finite difference equations
at each time step are fully explicit, so that the computer storage and running time are
proportional to the electrical size of the volume to be modeled. This makes it promis-
ing when a very large body is involved, such as a man model with 50,000 volume
cells [19,20]. However, for this method it is not easy to model complicated curved
surfaces, and numerical artifacts such as instability and nonphysical wave reflections

have to be discussed [17].

The surface integral equation approach is very well suited to analyzing homo-
geneous objects [12] or heterogeneous objects. The usual procedure in this method is
to set up coupled surface integral equations in terms of equivalent electric and mag-
netic currents on the interfaces of a heterogeneous body. Instead of considering the
whole domain, only boundaries have to be involved. We extend this method to
analyze an arbitrarilly-shaped heterogeneous body by choosing an efficient and simple

numerical scheme.

In this chapter, a method of solving this problem efficiently has been developed.

Based on the equivalence principle, a set of coupled surface integral equations is



formulated in section 2.2, and then solved nu.merically by the method of moments in
section 2.3. Triangular elements are used to model the interfaces of the heterogeneous
body, and vector basis functions are defined within each triangular element to insure
that the normal components of equivalent currents are continuous across triangular
edges. The validity of this method will be established by applying it to a concentric
sphere, with or without a perfectly conducting sphere inside which an exact solution
exists. This method is applicable to a partially coated sphere and a homogeneous
human model. This method will be compared with other existing methods in section

2.6.

2.2 Derivation of Coupled Surface Integral Equations for a Heterogeneous Body

The geometry of a heterogeneous body is shown in Figure 2.1. In this section,
we will only consider two different cases: 1) A heterogeneous body without any per-
fect conductor inside and 2) A heterogeneous body which includes a perfect conductor.
By methods similar to the formulations of these two problems, a set of coupled surface

integral equations for a more complicated geometry can be easily derived.

2.2.1 The Preliminary Theorems

Before the coupled, surface integral equations are derived, we first review the

general solutions of Maxwell’s equations in terms of sources and surface fields.

Consider the geometry shown in Figure 2.2. An infinite region V is bounded by
an infinite spherical surface S., and within the region, there are volume EM sources,
J.p.JmpPm and a closed surface S; which may enclose some other EM sources. 7 is the
unit normal vector pointed outward from V. We can find E and H fields at an obser-
vation point r(x,y,z) maiﬁtaincd by all EM sources ( including the sources inside S, )

and express them in terms of J,p,J,..p» and the surface fields ( E and H ) on S, as



Fig. 2.1 Geometry of a heterogeneous body with a plane wave excitation



Figure 2.2 Geometry for illustration of the equivalence principles
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follows:

= l —1 _ ’ £ ’
E(r) = 41”[[ jouI® ~ I xV'd + £ve) av
L [ [on(xH)® + (XE)XV'D + (iE) V'] dS’ (2.2.1a)
4 g 35,
I D I
H(r) = 41”[[ el ® + IXV'D + up,,,V(D] av’

L | [oetixE)D + (XHXV'® + (VD) dS’ (2.2.1b)

ang 3.

The factor T comes from a singular integral surrounding the observation point :

1 r inside V
T=4<2 r on S
0 otherwize

e’

with @ = and R = Ir — r’l, where r’ is the position vector locating the source point
and r represents an arbitrarily-located observation point. k = wVpe is the wavenumber.
The complex permittivity € is defined as € = gy(g, - jm—(;;) where ¢, is the dielectric
constant, o is the conductivity of the body and p is its permeability. The integral

over S, vanishes by the radiation condition, and

AE = - V" (ixH) (2.2.22)
(V3

AH = ——V'.(ixE) (2.2.2b)
o

The above relations between the normal components and tangential components

of E and H fields are valid on a smooth surface and they are derived in appendix A.

2.2.2 A Heterogeneous Body Without Any Perfect Conductors Inside

We first consider the formulation of coupled surface integral equations for a

heterogeneous body which does not enclose a perfect conductor. A heterogeneous
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body as shown in Figure 2.3 consists of two different regions, V; and V,. The surface
S, encloses the inner region V, and #, is the unit vector pointed outward from V,. The
surface S; encloses the whole body and 4, is the unit outward normal vector on §;. An
electric field E‘ and a magnetic field H¢, defined to be the fields due to the EM sources
in the absence of the scatterer, are incident upon the body. The time dependence factor
of exp(jor) is assumed and suppressed throughout the analysis. Based on the
equivalence principle as discussd in section 2.1, the fields near the interfaces in the

different regions can be determined in terms of equivalent surface currents.
In Region 1 Vj (go,1p) :

The medium in the region external to S, is assumed to be free space with permea-
bility py and permittivity &, According to the theory discussed in section 2.2.1, the
total electric or total magnetic field just outside the surface S; can be expressed in
terms of the incident E’ or the incident H' field and tangential components of E and H

fields on the surface S,. Using Eq.(2.2.1a), we can write
E(r) = TTE J: [<joRI® — J,xV'® + -%V’(D] av
-% J [<jOR(AXH)D + (AXE)XV'D + (AE) V'®] dS’ (2.2.32)
1
Where the volume integral in the expression is equal to E'. From Eq.(2.2.1a),
H(r) = = l [jwed, @ + IXV'® + Lp, VO] aV’
4r n
—%!Ume(rME)¢ + (XH)XV'D + (AH)V'D) dS’ (2.2.3b)
1

where the volume integral in the expression is equal to H'. When the observation
point r approaches the surface S, from region 1, T equals to 2. The fields on S, in
region 1 are denoted by (E', H"). A is directed as defined in section 2.2.1. Due to
different definitions of #,A,,A,, there are sign changes of A4 when applying the above

formula to our problems. Finally the expressions will have following forms:
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( Region 1)

(80,}10,00)

Fig. 2.3 A heterogeneous body without any perfect conductors
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E(r) = 2E'+ - [omaxHD, + (ExV By + Bieszmxﬂ‘) VDol dS (2.2.4a)
1

Hl(r) = 21 +—21; J [jweo(AXE Dy + (AxH)XV'd, + ;ﬁu—OV'-(ﬁ,xEl) V', S (2.2.4b)
1

g TR
where @ =

is the free space Green’s function, and ky = W€y is the free space

wavenumber.
In Region 2 V| (g,,01.1) ©

In the region between surface S, and S,, with permeability p; and complex per-
mittivity €;, the E and H fields just inside the surface S, or just outside the surface S,

can be expressed by tangential components of E and H fields on the surfaces §; and S,.
E(r) = 4_71; ‘[ [~jopJ® - J,xV'® + -%V’tb] dv’

-% [ [-on(xH)® + (AXE)XV'D + (7 E) V'®) dS’ (2.2.5a)
$1+ 5,

The volume integral in the above expression is equal to zero because of no source

within region 2. Similarly,

OH(r) = 4_11: l [—jwed @ + JXV'D + &pmV'Q] av’

—= [ UoetXE)D + (iXHXV'® + (A H)V'D] dS’ (2.2.5b)

ans +s,
where the volume integral is zero also. The factor T is equal to 2 when r is on S, in
region 2 or on S, in region 2. Let ( E? H?) denote the electric and magnetic fields on
S, in the region 2 side, and ( E3, H? ) denote the fields on S, in the region 2 side. Not-

ing the sign changes in A, and we can express fields in the forms:

Whenrisons§S,,
EXr) = ;—; J‘ [joop, (A xHAD, + (AXE)XV'D, + —w-%-V"(ﬁ,xHZ) V'd,] ds’
1 ) 1

* EIE J [jop  (AxHY)D, + (AXEXV' D, + ToeL‘V“(ﬁsz’) Vo) ds’ (2.2.62)
A 1
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H(r) = =L [[joe,(A}E)®, + (A, xHHXV'®, + ——V"-(4,;xE?) V'®,] dS’
2n A JOH
+ =L [[j0e (AXEYD, + (AxH)XV' D, + —— V" (AixE?) V'] dS’ (2.2.6b)
2n A JOH
When r is on S,, the expressions for E,H essentially remain the same in form.
3r) = =L [[—icow, (A, <H2 3 XEDXV' D, + —d— V(A xH2) V'D,] dS’
Er) = = J [/ (A xXHA®D, + (AXEDXV' D + —L= V" (i xH?) V@] dS
1
1
+ 5= [ om0, + (BT, + —Lv-ipat’) Vo) a5 (2.2.72)
1
2
H(r) = =L [[joe,(A;<ED)®, + (A xHYXV'D, + ——V"-(4,xE?) V'®,] dS’
2n A JOH

+ =L [[j0ey (AXEY®D, + (AxH)XV'D, + ——V"-(AxE?) V'] dS’ (2.2.7b)
2nd, o,

~/kR

where @, = £ is the Green’s function for region 2, and k; = @Vp,g; is the
complex wavenumber in this region.

In Region 3 (g;,05.1)) :

Similarly in region 3 where the permeability and permittivity are p, and ¢,
respectively, the region is enclosed by S, with an outward unit normal 4, . The E and
H fields just inside the surface S, can be determined in terms of the tangential com-

ponents of E and H on the surface S, as follows.
Er) = {- ‘[ [—joud® — J xV'd + 2V'd) av
T €
_TTE J [—oR(AXH)D + (AXE)XV'® + (A E) V'd] dS’ (2.2.8a)
2
I Y o+ Lo Vv
H(r) = 41”[[ joe) @ + IXV'D + Llp,,,V<1>] av’
iz [V + (XHIXV'® + (H)V'®] a (2.2.8b)
2

The factor T equals to 2 when the fields on S, in region 3 are evaluated. The
volume integral terms are equal to zero because of source free condition. Let ( E4,H*)

denote the electric and magnetic fields on §, in region 3. Then we can express these
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fields in the forms:
EYr) = _51; J‘ (—jo,(A}xHYD, + (AXEHXV'D, + —mtV’-(ﬁsz“) V'a,] ds’ (2.2.9a)
2

V- (A, ¥E*) V'®,] ds’ (2.2.9b)

HY(r) = — [[jey(AixEY)®D, + (,xHOXV'D, +
2r g, P}
SR
where @, =

is the Green’s function for region 3, and k, = wVp,¢, is complex

wavenumber in this region.

Up to this point, we have the total induced fields (E,H) at the interfaces of the
three different regions. Before going any further, we should introduce the boundary
conditions which must be satisfied at the surfaces S, and S,. The boundary conditions
require the tangential components of the electric and magnetic field be continuous

across S; and S,.
Boundary Condition :

When the observation point r is on §;, we may write

E'(0)lay = EX(0)lan (2.2.10a)

H'(D)l, = HA(Ol,y, (2.2.10b)
ForronS,:

E3(r)itan = E¥(r)itan (2.2.11a)

H3(r)ltan = HY(r)ltan (2.2.11b)

Equivalently, we can write

AXEN(r) = AXEX(r) (2.2.12a)
AxH(r) = A xH(r) (2.2.12b)
AXE3(r) = AxEX(r) (2.2.12¢)
AxXH3(r) = AyxHY(r) (2.2.12d)

By forcing the electric fields to satisfy the boundary conditions on the two inter-

faces, we have a set of so-called electric field integral equation(EFIE) as follows:
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For r on §;:

E'(Nhan = EX(1)lyn
AREX()l gy = JU@)(ri,le)(uOCDO + 1, @) — (BXEHXV (@ + D)) -

J—V' Gty V(0 . 2+ ——)1 ds’ + 5[ (—jop (i< H)D, +
(AXE*)xV'®, + —m-eLV’-(ﬁsz3) V'®,] dS’ltan (2.2.13a)
1

Forron §;:

E3(pitan = E4(r)itan

o, D
s[ (A XHP) (@) + 1,Dy) — (AXEDXV/ (D) + @) — -LV' (AxH?) V(— + -—)] dS’ltan
€ €

= J ljop (AxH)Y®D, — (A, xEHXV' D, - —(é-Vﬂ(ﬁlel) V'®,] dS'ltan (2.2.13b)
1
1
Similarly by forcing the magnetic fields to satisfy the boundary condition, a set of
so-called magnetic field integral equation(MFIE) is formulated.
For r on S;:
H{(r)]ln = HA(0)lan
ARH(r)ly0= ! [~ }E")(gg®qte, @) (i xH)X V' (Dg + D )-ij V’-(A,xE")
1
Dy O
v'(—°+—')lds'+j o€, (AyXEX) D+ HXV @y 4—— V- (ixES)V'Dy JdShan  (2.2.13¢)
Ho My 3 JO
Forron S, :

H3(r)ltan = H4(r)itan

@,
j (A XEY) (e @, + 6,0y + (AxHHXV (@, + D,) + 7‘—V' (A, <E%) V'(— o+ —u—)]dS ltan

2 1

= J joe,(A¥ENDt (A xH)XV'®D, + ﬁV’-(ﬁ,xE‘) V'®,] dS’ltan (2.2.13d)
1
1
To simplify the notations, let’s define the equivalent surface current as follows:

-AxE\(r)

= M(r) (2.2.14a)
To
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_A 3
“E) _ MZ(r) (2.2.14b)
No
AxH(r) = K\(r) (2.2.14¢c)
AxH3(r) = K%(r) (2.2.14d)

After matching boundary conditions and scaling the physical dimensions by &,

we have a set of coupled surface integral equations:

ronS;:
4T Eieyan = (K@ + j1,@y) + MIXV (@, + ;) - 7K' V(@ + —L)) ds’
-TE (r)Itan-jU (@ + 1, D) + M XV (D) + D)) — jV" ( o+?;)]d5
1 r
+ J [~j K2D; — M3XV'D, + —ef—v«xzv'cpl] dS'\tan (2.2.15a)
2 rl

ron Sy

2 , o 20, P11 Do ,
! UK, @) + 12 ®y) + MXV/ (D, + &y — jV-K2V (—e - )] dS’ltan
A rl r2

rl

- s[ Ui K'®, + MIxV'd, — -;:LV”K‘ V'®,] dS'itan (2.2.15b)
1

ron S
. d
AnH' (N, = J UMD + €,,D;) - KXV (D, + D)) + -JLV'-M‘ V/(Dy + —)] dS’
1 rl

+ S.’ [—je, M2D, + KXV’ — ﬁv'w V'®,] dS'ltan (2.2.15¢)
2 rl

r on Sy

o o
J M2, @, + €,,®,) - KXV (@, + D,) + %V“MZ V/(— + —2)] dS’han
2

Hr1 Kr2
- Jue,lmlcp, — KXV, + juLv'.Ml V'®,] dS'ltan (2.2.15d)
f rl
i &/ .G N :
where ;= — and ¢,,= — =¢,/ - j——. Due to the normalization with respect
" o € ey P
o IR k;

to kg, the Green’s functions have the forms ®; = and k,; = —.

ko
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In the above four coupled surface integral equations, (K!,M!K2M?) are four unk-
nowns which can be determined by solving by these four coupled surface integral

equatons.

2.2.3 A Heterogeneous Body Enclosing a Perfect Conductor

As shown in Figure 2.4, a perfect conductor covered by a dielectric, magnetic,

and lossy medium is located in free space. The medium has the complex permittivity
of € = gy(€, - jTo—Z;) , and permeability p. A similar derivation to the previous case,
with the exception of vanishing tangential components of electric field on the surface
of the perfect conductor, will be presented.

In Region 1 (go.10) :

The expressions for E! H! remain the same as Eq.(2.2.4).

El(r)=2E‘-;% J’ [—jwuo(ﬁle‘)<D0+(ﬁ1xE‘)xV'<Do+z)j€; V’-(AxHYV'®D)dS (2.2.16a)
1
H‘(r)=2H‘+2—11t s( [ja)eo(rile’)<D0+(ﬁ1xH’)xV’@ﬁm V(A XEHV'D,)dS’ (2.2.16b)
1

In Region 2 (81,01,}11) :

Due to the zero tangential component of E field on the perfect conductor surface
S;, the integrands involving A,xE* over S, disappear. For the fields (E2,H?) on the sur-

face S, in the region 2 side, we have the following simplified expressions:
EXr) = ;_11‘ J [—jop (AxHY®, + (AXEHXV'D, + —m;:LV”(ﬁlez) V'd,] dS’
1 1
+ LJ[-jmul(ﬁzxm)cb, + =V (hxH?) VO] dS’ (2.2.17a)
2r A WE
HY(r) = =L (e, (3,xE}®, + (A xH)XV'®, + ——V"-(3,xE?) V'®,] dS’
2n \ - JOH,

1 . ,
* 5o JZ [+ (AxH)XV'®,] dS’ (2.2.17b)
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( Region 1)

(Region 2)

53/& ---------

(31 ’“1’01)

.
o
5 .
K o
o
o

Fig. 2.4 A heterogeneous body with a perfect conductor inside
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On the surface of the perfect conductor S,, only the equation for E? field in region

2 side is required.
3 _____l_ i 2 a %V’ _L ’. YR vZ ’
EXr) = ZRJ[ JOm (XD, + (XEPXV' D) + —L-v"-(axH?) V') d
1
1
+ L J (oo, (ixH)D, + ——V'-(3xH?) V'®,] dS’ (2.2.18)
2 ; (08‘

Next we will apply the boundary condition to set up the coupled integral equa-
tions. On the surface §;, tangential components of E and H should be continuous,
while on the surface of the perfect conductor S,, the tangential component of E? is

equal to zero.

ronS;:
E'(P)ly, = EX(0)lg, (2.2.19a)
H(r)l,, = HX(Dly,, (2.2.19b)
ronsS;:
E3(ritan =0 (2.2.19¢)

Alternatively, we may write:

AXENr) = AXEX(r) (2.2.20a)
ApxH(r) = A;xH(r) (2.2.10b)
AXE3(r) =0 (2.2.20c)

with the equivalent surface currents defined as:

—AxE!
~EO v (2.221a)

Mo
AxH(r) = K!(r) (2.2.21b)
AxH3(r) = K4(r) (2.2.21¢)

After matching boundary conditions and scaling by k, ,we have another set of

coupled surface integral equations as follows:

For r on $;:
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. ®
j]—“E‘(r)ltan = J UKU®Dp + @) + MIXV/ (D + @) — VK V(D + e—‘)] ds’
0 1 rl

+ J[—junK%l + —-LE’ V'-K2V'®,] dS'ltan (2.2.222)
2 "1
For r on S,:

®
J UK, @, — jV-K2V'—1] dS'ltan
2

€n
= J[ju,lxlcpl + MIxV'®, - -€LV’-J¢ V'®,] dS'ltan (2.2.22b)
1 rl
forr on S;:
) D
ARHI(E) = J M@, + £,®)) — KIXV/ (@ + b)) + ~V'-M! V(D + o) dS
J rl
1
+ S[ [K3V’®,] dS’ltan (2.2.22¢)
2
h a and €, el g —J % Due to the normalization with respect to kg
whnere |, = — = =8&; —]J—. u ’
SR € T e

kR k:
the green’s functions have the forms @; = e—R— and k,; = k—‘ , the same forms as that
0

of section 2.2.1.
On the surface S,, only K? is unknown because M? equals zero. In this case, we
have only three unknowns, (K!,M'K? . These three equations are sufficient to solve

for the three unknowns.

2.2.4 Metallic Body with Partial Coating

A more general geometry than that of section 2.2.3 is a perfect conductor par-
tially coated with a layer of dielectric, magnetic, and lossy material as shown in Fig.
2.5. K! is the electric current on the uncoated area S; of the perfect conductor in
region 1, and K3 denotes the electric current on the coated region S; of conducting

body in region 2. K? and M? denotes the equivalent electric and magnetic currents on



22

the interface S; between free space and coated region in region 1. 7 denotes the unit
outward vector of S; , S, and S, respectively as in Fig. 2.5. As §, shrinks to zero, we
have a uniform coated conducting body which is the case of section 2.2.3. The study
of the EM fields interacting with partially coated metallic body has its significance in
the modification of the radar cross section of a radar target, and this topic has received

considerable attentions recently.

We now consider the derivation of a set of coupled surface integral equations for
the geometry of Fig. 2.5. Following the procedure previously, we will write the fields
in the different regions and then use the boundary conditions to set up the coupled sur-
face integral equations.

Define K!=/AxH, on S, in region 1, K}=#AxH, on S, in region 1 and
M? = —#ixE, on S, in region 1 as shown in Fig.2.6. We can then write the fields in

region 1 (€4,00.10) :
T (0 . :
Er)= TE' + — J’ [jopeKi®y + 4=V K! V'@ ) ds’
4T : 1 weg 1 0
= i [UonKi®o + MV'0, - LV K Vo a5 (2.223)

1 V'M% VI(DO] dSl
Ho

H(r)= TH + 4_T1: J [jeoMD, + KIXV'D, +
2
+ -411; J [KIxV'®y, a5’ (2.2.23b)
1

Define K3 = AxH; on S, in region 2, M3 = —AxE, on S, in region 2 and K3 = AxH,

on S in region 2 as Fig. 2.7. We can formulate the fields in region 2 (g,,61,1) as :
EX(r) = ——L- [[—jop, K3, — M3xV'®, + ——V" K3 V'®,] ds’
4 ; (O ]
- L (jou, K2, + LV K} V'] a5’ (2.2.24a)
4r ; e,
T . . 2 ’ 1 ’ 2 o ’
H(r) = =—— | [jog,M3®, — KXV'®d, - ——V" M3 V'®,] dS
(r) 41:3[[1 M2, - K3 ' o 2 VO]

T ’ ’
+ 4—1:!3[ + KxV'®,] ds (2.2.24b)
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( Region 1)

Ei

Hi

Fig. 2.5 A perfect conductor partially coated with lossy material
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Ei

Fig. 2.6 Sources maintaining fields in region 1
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Fig. 2.7 Sources maintaining fields in region 2
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where K!, K? and M? indicate equivalent currents on S; and S, in region 1, while

K2, M3 and K3 indicate equivalent currents on S, and S5 in region 2.

Since K? = K3 and M? = M3, we have only four unknowns, K?, M3, K! and K3
For convenience, the subscripts of these four unknowns are omitted and they are
referred to as K2, M?, K! and K®. To determine these unknowns, four boundary con-

ditions are required on the three interfaces, S, S, S5 .

For r on S,, tangential components of E and H are continuous across S, , i.e. E'l,,
= E3,, and H',, =H?2,, or alternatively M! = M? and K! = K? . Applying these

boundary conditions, we have:

4nE‘(r)ltan =

; o, @
J VoK (o®o + 110 + MXV'(Dg + @) — L V7K vx;;’ +—)) s
1
2
+ J[jmuol(‘d)o + L VKV, ds
1 (050
+ ! [jop, K30, + —m'eLv'-Ki*vm,] 4S’ltan (2.2.252)
3 1
i . 2 ’ _L ’ 20 (Do (bl ’
ARH(r)ly= J’ oM (e,@y+e, D) )-K XV’ (D+D, )~ Ly M2y (E+T)] ds
2 1
+ J’ [-K'XxV’'®,] dS’
1
+ J (K3xV’®,] dS'ltan (2.2.25b)
3
For r on S5 , the tangential component of E is zero. Thus, we have :
1 . 2 ’ ] r w2 O, ,
0 = — [[—jopu, K2, - MXV'®, + ——V" K2 V'®,] dS
o !2[ JOML 1 1 e 1
--L J (o, K*®, + =~ V"K® V'®,] dS"ltan (2.2.26)
4n s e,

For r on §; , again the tangential component of E is zero. From Eq.(2.2.23a) , it

leads to:
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ATE(r)ly, = J [opK2®, + MV’ @, — Z)J;V’-Kz V', ds’

2

+ J liopeK '@y + MIXV'®, — -migv'xl V'®,] ds’ (2.2.27)
1

We can scale these equations by the free space propagation constant &, and sum-

marize them as follows:

Forron S, :
4t i 2 Zx , o w2 o (Dl ’
TE(r)ltan: ![_/K (D + 1,1 D)) + MXV' (D, + D)) — VK2 V(D + 1 )] dS
0 2 r
+ J UKO®, + jV' - K!V'd,) dS’
1
+ J (=it KD, + —eLV’-K3V'<D,] dS'ltan (2.2.28a)
3 rl
. o
4nHi(r)ltan = s[ MA@, + £,,®y) — KXV (D + D)) + %V'-Mz V(@ + ‘1 )] dS’
2 r
+ J (-K!xV'®,] ds’
1
+ J (K3xV’®,] dS’ltan (2.2.28b)
3
Forron S;:
0= =L [[—ji, K2®, - MXV'®, + -V K? V'®,] dS’
an s, €
- 4—1“ ! [jip, KD, + —ELV"K3 V'®,] dS’tan (2.2.29)
N rl
ForronS; :
:]—nEi(r)Itan = J (KD, + MXV'®, — VK2 V'] dS’
0 2
+ J UK'®, - jV' K V'®y] dS'ltan (2.2.30)
1

The above equations can uniquely determine the four unknowns K!, K2, K* and
M? . As S, or S; shrinks to zero, two special cases are obtained as the cases of a per-

fect conductor with uniform coating or a perfect conductor without coating. Special
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attention should be paid to the interface S, when a numerical scheme is applied, and

this will be discussed later.

2.3 Numerical Algorithms

In the previous section, we have developed three sets of coupled surface integral
equations. In this section, we will solve these coupled surface integral equations by
the method of moments. Triangular elements are chosen to model arbitrarily-shaped
surfaces. The advantages of triangular patch surface modeling have been elaboratly
discussed in references[9,10]. Vector basis functions for the equivalent electric and
magnetic currents are defined in each of the triangular surface patches, and a Galerkin
method is implemented to solve for the unknown surface equivalent electric and mag-

netic current distributions.

2.3.1 Basis Function

Vector basis functions [8,10] are defined in this section both for electric current
and magnetic current distributions. Detailed derivations of the basis functions are dis-
cussed in reference [10]. Figure 2.8 shows two triangles, T} and T, with the a"* com-
mon edge. The electric and magnetic currents flow along radial direction, p}, in trian-
gle T;, and similarly flows along radial direction, f,, in triangle T,. Referring to Fig-
ure 2.9, if I, is the base lenth of common edge, then height lenths of triangles T} and
T, are respectively given by 24}/, and 2A7/l,, where A represents the areas of TZ.
Any point in triangles TZ can be conveniently defined either with respect to the global
origin, 0, or with respect to vertices 0. The plus or minus designation of the triangles
is determined by the choice of a positive current reference direction [10] for the ™
edge, which is assumed ‘to be from T} to T,. We define a vector basis function associ-

ated with the n* edge as
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Figure 2.8 Local coordinates associated with an edge
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L
ZAI p" r in T,:
L, _ 4
f.(r) = 2/:; rn r in T, 2.3.1)
0 otherwise

The vector basis function stated above is used to represent surface electric
current, K, and surface magnetic current, M, on the triangulated surfaces of a given
heterogeneous scatterer. Further mathematical properties of vector basis functions
have been discussed in reference [10], and it gives some of the elegant properties in

detail. In the following section, the main properties are summarized.

2.3.2 Properties of Vector Basis Function, f,(r)

(a) Along boundary edges, the currents flow basically parallel to the edges.
Hence, they have no normal components to boundary, and no line charges exist along

the boundary.

(b) The component of current normal to the n* edge is constant and continuous
across the edge as can be seen in Fig. 2.9, which shows that the normal components of
pt along n™ is just the heights of triangles 7% with edge n as the base and the height
expressed as (24%)/l,. Using this term to normalize the vector basis, its normal com-
ponent to the n™ edge, is unity. This result, together with a), implies that all edges of

T, and T, are free of line charges.

(c) The surface divergence of current basis function , which is, in fact, propor-

tional to the corresponding surface charge density, is given by,
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Fig. 2.9 Geometry for normal component of basis function at common
edge
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* r in T,
(Vs (r) = |— r in T, (2.3.2)
0 otherwise

The surface charge density is obviously constant in each triangle, total charge associ-
ated with the triangle pair 7} and T, is zero, and the basis functions for the charge evi-

dently have the form of pulse doublets.

(d) The surface integral of basis function over adjacent triangles represents

moment given by

A

[ fuds = —-1p5* + p7] (2.33)
2

+T;

:j —

= n(r:+_r;)
As shown in Fig 2.10, p5* is the vector between the centroid of T and 0} and p5”
is the vector between the centroid of T, and 0;. r$" and r& are the distance vector to

centroids of triangles T and T, from the global reference point, 0.

2.3.3 Testing Procedure and Matrix Equation

Either (K!,M!K2M?) in section 2.2.2 or (K'M!K?) in section 2.2.3, which need
to be solved, are expanded in terms of vector basis functions defined in the previous
section. If interfaces (S,S,) are discretized into triangular patches with numbers of
edges (N,,N,) respectively, then the equivalent currents can be represented by

N;
Kir)= Y If,r) (2.3.9)

n=1

and

N;
M) = ¥ Mif () (2.3.5)

n=1
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ri? \

Subdomain

Triangle ——7— " 7 Subdomain
T+ . - Iy~ Triangle

Centroid of | pp/ S > Centroid of

n

Fig. 2.10 Coordinate for calculating centroids and moment of basis
vectors
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where i = 1,2 for both K and M in section 2.2:2, and i=1,2 for K, i=1 for M in sec-
tion 2.2.3. I° and M. are unknown coefficients to be determined. Since the normal
component of f, at the n* common edge connecting T} and T, is unity, each coefficient
of IY and M’ can be interpreted as the normal components of the electric and magnetic
current densities flowing through the n* edge. For a given triangular face, there exists

three edges corresponding to three vector basis functions.

Substituting Eq.(2.3.4) and Eq.(2.3.5) into Eq.(2.2.15) and choosing the weighting
function the same as the expansion function, Galerkin method, a matrix equation is
formulated. Testing is enforced based on the following symmetric product to reduce

the operator type integral equations to the corresponding functional type equations,

<fg>=| £ f-gds (2.3.6)

For the convenience to write the matrix equation into compact form, we define

the electric and magnetic vector and scalar potentials as following:

A= lK ®; dS (2.3.7a)
F,= IM ®, dS (2.3.7b)
V= !v«x V'®; dS (2.3.7¢)
U= lV’-M V'®; dS (2.3.7d)
and
P, = !Kx V' @, dS (2.3.7¢)
Q= !Mx V' ®©; dS (2.3.76)

where i may vary from 0 to 2 in the case of section 2.2 or from O to 1 in the case of

section 2.3.

The matrix equation for the coupled surface integral equations given in section
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222 1is:
2 o n ot
A i =19 238)
. b i T " 0 -
Dif DF D ¢ L KV 2

where 1’ indicates the outer surface or S; and 2’ for the inner surface or S, , 'E’
stands for EFIE and 'M’ for MFIE. Z,Y,C and D are submatrices with size Ny, by
Ny, The system matrix size is 2N by 2N with N=N; +N,. I, M, V and H are vec-
tors with lengths of N, or N,, and [0] is N, - zero vector . I, M are unknown vectors
which will be solved for. The various matrix elements are given by the following

expressions :
c+ 1
(258 ﬂm{&-~ S bl 22 T i
i=0
1
+ Z (Vi — Vm)} (2.3.9a)

L
0o &i
po—
l2 mn = _Jl { ' p'rlATrM + Tm urlATmn

+ Lo, - v } (2.3.9b)
€1
o Pm + . Pm -
(Z5Dmn = ﬂm{—z—' K Alm + - Wr1Almn
EE Pm 2 + o Pm 2 -
(ZIZ) =—jl _2— Z unA +—2—. Zp'n'Aimn
i=1 i=1
2
+3 —I-(V'{,M - Vi } (2.3.9d)
i=1 &i
Pm 4 Pm 4
VY™ n = il - p) En'wm‘*_z"' 2 &Finn
i=0 i=0

+ zl: L‘(Uf',,,,, - UT',M)} (2.3.9¢)
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L 1P P
Oﬂg"nm==-1h{}§L' &1FLM'F_§L' %1Fﬂu

+

1
— (Ut - Uy
m ( 1mn lnm)}

rl

MMy P F Pm
(21)mn"]hl-z—' Elmn t 2' eﬂFBm

+
’l:.
.ES
|
3
—

M Pm 2 Pm 2
(F% »m==_jh|——_' Z:EﬂF;m+'—_- z:eﬂF;m
2 i=1 2 i=1
2 }
+ z:'__(U;m"U;m)
i=1 Hri
1 1
(Cﬁ")w.:{zl’*m*' ZFUM}
i=0 i=0
='_(Lﬂ?ﬁmn
(Cf%l)m=_{”mn+mmn}
="(Dﬁylm
(Cfrhm;= {FTmn+'PLw1}
=~ (D3
2 2
Cm=={ TP+ X Pimn
i=1 i=1
='_(D%rxm
Eﬁ-— ™ [-E—'E + 2 E™ ]
= P ey P
Hp = 41 [ [ T-H* + SH )

(2.3.99)

(2.3.9g)

(2.3.9h)

(2.3.91)

(2.3.9j)

(2.3.9k)

(2.3.9)

(2.3.10a)

(2.3.10b)

For convenience, we write the matrix elements by testing at the centroids of the

triangles, which is a special case of the general Galerkin method discussed.
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Next, we consider the set of coupled surface integral equations in section 2.2.3

when a perfect conductor is inside the body.

equation can be formed as follows:

ZlEf 15 CflM I E
iy oM I [21

o S ¢ R

Similarly for the Eq.(2.2.22), the matrix

(2.3.11)

Only a small modification of matrix elements in previous case will be needed to

obtain the matrix elements for this problem.

1 1
5By, = Jl {p"‘ AL+ -pzl 2 WriAimn
i=0
+ 3 V= Vi
i=0 Eri
Pm -
12 mn = -JI { ) urlATmn + —i— urlAlmn

+ LV l"m)}
€1

pm Pm -
(Z mn = Jl{ 2 : urlATmn + T urlAlmn

+ L(V‘{’m.n - lmn)}
€
A

1
(ZZE)mn m{pzm : Z My :M+'_2' ZuriAi-mn
i=0 i=0
1
+ ¥ —l—(V*,-,,,,,- Vi)
i=0 i

P
(Y%M)mn =J IM{TM Z enF:mn + _2' Z &iFimn
i=0 i=0

+ 3 LU - Ui

i=0 re

1 1
(Cff’m={.zl’*m+ .-Zop—m}

=- (D%M)mn

(2.3.12a)

(2.3.12b)

(2.3.12¢)

(2.3.12d)

(2.3.12¢)

(2.3.12f)
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(CEM)n = {Frm + Pl }

= - (D¥M), .. (2.3.12g)

b P i, P

Mo 2 2
c+ -
P priv , Pm

H,=—4 L
'~ i, [ > H >

Now we move to partial coated perfect conductor as described in Eq.(2.2.28-

E™ ] (2.3.13a)

‘H" ] (2.3.13b)

2.2.30). The matrix structure can be written in a form as below:

Z%’: (0] Zng C%’ I [0]

0 zswbl1Z  Ziz  Ch ho|_| E 2.3.14)
5 zZE gy I E) "

ME DYE DYE YitM M, H;

where the lower subscript indicates the numbering of the surfaces and upper subscript
for distinguishing EFIE and MFIE, for example, Z% denotes source points and field
points are both on S; by EFIE. Special attention should be paid for the fields on S,
when a numerical scheme is applied. In our case, the boundary conditions for perfect
conducting surface got to be applied to the triangle edges on S, which have connec-

tions with perfect conductor surface as illustrated in Fig.2.5.

The matrix elements have similar expressions as previous two cases, and will not

exhibited here to avoid repetition.

The vector and the scalar potential integrals take the following forms:

Abn = [ [0S aS (2.3.15a)
@)

=F,

Vim= | [ (V@O r)ds (2.3.15b)
@1

=0t
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1 .
Phw=—2[ ok | | [ 0%Vt r)ds’ (2.3.15¢)
28577 |\
=Q0%.
and
R
DYrpr) = pe
RE=Irf -1l
kR

VO = (0 = 1)1+ kR s

The above integrals are in a convenient form for numerical evaluation. However,

each face has three edges associated with it. Identical integrals would be recomputed
nine times if the elements were computed sequentially by edges. To avoid the costly
and inefficient recomputation of integrals, we instead compute the various matrix ele-
ments by considering faces. This cuts down by approximately ninefold computer the
time required to generate matrix elements. Morever, we note that elements of Z and Y
only differ from each other by the appropriate coefficients which can be conveniently
incorporated while filling matrix elements. Similarly for the elements of C and D,
they are similar except by a multiplying constant such that elements of D can be

directly obtained from the elements of C and vice versa.

We note also that the expressions of the submatrix elements contain terms
belonging to different regions. These expressions of integrals are identical except for
the characteristic parameters which appear in the propagation constants and in the mul-
tiplication constants. For numerical efficience, we use the same routine to generate the
integrals in the different regions simultaneously which principally, make up various

matrix elements.

In accordance with the above discussion, we now consider the evaluation of the

various integrals. As illustrated in Fig.2.11, assume that an observation point in face p
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Fig. 2.11 Local coordinates and edges for source triangle T4 with
observation point in triangle TP.
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and a source point residing in face q. Let’s use a " local indexing scheme " for con-
venience. We number the edges of face q by 1, 2, 3 with edge length /;,,, and 4, and
opposite vertices at ry,ry,rs, respectively. Face q will be denoted simply as triangle 77
with area A7, and face p as 77 with area A?. There are three integrals which essen-

tially make up various matrix elements:

[f-Atas=[1f [fw) T i (2.3.16a)
™ I\ RP
I3 I kR
TL “’dS=i[(;’;) 1[(;) s (2.3.16b)
Pin = E:ﬁ- [fo%: [j | f,(r')xV’Q‘(r”,r')dS’} (2.3.16¢)
m TP ™

and
RP =Ir” -1l
These three integrals are most conveniently evaluated by transforming to a local
system of area coordinates [14]. As shown in Fig. 2.12, the vector p; divide 77 into
three regions of areas A;, A,, andA; which are constrained to satisfy A;+A+A; = A7 .

The normalized area coordinates are defined as

A A, A
S=n=gt=" 2.3.17)
and
E+n+{=1 (2.3.18)

(&, n, ) vary between zero and unit in 7Y, and the triangle corners ry, r, and r,
corresponding to the area coordinate (§,n,() takes the values ( 1,0,0), (0, 1,0), and
(0,0, 1), respectively. The transformation from Cartesian to area coordinates may

be written in vector form as

r= §r1 +nNr; + Cl‘3 (2.3.19)
and surface integrals over 77 can be transformed as follows:
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Fig. 2.12 Definitions of areas used in defining area coordinates
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11
[s(r)as = 24%[ [ ey + ey + (1 = & ~ ry)ddn, (2.3.20)
Al
Numerical evaluation of the integrals in Eq.(2.3.16) may be accomplished by
using numerical quadrature techniques specially developed for triangular domains [15]
together with the procedures discussed in reference [10]. Appendix B carries out these

three integrals (2.3.16) numerically in details.

2.4 Numerical Results

In this section, numerical results are presented for the equivalent electric and
magnetic current distributions on some selected scatterers under plane wave illumina-
tion. The geometries considered are heterogeneous concentric spheres and a perfect
conducting sphere with coating. To demonstrate applicability of the above formulation
and to validate computer algorithms, numerical results for the concentric spheres are

presented and compared with the exact solution of Mie series.
As the first example, an electrically-small two-layered sphere is investigated. The

electric size of the inner sphere is kya; = 0.0595 where & = %E is free space propaga-

tion constant and a, is the radius of the inner sphere; For the outer surface, kya, = 0.13
where a, is the radius of the outer sphere. The inner sphere has the relative dielectric
constant of €,; = 16 , lossy tangent tan(3) = 0.39 and relative permeability u, = 4. In the
region between S, and S,, the relative dielectric constant is €, =9. The inner and
outer surfaces are modeled by 92 triangular patches respectively. There are in total
192 triangles consisting of 288 edges which result in a matrix size of 576 by 576. A
plane wave is axially incident along the positive z direction. In Fig.2.13 to Fig. 2.20,
equivalent electric and magnetic currents are shown along two circumferential priciple

arcs that means that the 8 component of K and the ¢ component of M are plotted
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along the arc in ¢ = 0 plane, and the ¢ component of K and the 8 component of M are

plotted along the arc in ¢ = % plane. In Fig. 2.13 to 2.16, (K}, K}, M), M}) are the

four components of equivalent currents on the outer surface S;. In Fig. 2.17 to 2.20,
(K3, K3, M3, M}) are the four components of equivalent currents on the inner surface
S;. The numerical solutions of all these eight components have very good agreement

with the Mie series solutions.

Consider next a perfectly conducting sphere coated with a layer of dielectric,
magnetic, and lossy material as the second example. The electric size of a perfectly
conducting sphere is kya = 0.4 and the thickness of the layer is 0.1z . First, we con-
sider a perfectly conducting sphere coated with a layer of air. Figs. 2.20 to 2.24 show
the four equivalent current distributions (K}, K}, M§, M{) on the outer surface S, and
two current distributions (K§, K§) on the perfectly conducting sphere are shown in Fig.
2.25 &2.26. This special case is used to check the coupled surface integral equations
and the results are the same as that from electric field integral equation for a perfectly
conducting sphere. All the results also agree very well with exact solutions. Next, a
perfectly conducting sphere coated with a dielectric layer €, = 4 is considered. Again,
all the six components on the outsuface and on the perfectly conducting sphere are
plotted in Fig.2.27 to 2.32, and the results agree very well with exact solution. In the
last case, the numerical results for a perfectly conducting sphere coated with a layer of
magnetic material p, =4 are shown in Fig.2.33 to 2.38. Again all the six components

have good correspondence to the exact solutions.
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Equivalent Magnetic Surface Currents

A A numerical sol.
0.8 — .
exact solution
0.6 —
[Jme |/ Eg]|
0.4 -
A A a A A ~
02
0 | | I
0 1 2 3

0 (radian)

Figure 2.13  6-component of equivalent magnetic current on the outer surface S, of a
concentric sphere with:

( koa = 0.0595; &,, = 16.0; u,, = 4.0; tan(y) = 0.39 )

(koay =0.13; &, =9.0; i,y = 1.0; tan($,) = 0.0 )



Equivalent Magnetic Surface Currents

A A numerical sol.
0.8 exact solution
0.6 —
|J, mo |/|E 0 l
0.4 —
0.2 -
0 T T T
0 1 2 3

0 (radian)

Figure 2.14  ¢-component of equivalent magnetic current on the outer surface S, of a
concentric sphere with:

( koay = 0.0595; €, = 16.0; 1,2 = 4.0; tan(5y) = 0.39 )
( koay = 0.13; &,, = 9.0; ,, = 1.0; tan(3;) = 0.0 )
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Equivalent Electrical Surface Currents

a a A a a a
0.8 -
0.6 —
|Jgl/1Hg]|
0.4 -
0.2 — A A numerical sol.
exact solution
0 T I !
0 1 2 3
0 (radian)

Figure 2.15 6-component of equivalent electric current on the outer surface S, of a
concentric sphere with:

( koaz = 0.0595; €,, = 16.0; u,, = 4.0; tan(5y) = 0.39 )
(koa; =0.13; &, =9.0; i1,y = 1.0; tan(d,) = 0.0 )
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Equivalent Electrical Surface Currents

A
0.8 4
0.6 -
[Jol/1Hg|
04 -
0.2 — A A numerical sol.
exact solution
0 | I I
0 1 2

0 (radian)

Figure 2.16 ¢-component of equivalent electric current on the outer surface S, of a
concentric sphere with: :

( koaz = 0.0595; &,, = 16.0; },, = 4.0; tan(3y) = 0.39 )
(koay =0.13; &, = 9.0; p,; = 1.0; tan(3;) = 0.0 )




49

Equivalent Magnetic Surface Currents

A A numerical sol.
0.8 — exact solution
0.6 -
IJ mo |/ IE 0 I

0.4 —
02 . . . s *

0 | | 1

0 1 2 3
0 (radian)

Figure 2.17 6-component of equivalent magnetic current on the inner surface S, of a
concentric sphere with: '

( koaz = 0.0595; €2 = 16.0; i, = 4.0; tan(5,) = 0.39 )
( koal =0.13; €,= 9.0; Wy = 1.0; tan(sl) =00 )
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Equivalent Magnetic Surface Currents

A A numerical sol.
0.8 — exact solution
0.6 -
¥/ mé [/1Eg|

0.4 -
0.2

0 | | I

0 1 2 3

0 (radian)

Figure 2.18  ¢-component of equivalent magnetic current on the inner surface S, of a
concentric sphere with:

( koaz = 0.0595; €, = 16.0; p,, = 4.0; tan(y) = 039 )
(koay =0.13; & =9.0; i, = 1.0; tan(3;) = 0.0 )



51

Equivalent Electrical Surface Currents

0.8
0.6 -
A
[Jel/ |Hg | A A a S
0.4 -
0.2 A A numerical sol.
exact solution
0 T T T
0 1 2 3

0 (radian)

Figure 2.19 6-component of equivalent electric current on the inner surface S, of a
concentric sphere with:

( koaz = 0.0595; &, = 16.0; 1,5 = 4.0; tan(5,) = 0.39 )
( koay = 0.13; & = 9.0; jt,; = 1.0; tan(3,) = 0.0 )
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Equivalent Electrical Surface Currents

A A numerical sol.
0.8 — exact solution
0.6 —
A
|Jol|/1Hg]| A

0.4 A
0.2 —

0 | | |

0 1 2 3

0 (radian)

Figure 2.20 ¢-component of equivalent electric current on the inner surface S, of a
concentric sphere with:

( koay = 0.0595; &,, = 16.0; t,2 = 4.0; tan(5) = 0.39 )
( koay = 0.13; &,, = 9.0; w,, = 1.0; tan(5,) = 0.0 )
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| Equivalent Magnetic Surface Currents

0.8 —
0.6 —
A
IM1g|/|E™| .
0.4 -
A
02— — exact solution
AA numerical sol.
0 I T I
0 1 2 3

0 (radian)

Figure 2.21 6-component of equivalent magnetic current on the outer surface S, of a
perfectly conducting sphere coated with a lossy layer.

( koaz = 0.4%; koa, = 0.5%; &, = 1.0; p, = 1.0; tan(5) = 0.0 )
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~ Equivalent Magnetic Surface Currents

0.8 -
0.6 —
A
IM1g|/1E™|
0.4 —
02 — exact solution
A A
AA numerical sol.
0 | T |
0 1 2 3
0 (radian)

Figure 2.22 ¢-component of equivalent magnetic current on the outer surface S, of a
perfectly conducting sphere coated with a lossy layer.

( koay = 04m; koa, = 0.5%; &, = 1.0; u, = 1.0; tan(3) = 0.0 )
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- Equivalent Electrical Surface Currents

2
A
1.5
Ko |/|H™ | .
1
A
0.5 .
— exact solution
AA numerical sol.
0 T ' :
0 1 2 3

0 (radian)

Figure 223 6-component of equivalent electric current on the outer surface S; of a
perfectly conducting sphere coated with a lossy layer.

( kogay = 04x; koa, = 0.5%; &, = 1.0; b, = 1.0; tan(d) = 0.0 )
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Equivalent Electrical Surface Currents

2]
A
1.5 A
| K191/ | H™ | N
1—
0.5 —
— exact solution
AA numerical sol.
0 [ [ T
0 1 2 3
0 (radian )
= Figure 2.24 ¢-component of equivalent electric current on the outer surface S, of a

perfectly conducting sphere coated with a lossy layer.
( koay = 04rx; koa, = 0.5x; &, = 1.0; u, = 1.0; tan(3) = 0.0 )
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Equivalent Electrical Surface Currents

A A
2]
1.5 —
A
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K29 |/ |H™ |
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0.5 4 _
— exact solution
AA numerical sol.
0 l : |
0 1 2 3

0 (radian)

Figure 2.25 6-component of electric current on the inner surface S, of a perfectly
conducting sphere coated with a lossy layer.

( koaq = 0.4x; koa, = 0.5x; €, = 1.0; p, = 1.0; tan(S) = 0.0 )
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Equivalent Electrical Surface Currents

| K|/ |H™ |

0.5 ) .
T — exact solution

AA numerical sol.

| 1
0 1 2 3

0 (radian)

Figure 2.26 ¢-component of electric current on the inner surface S, of a perfectly
conducting sphere coated with a lossy layer.

( koap = 0.4rx; koay = 0.5%; &, = 1.0; t, = 1.0; tan(5) = 0.0 )
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Equivalent Magnetic Surface Currents

0.8
0.6 —
|Mgl/|EP |
04 —
02 — exact solution
AA numerical sol.
0 T T I

0 1 2 3
' O (radian )

Figure 2.27 6-component of equivalent magnetic current on the outer surface S, of a
perfectly conducting sphere coated with a lossy layer.

( kgaz = 0.4x; kpa, = 0.5%; €, = 4.0; p, = 1.0; tan(d) = 0.0 )



Equivalent Magnetic Surface Currents

0.8 -
0.6 —
IMyg|/1E™|
¢
0.4
02— — exact solution
AA numerical sol.
0 = I T
0 1 2 3

0 (radian)

Figure 2.28 __¢-component of equivalent magnetic current on the outer surface S, of a
perfectly conducting sphere coated with a lossy layer.

( koay = 0.4x; koay = 0.57; &, = 4.0; p, = 1.0; tan(8) = 0.0 )
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Equivalent Electrical Surface Currents

|K 191/ H™ |

0.5 — .
— exact solution
AA numerical sol.
0 | | T
0 1 2 3

0 (radian )

Figure 229 6-component of equivalent electric current on the outer surface S, of a
perfectly conducting sphere coated with a lossy layer.

( koaa = 0.4x; koa, = 0.5x; €, = 4.0; u, = 1.0; tan(3) = 0.0 )
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Equivalent Electrical Surface Currents

|K1g |/ |H™ |

0.5 — .
— exact solution
AA numerical sol.
0 : ' :
0 1 2 3

O (radian)

Figure 2.30 ¢-component of equivalent electric current on the outer surface S, of a
perfectly conducting sphere coated with a lossy layer.

(koaz = 04m; koa, = 05x; e, =4.0; u, = 1.0; tan(é) = 0.0 )
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Equivalent Electrical Surface Currents

A
A
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A
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0 (radian)

Figure 2.31 6-component of electric current on the inner surface S, of a perfectly
conducting sphere coated with a lossy layer.

( koay = 0.4x; koay = 0.57; €, = 4.0; p, = 1.0; tan(d) = 0.0 )



. Equivalent Electrical Surface Currents

|K20|/|Hinc|

— exact solution

AA numerical sol.

Y T T T
0 1 2 3

0 (radian )

Figure 2.32  ¢-component of electric current on the inner surface S, of a perfectly
conducting sphere coated with a lossy layer.

( koay = 0.4m; koa, = 0.5w; €, = 4.0; p, = 1.0; tan(®) = 0.0 )
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Equivalent Magnetic Surface Currents
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Figure 2.33  6-component of equivalent magnetic current on the outer surface S, of a
perfectly conducting sphere coated with a lossy layer.

( koaz = 0.4x; koay = 0.57; €, = 1.0; b, = 4.0; tan(5) = 0.0 )
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Equivalent Magnetic Surface Currents

1.5

|M 14|/ | Etc |

N — exact solution

AA numerical sol.

I I I
0 1 2 3

0 ( radian )

Figure 2.34  ¢-component of equivalent magnetic current on the outer surface S, of a
perfectly conducting sphere coated with a lossy layer. '

( koaz = 0.4%; koay = 0.5%; &, = 1.0; p, =4.0; tan(d) = 0.0 )
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Equivalent Electrical Surface Currents

3
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|Kgl/|H™e |
14
R — exact solution
A
AA numerical sol.
0 I T I
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0 (radian )

Figure 2.35 ©-component of equivalent electric current on the outer surface S, of a
perfectly conducting sphere coated with a lossy layer.

( koaz = 0.4m; koa; = 0.5%; €, = 1.0; y, = 4.0; tan(5) = 0.0 )
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Equivalent Electrical Surface Currents
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exact solution
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© (radian )

Figure 2.36  ¢-component of equivalent electric current on the outer surface S, of a
perfectly conducting sphere coated with a lossy layer.

( koaz = 0.4m; koay = 0.5%; €, = 1.0; w, = 4.0; tan() = 0.0 )
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Equivalent Electrical Surface Currents

|K g |/|He |

A

— exact solution

AA numerical sol.

| I I
0 1 2 3

0 (radian )
Figure 2.37 6-component of electric current on the inner surface S, of a perfectly

conducting sphere coated with a lossy layer.
( koay = 0.4xm; koay = 0.5%; &, = 1.0; p, = 4.0; tan(d) = 0.0 )
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Equivalent Electrical Surface Currents

3
2 —
|K 29/ | H™ |

14
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Figure 2.38 ¢-component of electric current on the inner surface S, of a perfectly
conducting sphere coated with a lossy layer.

( koa, = 0.4m; koay = 0.5%; €, = 1.0; u, = 4.0; tan(d) = 0.0 )
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2.5 Comparison with Other Methods

One of the existing methods to quantify the electromagnetic scattering by an arbi-
trarily shaped heterogeneous lossy body is to use the tetrahedral modeling method
based on volume integral equations[13]. However, this method is not numerically
efficient when the scatterer has a simple structure. The main advantage of the pro-
posed method in this chapter is that instead of discretizing the whole domain as in the
volume integral method, only the interfaces need to be discretized, thus, leading to
much less unknowns. For example, let’s take a concentric sphere with parameters of
€, = 16,kpa; = 0.0595,65 = 9,kga, = 0.13 , the same as the first example in section 2.4.,
and compare the numerical results between these two method. For the tetrahedral
modeling method, the sphere was modeled by 512 tetrahedral cells leading to 1088
unknowns which led to the results in reference [13]. While for the present triangular
element method, only 576 unknowns associated with 192 triangular cells are used to
obtain the results which agree very well with the exact solution. Furthermore, the
accuracy of the latter method is superior to that of the former method. On the other
hand, these two method provide the same modeling flexibility because the advantages
of triangular elements for surface modeling are analogous to that of tetrahedral ele-
ments for volume modeling [8-9]. However, it is obvious that surface modeling is

much simpler.

The proposed method may be used in many situations where the evaluation of the

scattering by a composite object or the analysis of a coated structure is involved.

2.6 Some Comments

In section 2.2, a set of coupled surface integral equations for a heterogeneous

body either with or without a perfect conductor inside has been developed. However,
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the coupled surface integral equations are not suited for a heterogeneous body coated
with a very thin layer on it. It can be seen that as the thickness of the layer
approaches to zero, the equivalent electric and magnetic currents on the two interfaces
of the layer become the same which leads to the resulted matrix become singular. The
failure for this extreme case is due to the formulation of the integral equations. An

alternative approach for this extreme case will be proposed and discussed in chapter 4.

Another thing we observed from the numerical results is that the convergence rate
become pretty slow as the electric size of a body is increased. This is mainly resulted
from the characteristics of moment method which needs to solve a matrix equation.
For example, considering a perfectly conducting sphere coated with a layer of lossy
material, we have six unknowns currents in the resulted coupled surface integral equa-
tions. Supposing each unknown current is expanded into vector basis functions and
represented by N unknown coefficients, then we have 6N total unknowns which leads
to 6N by 6N complex matrix. To get a good resolution of an electrically large body,

the requirement of the storage easily exceeds the memory size of computer system.

For a more complex body, for example, a multilayer sphere or a heterogeneous
body with more than one different nfedia, a similar derivation of a set of coupled sur-
face integral equation can be deduced. However, more equations or more terms in the
set of integral equations may be resulted and the computer codes for solving the prob-
lem has to be changed. This prevents a systematic way to handle an arbitrary hetero-

geneous body.

2.7 Conclusion

To analyze electromagnetic scattering by arbitrarily shaped three dimensional
heterogeneous objects, a set of coupled surface integral equations has been developed

based on the equivalent principle. Using the method of moments, th coupled surface
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integral equations are solved by an efficient and simple numerical algorithms. Concen-
tric spheres are used as a test case to validate the theory and computer algorithms.
Numerical results indicate that the proposed method is more efficient than the existing
tetrahedral modeling method based on volume integral equations for simple composite

structures.



CHAPTER III

FUNDAMENTALS OF FINITE DIFFERENCE TIME DOMAIN
METHOD IN SOLUTIONS OF ELECTROMAGNETIC
SCATTERING AND ANTENNA PROBLEMS

3.1 Introduction

The demand for solving electromagnetic problems involving electrically large
bodies and complex structures is increasing in engineering designs. The problems may
involve large composite bodies, cavities, anisotropic media and the bodies may have
dimensions of a few wavelengths. To solve these large complex problems, the finite
difference time domain method provides a good candidate over traditional moment
method. The main idea of the finite difference time domain method(FD-TD) is quite
straight forward. It is a direct solution of Maxwell’s time-dependent curl equations.

The main steps in this method will be discussed here.

The Yee’s model [22] has been used almost universally. It applies simple,
second-order central-difference approximations for both spatial and temporal deriva-
tives of the electric and magnetic fields directly to the differential operators of the
Maxwell’s curl equations. Electric and magnetic field components are interleaved in
space to permit a natural expression of Farady and Ampere’s laws. Space and time
discretizations are selected to bound errors and insure numerical stability of the algo-
rithm. In addition, the system of equations developed by Yee[22] to update the field
components is fully explicit such that the required computer storage and running time
is proportional to the electrical size of the volume modeled. This sets a remarkable

difference from traditional moment method which needs inversion of matrix.

74



75

When the fields must be computed is unbounded, as the case of scattering prob-
lems, the infinite space must be truncated into a finite region since it is impossible to
store an unlimited amount of data into computers. A special technique, the radiation
boundary condition, is proposed on the outer truncated boundary surfaces to simulate
the outside extension. For example, the second order radiation boundary condition
introduced by Mur{28] allows all outgoing scattered wave analogs ideally propagate
through the lattice truncation planes with negligible reflection to exit the sample

region.

Overall, the FD-TD method is a marching-in-time procedure which simulates the
continuous actual waves by sampled-data numerical analogs propagating in a data
space stored in a computer. Electromagnetic phenomena such as induction of surface
currents, scattering and multiple scattering, penetration through apertures, and cavity
excitation are modeled time-step by time-step by the action of the curl equations ana-
log.

Recently, the FD-TD method has received more and more attentions because it
has advantages over the moment method in solving problems involving electrically
large bodies and complex structures. Most attentions can be addressed in two aspects:
a) Improvement of the technique theoretically by investigating better radiation boun-
dary condition. The most recent work proposed by Feng [27] is a new method to
improve the radiation boundary condition by introducing a correcting factor. It seems
that this method works more efficiently than others by raising the order of radiation
boundary condition. However, it has been demonstrated only for two dimensional
cases. b) Completing the algorithm for wider applications. By employing the integral
interpretation of Yee’s model, a new method [29,30] was developed for a simple but
efficient modeling of thin-slot coupling, thin-wire coupling, and smoothly curved sur-

faces , thus, overcomes the main drawbacks of the FD-TD method.
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The FD-TD method has been widely applied in electromagnetics area. It has
been used to solve problems which include two and three dimensional electromagnetic
wave scattering, electromagnetic wave penetration and coupling for both two and three
dimensions, very complex three-dimensional structures like human bodies and anisotro-
pic objects, inverse scattering reconstructions in one and two dimensional cases, and
microstrip and microwave circuit models. However, little effort has been made in the
application of the FD-TD method to metallic objects with thin material coating and to

transmitting and receiving characteristics of antenna problems.

When solving the electromagnetic scattering problems of metallic objects with
material coating by using moment method or the finite element method, these methods
become very inefficient when the objects become electrically large or sharp curvature
geometries are involved. For some antenna problems, such as cavity-backed antenna
in a infinite ground plane, integral equation or modes matching techniques also become

unpractical.

Main effort of this chapter is devoted towards providing a basis of expanding the
FD-TD method to two important electromagnetic topics by using most advanced algo-
rithms: two dimensional partial coating of metallic objects, and transmitting and

receiving antennas.

In section 3.2, we start from Maxwell’s curl equations to develop two dimen-
sional basic FD-TD algorithm details. It includes Maxwell’s equations, the Yee’s
algorithm. In section 3.3, radiation boundary conditions for two and three dimensional
cases are studied intensively. Different approaches of deriving a radiation boundary
condition are discussed and both first and second order radiation boundary conditions
of two and three dimensional cases are derived. The radition boundary condition for
corner points is also devéloped. In section 3.4, a systematic way of analyzing the sta-

bility is developed and this method is illustrated through a few examples of different
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schemes. In section 3.5, dividing the truncatéd region into scattered field region and
total field region is discussed. In section 3.6, the basic idear of implementing the
integral intepretation of Maxwell’s curl equations to conform the integration paths is
introduced and the application of the idear will be expained in the chapter 4 and

chapter 5 when a thin impedance sheet is taken into account.

As we mentioned above, the theories discussed in this chapter will provide a basis
for the future applications. As a part of chapter 4, basic FD-TD algorithms will be
modified to handle the two dimensional metallic objects coated with thin magnetic
material. In chapter 5, the FD-TD method is employed and a few modifications are
made to study the effects of an impedance sheet on the receiving and scattering

characteristics of a cavity backed antenna.
3.2 BASIC FD-TD ALGORITHMS

3.2.1 Maxwell’s Curl Equations

The FD-TD method is a direct implementation of the time-dependent Maxwell

equations:

WD _vp-3 B _ _yxE-
> =VxH -] - VXE - J,, (3.2.1)

Consider a source-free region with constituent electrical parameters which are

independent of time, Maxwell’s curl equations can be rewritten into a form:

dE _ 1 _c

T sVXH . E (3.2.2a)
OH _ _1gr_ 0y (3.2.2b)
ot 1! 1!

Assuming €, o, p” and p are isotropic, where € is the electrical permittivity; o is
the electrical conductivity; p’ is an equivalent magnetic resistivity and p is the mag-

netic permeability; E is the electric field and H is the magnetic field .
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If writing the above equations into scalar forms in the rectangular coordinate

systems(X, y, z), we have a set of scalar equations for three dimensional cases:

0H, | OE, OE,

_—m (X
T = B A (3.2.3a)
dH, | OE, OE
) - (A X _
= G Y (3.2.3b)

OH, 1 OE, OE

— = I( 5 _.é?’ - p’'H,) (3.2.3¢)
aa”:x -1 a;y" 'Ea?' oE,) (3.2.3d)
% 1% e o (3.2.30)
% = %(_a;x’. a;;,_ oE,) (3.2.30)

Now, consider two dimensional EM scattering problems. If we assume that nei-

ther the incident wave excitation nor the modeled geometry has any variation in the z

direction, all the derivatives with respect to z are equal to zero ( -g—z =0 ) such that

Maxwell equations are simplified. Due to the linearity of Maxwell equations, any
polarization of incident wave excitation can be decomposed into a linear composition
of a transverse magnetic (TM) mode and a transverse electric (TE) mode. Maxwell
equations finally are simplified to two sets of scalar equations according to TM mode
and TE mode to describe two-dimensional wave interaction with objects. The relevant

equations for these two modes are as follows:

TM mode with H,=0, E,=0,and E,=0:

oH, 1,0E,
a[ —-—E(a—y +pHx) (32.43)
oH, 1 oE, ,
=t = -;I(—ax - p’H) (3.2.4b)
OE, 1 oH, oH,
=GR o) (3.2.4¢)

TE mode with E, =0, H, =0, and H,=0:
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oE, 1 oH, . 3.2.52)
at—s(ay—o,:) (3.2.5a
oE, 1 OH,
%" T oD 230
oH, | oE, OJE, |,
== u(_.ay " p’H,) (3.2.5¢)

3.2.2 Discretization of the scalar Maxwell equations by using Yee’s model

The method of solving Maxwell equations directly is equivalent to the mathemati-
cal problem of solving a set of linear partial differential equations plus boundary con-
ditions with initial values. The derivatives for both spatial variation and temporal vari-
ation will be approximated by using finite difference. The best numerical model avail-
able so far is the one proposed by Yee [22]. The reason is that from the mathematical
point of view , it achieves the second order accuracy in the space and time increments
respectively and also it is a natural geometrical interpolation of Maxwell equations.

These facts will become very clear as we go through this chapter.

In 1966, Yee introduced a set of finite-difference equations for the systems of
Eq.(3.2.3). Following Yee’s notation, we denote a space point in a rectangular lattice
as

(i, j» k) = (iAx, jAy, kAz2)
F*(i, j, k) = F(iAx, jAy, kAz, nAf)
where Ax, Ay, and Az are respectively, the lattice space increments in the x , y, and z

coordinate directions; At is the time increment; and i, j, k, and n are integers.

To approximate the derivatives, central difference formula is used here.

1, .1 .
ARG . k) ) F"(H-;, Js k) = F*(i-—=, j, k)

F e + 0(AX?) (3.2.6a)

1

. 1
ap*(g LR _F 2GjpR-F 2600 | oap (3.2.6b)
t At
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Applying above central difference equatic.ms to the scalar forms of Maxwell equa-
tion (3.2.3), one may observe that in order to achieve the second order accuracy in
spatial derivative, the components of E and H about a unit cell of the lattice are natur-
ally positioned as shown in Fig. 3.1 , and also that in order to achieve the second
order accuracy in temporal derivatives, E and H are evaluated at alternate half time
steps. Using Eq(3.2.6) to approximate the derivatives of Eq.(3.2.3), we obtain a set of

difference equations for three dimensional cases:

With the definitions of:

2Zow, (i, j, k) = p’(i, j, K)coAt

CAG, j, k) = = —
2Zow, (i, j, k) + p'(i, J, k)coAt
2Z r .o .! k)
CBU, j, k) = o] 1)
220“'!(‘1 D k) + P (l' Js k)COAt
We have:
n+21- 1 1 1 1 "‘21' 1 1
Hy 20, jro k) = CAG, o e )Hy 2 o k) (3.2.7a)
cAICB(, j+-;— ,k+-;—) 1 |
- 1 ] (E7(3i, j+1, k+3) - E3G, j, k+7)]
W3, jH=, k+5)AYZ,
2'77 2
coAICB(, j-c-%.k+%) : 1
+ S (B}, j4o, kD) = By j + =, K]
W, (i, 4=, k—=)AzZ,
2" 2
1 1
Sl D T 1. L1 1., 7,..1 . 1
H, (l+3. J k+3)-— CA(H-—Z-, J lc+?)Hy (z+3, Js k+3) (3.2.7b)
coAtCB(i+—;—, i k+%) 1 1
+ : : (EX+1, J, ko) = EXG, J, k)]
u,(i-f?, Js k+7)AxZo
1,1
B(i+—, j, k+—
coALCB(i >J 2) 1

_ 1 —2 gL g e - E;(i%. J 0]
u,(i+7. s k+—2-)AzZo
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Y S B 1.1 o S |
H, Z(i+—, j+—, k)= CA(i+—, j+—, KH, Z(i+—, j+—, k
2(1212)—(1212),(1212)
COMCB(i, 3. B ,
+ (EX(i+—, j+1, k) - Eﬁ(i’“?' J» ©)]

u,(i%. j+—;. KAyZy

coA:CB(H-%, j+-;—, k) 1 1
- (E5G+1, b ) = ESGL jr= K]

u,<i+%, j+—;, A

1 2E(i+%, J k)—Ato(i+%, e
E;'”(i+3, jo k)= 1 1 E:(i-&—z. j k)
2€(i+3. J» k)+Ato(i+?. J» k)

1 1
. 2At [H:*I(Hl, j+2l k) - H:+7(i+%.j—%. 19)

Ay(ze(i%, J k}fAtO(i+%, ji 6) 2

1 1
_ 24¢ (H, L+t ), k+—21-) —H, T(i+—;-, Ji k—-%)]

Az(2£(i+%. J k»A:o(i%, ) 2

2, j+-;—. ky-Ato(i, j+%, k)

2, j+%, k)y+AIo(, j+%, k)

S |
Ey(ly J+Ev k) -

S
E;+ (lv .l+—2-v k) -

1 1
2At My 1 1 A8 I I |
H +—, j+—, k) - H — H—, k
1 [ 2 (l 2 J 2 ) z (l 2 ) )]

Ax(2e(i, j+-%-, BAIO(i, o, k)

1
T

2At

n+
(H,
AzQe(, j+%. Ky+Ato(, .H*% ©)

1
| 1 ry o1 1
VA=, k+=) = H, * (i, j+—, k——
(112 2) (112 2)]

26 k%)—Atc(i, i k+%) |
EPVG, j, k=) = : T E k)
2¢(ij, k+7)+AtG(i. Js k+5)

1 1
Ax(2e(, j, k+-5 HAo(, j, k+5))

.1 . 1
— 'k+_
G ) 2)]

24 "y S
- 1 ‘ 1 A, I(l' ; ’ k%) - I(l' j-%, k+—;)]

(3.2.7¢)

(3.2.7d)

(3.2.7¢)

(3.2.79)
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In a similar way, two dimensional models for the TM or TE mode can be
described in the Fig. 3.2 a or Fig. 3.2 b. Following Fig.3.2 , Eq(3.2.4) and Eq(3.2.5),

finite difference equations for both TM and TE cases result in:
Define:
CAG. j) = 2uG, ) + p'(, DAL

CB(. j) = 2u@, j) — p’(i, HAt
For the TM case:

Lo 26 N-MOG, )
EG D= 5g0 +AIG, ) )

1 1

24t L 200 T S |
&G oG,y W D By Tl ]
24t S N . S |
e e AR ) (3.2.8a)
| CBG, )
H, G, )= f H, TG, jpt) - — 2B (e 1) - ENGL )] (3.2.8b)
CA(, j+-i-) CA(i, j"‘i’)Ay
1
o ] CB(i+=.)) .1
Hy 2o )= ———H) g+ — (B ) - B ) (3280)
CAGi+—. ) CAGi+—, A

For the TE case:

2s(i+l, ')—Atc(i+l, J)]

El, )= f 2 Exio. ) + (3.2.92)
Dei4—, YA+, )
1 e 1
1 241 1 Hy T+t j+2l-H, Tk, oty
Byl JHA0(i+, ) ) 272
S | T |
1 28(:.#3)—,&0(1'#3) i
Ey j) = ; T EG ) - (3.2.9b)
2¢e(i, j+-2-)+A10(i' J'+7)
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Fig. 3.2 Two Dimensional Lattice Unit Cells
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1 e L

n+
— —(H g s Hy Ly )]
Ax(2¢e(i, j+-5)+AtG(i. j+7))
1 1
1 CB(H'—, j+—) 1
ntyo. , 2 27 =7y . 1 .1
H, (H—,j+—2-)= 1 1 H, (H'?, j‘*’i) (3.29C)
CA(i+—, j+=)
2 2
2At .1 !
EX(i+—, )) — Ex(i-—,
+ 7 (Ex(i > D @i > )

1.
CA(i+—, j+=)A
(1212))’

ne o S |
- 24t (B3 j+) = EYli, j-)
CAG+=, j+=)0x

1

The increments should satisfy Ar < for two dimensional case

1
A, 13

C"“"[A;?Ay2
1
1
1,1, 1.3

Cm.m[sz Ay Azzl

for above equations. This will be discussed in details in section 3.4.

and At <

for three dimensional cases to insure the stability

3.3 Radiation Boundary Conditions

" 1

Considering the " open " problems where the domain of the computed field is
ideally unbounded, that is the whole space, it is obvious that the infinite space needs to
be truncated into a finite space to fit in the finite storage of a computer. The computa-
tion zone must be large enough to enclose the structure of interest, and an artificial
boundary condition must be posed on the outmost truncated surfaces to simulate the
outside extension of the infinite space. Based on the physical meaning, this boundary
condition should be transparent to outgoing wave from the computation zone theoreti-

cally and numerical implementation of the boundary condition should limit the
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reflections of outward propagating waves to‘ some acceptable level. This boundary
condition has been called either the radiation boundary condition or the artificial boun-
dary condition.

From a mathematical point of view, boundary conditions are necessary for solving
a set of partial differential equations. For the " open " problem, Sommerfeld radiation
boundary condition at infinity plays a role as the boundary condition. For a finite
computation zone, the radiation boundary condition at outer lattice truncation interfaces
is needed instead of Sommerfeld condition. We can see that the radiation boundary
condition must be used through the detailed finite difference schemes. From the Yee’s
model and the numerical algorithm of Maxwell curl equations as described in section
3.2.2, the radiation boundary condition can not be directly obtained. As illustrated in
Fig. 3.2, a central difference scheme requires knowledge of the field one-half space
cell to each side of an observation point. We can not use the same scheme on the out-
most lattice plane as interior point because no information for the field one-half space

cell outside the outmost lattice plane is available which is illustrated in Fig.3.3.

In 1966 when Yee first employed the FD-TD method to solve an EM problem, he
used perfect conductor condition, tangential components of E field being equal to zero,
on the outmost surface which definitely caused a lot of reflection. Perhaps that was
the reason that the FD-TD method didn’t become popular because of limited applica-
tions. Later on, a number of better methods were developed to compute the fields at
boundary nodes: Taylar et al. [31] used simple space extrapolation ; Taflove &
Brodwin [23] used averaged process in an attempt to account for all possible angles of
propagation of outgoing waves; Merewether [32] and Kunz and Lee [33] used far field
approxmation at large distances from the center of the scatteres to obtain an absorbing
boundary condition. All these methods mentioned above are equivalent to the first

order approximation of the radiation boundary condition. They have disadvantages of
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causing considerable reflections when the fields near the boundary of mesh do not pro-
pagate in a specific direction ( either the direction normal to the boundary or radial

direction from the center of the scatter ).

Only after Mur [28] in 1981 employed the Engquist and Majda’s first and second
order absorbing boundary conditions [24], which are first one and two terms of Pade
expansion of the exact absorbing boundary condition for electromagnetic field prob-
lems, it was made possible for the FD-TD method to be employed to much wider
applications of solving EM problems. So far the second order Engquist and Majda’s
absorbing boundary condition is the best among the methods mentioned above. This
section will develop the theory and numerical implementation of the radiation boun-

dary condition through different view points based on Engquist and Majda’s theory.

3.3.1. Derivation of Radiation Boundary Condition by Wave Equation

Through Eq.(3.2.3) of section 3.2 and Yee’s model as shown in Fig.3.1, radiation
boundary conditions for the Maxwell’s equations on the outmost mesh are only
required for the three components of electric fields if the outmost surface is placed as
shown in Fig.3.3. The reason is that to evaluate the magnetic fields in the computa-
tional zone, the electric fields needed in Eq.(3.2.3) are also inside computational region
which are available and that to calculate electric fields on the truncated lattice mesh,
we need the magnetic fields outside of the computational region for which we have no
information about them. For the same reason, if the outmost surface is placed half cell
away from that in Fig.3.3, the radiation boundary condition is only needed for the

magnetic field components.

a. The First method

Maxwell equations permit wave propagation in all directions, and after eliminat-
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ing H field from Maxwell’s equations, we obtain

2+ 02+ 092 - c3?0HE =0 (3.3.1)
That means each component of electric fields independently satisfies the three-
dimensional wave equation. If we denote the each component of electric fields as W,

then

@2+ 32+ 92 - cPohw =0 (3.3.2)

As stated in the previous discussion, we need radiation boundary condition at out-
most lattice. This means that a partial differential equation which permits wave propa-
gation only in certain directions, which is called a "one-way wave equation", is

needed.

Consider a function W( x, y, z, t) and the Fourier transform over the space
domain of it as w(k, k, k,, t). Taking the Fourier transform of Eq.(3.3.2), which

yields:

—( + B+ Kwlkyy kyy ki 1) = Gk, Ky ks 1) = 0 (33.3)
Solving Eq. (3.3.3) wi(k,, ky, k;, t) , we have:

Wiky, Ky kv 1) = Atk ko k) + Blky, ki k)™ (3.3.4)
where i = k2 + k& + kZ , A and B are coefficients with parameters (k,, k,, k;) . We
can see that the general spectral solution of wave equation (3.3.2) are two waves trav-
eling along opposite directions. This can be seen more clearly if we write W(x, y, z,0)
in terms of its spectra:
+oo

W(x, y, 2.t) = 3::—3 [ wiky, by, by, 0€7F7 dk, dk, dik, (3.3.5)

Denoting k= (k,, ky, k;) and P= (x,y,z) , Substituting Eq.(3.3.4) into Eq. (3.3.9),

we have

Wx, y, 2.1) = # [ (AGke kyp kIEFT 1 Bk Ky k)7 ak ke di (3.3.6)
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From Eq.(3.3.6), an arbitrary W(x, y, z, t) is a superposition of two waves pro-
pagating in opposite direction , k and —k , over the whole spectral domain. Now let’s

consider only the wave in one direction along k, Eq.(3.3.6) becomes:

W, y, 2.1) = 31—3 [ Ak kyp k) ai, ke ak, (3.3.7)
T S

Denoting A(k,, k,, k,)ejcw"jk'? by walk,, ky, k,, 1) , if represents a wave propagating

along &, let’s consider Swa and the derivative of wa along the direction 7, dwa :

ot on

8;; = jcohwa (3.3.8a)

8wa=8wa@c_+awa_a_z+awaaz
on ox on dy on az on

= —iwalk, 2 + kS 4k 2
= jwa[k,,n+k,a +k, ]

(3.3.8b)

= _wak (2% + 32 Aaz
- jwak[fan 8 T Bn]

Comparing these two equations, we observe that by multiplying proper

coefficients, one equation can be related to another:

awak ox , .dv | .0z owa _
= k[fan+ya + 7 o ]+ Oa =0 (3.3.9a)

-

If we denote cal—:- = D+, +B, , then s+ +s7=c* . Equation(3.3.7)

becomes:

x —
= [Sxﬁ o =0 (3.3.9b)
This can be interpreted physically as shown in Fig.3.4. For any wa which
satisfies above partial differential equation, waves will exit ideally the plane with its

normal 7 propagating along direction k. If k'is parallel to 7 , Eq.(3.3.9) is reduced to :

dwa + o dwa
“on “© 3 ot

This is called the first order approximation of the radiation boundary condition

=0 (3.3.10)

which describes a wave propagating along 7 . In other words, by using Eq.(3.3.10), it
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Fig. 3.4  Graphic Interpretation Of Eq. ( 3.3.9b)
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causes no reflection for waves propagating along 7 .

If , in particular but without loss of generality, taking A as —£ direction and
assuming the mesh is located in the region O<x, we give the boundary condition for

the plane x=0. Eq.(3.3.9) is changed to a form:

(L5 - Lywaleg =0 (3.3.11)
By using relation s? + s + s? = c;* and noting s5,<0 , we have an equation which

is consistent with Eq.(8) of Mur’s[28]:
(2~ (G- - 52).;-1)walx=o =0 (3.3.12)

ox T

For given values of s,, s, , the solution of above equation will determine a wa on
the outer surface which is consistent with an outgoing wave. Since the angles of
incidence of the wave approaching the surface is unknown, an approximation of Eq
(3.3.12) must be made. By approximating (cy* — 52 — s?) with Taylor expansion, it will

result in different order approximation of the radiation boundary condition.

By taking first term of Taylor expansion:

1
(1 = (cosy)* = (cos)H)? =1 + 0(cosy)? + (co5,)?) (3.3.13)

We obtain as a first order approximation:

9 _ 9 _
(ax Co at)wal,po--o (3.3.19)

It is also a special case of Eq.(3.3.11) when ®»is —%.

If we keep the first two terms of Taylor expansion, then:

[Ny B

(1 = (cosy® = (cos)?)? = 1 = 0.5[(cos,)* + (cos)*] + 0(((cosy)? + (cos)HP) (3.3.15)
After substituting Eq(3.3.15) into Eq.(3.3.12), the second order approximation is

yielded:



93.

(c5'0% — 5202 + %(ag + )W o =0 (3.3.16)
The second order approximation of radiation boundary condition for waves
towards other planes (x=0, h,y=0, h, z=0, h ) can be derived through a similar pro-

cess. They are summarized as follows:

(502 = %0} + 5 @} + Wl = 0 (3.3.17a)
(5132 + c529% — %(ag + W, =0 (3.3.17b)
('3} - 5707 + 2@ + D)W = 0 (3.3.17¢)
(503, + c370% = 5 @2 + IWlymy = 0 (3.3.17d)
(c5'32 — c5%? + %(az + W, =0 (3.3.17¢)
(5102 + 70} = @2+ Wy = 0 (33.179

For a two dimensional problem, we can simplify the Eq.(3.3.17) by taking
oW =0 or it can be further simplified in such a way : For TM mode , we only have
E,H,H, and Eq.(3.2.4a) becomes :

HodeH, = —,E, (3.3.18)

substituting ( 3.3.18 ) into (3.3.16) with W = E, and noting % = 0, after integrat-

ing with respect to t with E, =0 for t <0 we obtain:

O:E, - c5' 0., — (cohe/2)d,H,),0 = O (3.3.19)

For the TE mode, we only have H,, E,, E, . In this case, we can go through a
similar derivation as the TM case or directly use the equation for the TM mode by
changing E, to H, and E, to —H, based on the complementary properties of Maxwell

curl equations. We then obtain:

- (OeH, = 3"OH, + (col/2)9,E )0 = 0 (3.3.20)
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b. The Second Method

Another approach to derive the radiation boundary condition is to use operator

factoring . Rewritting wave Eq.(3.3.2) as:

@2+ 32+ 32 - gHW =0 (3.3.21)

Define partial differential operator L as follows:

L=D2+D?+D?- %D,Z (3.3.22)
0
Where
92 9° 02 02
D}= =, p?= 2=, D}= ==, D? = 3.3.23
a7 oy a2t AP G-323)
Now Eq (3.3.21) can be written as:
LW =0 (3.3.24)
Observe that L can be factored into L* and L™:
1 1
L=L'L" = ((D} + D} + D) 2+ClD,)((D,% + D%+ DY) 2—CLD,) (3.3.29)
0 0
where L* and L™ are :
1
L* = (D} + D? + DY) 2+Cloo,) (3.3.26a)
1
- = (D2 + D2 + DY) Z—CioD,) (3.3.26b)

Applying L™ to the wave function W will result in an analytical radiation boun-
dary condition which will absorb a plane wave propagating towards the boundary , for
example, towards x=0 plane from the right at any angles. On the other hand, operator
L* will perform on the same function as L™ does except for the wave propagating

towards opposite direction, for example, towards x=0 plane from the left .

If, as shown in Fig.3.4, we consider the waves out of x=0 plane from the right

half space where the meshes are located, the approximations are made by expanding L~



95

into Taylor series:

D,> D, = D, 2 D, 2
D1 + (== )2 =D,(1 +0.5(=2> S(— 3.
E( +(Dx)+(Dx)) X +05(Dx)+05(Dx)) (3.3.27)
For —X«1 and —=«1 , Substituting it back into L™ = 0:
D, D,
D+ (2 + D’)Z% L paw = 01 + 0522y + 052y
(DL (Dx) (Dx) T AW = [DY -(Dx) -(Dx))
-Llpw=o0 (3.3.28)
o
Multiplying both sides of the equation by D, , we then have:
(D2 + 0.5D% + 0.5DH)~—-D,DY)W = 0 (3.3.29)
Co
Replacing D? by using wave equation (3.3.21), it leads to:
((32D? = 0.5D% - O.SDf)—TlD,D‘))W =0 (3.3.30)
0

After rearranging above equation, we have the same second order equation as
Eq.(12) of Mur’s [28] :

(Cla?,, — G202 + 0.5@2 + YW, =0 (3.3.31)
0

3.3.2 Finite-difference Approximation of Radiation Boundary Conditions

In this subsection, we will do the numerical implementation for both second and

first approximations of the radiation boundary condition and we will discuss this for

two and three dimensional cases separately.

a. Three Dimensional case

First, the numerical scheme of the second order approximation introduced by Mur
will be illustrated here. - According to Mur’s formula, this scheme can be explained

graphically as shown in Fig.3.5 for the three-dimensional grid case at the x=0 grid
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Fig. 3.5 Points Used in the Mur’s Second Order Approximation
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boundary. Referring to Fig. 3.5, W"(i, j, k) represents the component of E or H field
which is located at the x=0 grid plane and is tangential to it. For example, W"(0, j, k)
can be determined by the previous values of points surrounding it as illustrated in Fig

3.5. In the following, the Mur’s scheme will be derived step by step:

Rewritting Eq.(3.3.16):

(502 - c?0f + 23} + )W = 0 (3.3.32)
In the above equation, d%W, d2W, 92W and W must be approximated. Mur

employed a finite difference scheme to write Eq.(3.3.32) as:

DIDIWY | = S DLDLWS 5+ Wi + £ DIDXWE, + Wi
2
1 2z pom—

+ 5 DIDIWG5+ Wi =0 (3.3.33)
where the subscript of D indicates different scheme to approximate derivatives, o
means central difference, + means forward difference, and - means backward
difference. The superscript of D indicates which variable the differential operator is
operating on. For example, D) means using central difference formula to approximate

the temporal derivative. We will look at the terms of the Eq.(3.3.33) one by one.

The first term 92W is approximated by using central difference for temporal

derivative at =nAr and by central difference for spatial derivative of x at x = % .
Wll+l . Wll—l .
1 P L -2l
W;',(-z-, Jr k) = Ty (3.3.34a)
(L= W0 Ry WL R =W, 4 K
= Ax Ax
2At

Second term 92W can be approximated by averaging 92W at x=1 and x=0 and then

using formula for second derivative to t :

2 2
WZ(i’jv k)= )

(1, j, B)]

(3.3.34b)
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w0, j, k) — 2W™0, j, k) + W10, j, k)
AP

. W™, j, k) = 2W"Q1, j, k) + w*'(1, J, L |,
AP

Similarly for the third term o2 W , first take the average of oZW at x=0 and x=1

and then approximate 92W at x=0 and x=1:

*w" azw"

0,j, k
[— (1)+avz

. o)
Wiyt b= —2

3 (3.3.34¢)

WO, j+1. k) = 2W™0, j, k) + WO j=1. k) |
AY

WhL 1K) = 2W(L j B+ WL 1K) |

Ay

The same procedure for %W .

o*wn azw'-
32 O, j, b +

[(— (1, j, O]

W"(% joky = (3.3.34d)

2
WO, ji k+1) = 2WO, j, b + WO, ji k=1)
A22
WL, j, kD) = 2W7(L, j, ) + WL i k=) |
AZ

Substituting Eq.(3.3.34 ) into Eq.(3.3.32) and solve for W™!(0, j, k) , we obtain the

following time stepping difference scheme at the x=0 grid plane:

coAt-Ax
coAt+AX

(W"Q, j, k) + W*(O, j, k)]

w0, j, k) = -W™I(1, j, k) + W™, j, k) + w0, j, k) (3.3.35a)

+ 2Ax
CoAt+Ax

(coAtyPAx
+ —
2Ay%(coAt+Ax)

+ W'(1, j+1, k) = 2W"(1, j, k) + W"(1, j~1, k)]

(WO, j+1, k) = 2W™(0, j, k) + W™(0, j-1, k)
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(coAt)*Ax

— WY, j, k+1) = 2W™O0, j, k) + WO, j, k-1
2Azz(c0At+Ax)[ (0, j, k+1) ©, j, b (O, j ) +

W1, j, k+1) = 2W"(1, j, k) + W"(1, j, k-1)]

For a cubic cell, Ax = Ay = Az =38 . The above formula can be reduced to that is
given in Mur’s paper.

The second order finite difference equations for waves propagating along the
other planes can be derived in a similar way by using the same numerical scheme as

described in Eq.(3.3.33) and Eq.(3.3.17). Those equations are summarized as follows:

For the wave traveling in the direction of increasing x towards the x=1 plane (

only for E,, E, ) :

CoAt—Ax

wr, j, k) = -w* N0, j, k) +
(1, j, k) ©, Jj, b vy

(W™, j, k) + w1, j, k] + (3.3.35b)

2Ax
CoAt+Ax

(coAn?Ax
+ —
2Ay%(coAt+Ax)

(W*(L, j, k) + WO, j, k)]
(W™, f+1, k) = 2WXQ, j, k) + W™(0, j-1, k)

+ W'(1, j+1, k) - 2W"(1, j, k) + W'(1, j-1, k)]

(coAD?*Ax

m[w"(o. J» k1) = 2WHO, j, k) + WO, j, k=1) +

W1, j, k+1) = 2W"(1, j, k) + W(1, j, k-1)]

For the wave traveling in the direction of decreasing y towards the y=0 plane (

for E, E, ):
W™, 0, k) = W™, 1, k) + M[W’“‘(i. 1, k) + WG, 0, k)] + (3.3.35¢)
CoAt+Ay
24y . .
coArthy WG, 1, k) + W'(i, 0, k)
(coAAr)*Ay

—————[W"(i+1, 0, k) — 2W"(i, 0, k) + W"(i-1, 0, k
* 2Ax2(coA:+Ay)[ = ) 0.0+ Wi )
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+ W(i+1, 1, k) = 2W"(i, 1, k) + W"(i-1, 1, k)]

(coAr)?Ay

—_— (Wi, 0, k+1) = 2W"(, O, k) + Wi, 0, k-1) +
> Az’(coA:+Ay)[ (i +1) @ ) (i )

Wi, 1, k+1) = 2W"(, 1, k) + W(i, 1, k-1)]

For the wave traveling in the direction of increasing y towards the y=1 plane (

only for E,, E, ):

W™, 1, k) = =W, 0, k) +

CoAt—=Ay
— (W™, o, w1, 3.
cOAt+Ay[ @i, 0, k) + G, 1, k)] (3.3.35d)

+ =2 w1, k) + WG, 0, K]
coAt+Ay
(coAt)*Ay

—_— Wi+, 0, k) = 2W"(i, O, k W*(i-1, 0, k
5 A.xz(coAt+Ay)[ (i+ ) (@i ) + Wi )

+ W(i+1, 1, k) = 2W"(i, 1, k) + W"(i-1, 1, k)]

(coAD)*Ay

+ ————[W"(i, 0, k+1) — 2W"(i, 0, k) + W"(i, 0, k-1) +
2A2%(coAt+Ay)

Wi, 1, k+1) = 2W"(i, 1, k) + W"(i, 1, k-1)]

For the wave traveling in the direction of decreasing z towards the z=0 plane (

only for E,, E, ):

CoAt—-Az

1,5 - —1,:
Y (W™, j, 1) + W"(i, j, 0)] (3.3.35¢)

W™, j, 0) = WG, j, 1) +

2Az
CoAt+Az

. (coAD)?Az
2Ax%(coAt+Az)

+

WG, j. 1) + WG, J, 0)]
[W(i+1, j, 0) = 2W"(, j, 0) + W™(i-1, j, 0)

+ Wh(i+1, j, 1) = 2W"(i, j, 1) + W"(i-1, j, 1)]

(coA)?Az

—[W"(i, j+1, 0) = 2W"(i, j, 0) + W"(i, j~1, 0
+2Ay2(COAt+Az)[ (i, j+1,0) i, J, 0) + W°(i, j-1,0) +

Wr(d, j+1, 1) = 2W"(G, j, 1) + W"(i, j-1, 1))
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For the wave traveling in the direction of increasing z towards the z=1 plane (

only for E,, E, ):

CoAt-Az

1,: _ 1,: - 1,: - 1/:
W™, j, 1) =-W"(i, j, 0) + COAH_AZ[W” i, j, 00+ WG, j, D] + (3.3.350)
2Az . . nye s
oAz (W@, j, 1) + W', j, 0)]

(coA)*Az

+ ——— [W"(i+1, j, 0) = 2W"(i, j, 0) + W"(i-1, j, O
2Ax2(c0At+Az)[ (i+1, ,0) @, j, 0 (-1, 4,0

+ W(G+1, j, 1) = 2W"(i, j, 1) + W"(i-1, j, 1)]

(coA)*Az

—_— Wi, 41, 0) = 2W"(, j, 0) + W"(i, k-1, 0
+ ” yz(COA&AZ)[ (i, j+1, 0) @, j, 0) + W@ ) +

Wh(i, j+1, 1) = 2W"(, j, 1) + W(i, j-1, 1]

It seems that with Eq (3.3.35) we can now handle the grid points on the outer
surfaces. However, we observe that at comer points of the outer boundary as illus-
trated in Fig. 3.5, the formulae for the second approximation just derived also use the
points outside computational region. Unfortunately, we can not apply the second
approximation to corner grid points . Instead of the second approximation, a formula
of first order approximation will be derived for the points at grid comers of the out-

most boundary and this will be discussed in section 3.3.3.

b. Two Dimensional case

Derivation of finite difference equation for the two dimensional second order

approximation is straight forward from Eq.(3.3.35) by just setting terms related to

IW _

52 0:

As shown in Fig.3.6, for the wave traveling in the direction of decreasing x

towards the x=0 plane:

CW'Z W™, ) + w0, j] + (3.3.36a)

1 — -l
W™, H)=-W"1, )+ pYn
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Y A
W( , j+1) w1, j+1)
W@, j) W(l1, j)
WO, j1) wW(l,j-1)

Fig. 3.6  Two Dimensional Mur’s Second Order Approx.
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2Ax
CoAt+Ax

(coAn)*Ax
2Ay*(coAt+Ax)

W1, ) + WO, )]
(W™, j+1) — 2W™(O, /) + W*(0, j-1) +

Wh(1, j+1) = 2W7(1, j) + W'(1, j-1)]

For the wave traveling in the direction of increasing x towards the x=1 plane:

coAt—Ax

1 — _wn+l
W™, ) =-W"(0, ) + CoAAY

W™, j) + w1, p1 + (3.3.36b)

2Ax
CoAt+Ax

(coAt)*Ax
28y%(coAt+AX)

wn(, j) + w0, I
(W™, j+1) = 2W™(O0, j) + W™(0, j-1) +

Wh(1, j+1) = 2W'(1, ) + W'(1, j-1)]

For the wave traveling in the direction of decreasing y towards the y=0 plane:

coAt—Ay
coAt+Ay
28w, 1) + WG, 0))
coAt+Ay
(coAt)*Ay
20X (coAt+AY)

Wi, 0) = =W G, 1) + W™, 1)+ Wi, 0)] + (3.3.36¢)

[(W"(i+1, 0) — 2W"(i, 0) + W"(i-1, 0) +

Wh(i+1, 1) = 2W"(, 1) + W(i-1, 1)]
For the wave traveling in the direction of increasing y towards the y=1 plane:

CoAt—-Ay
CoAt+Ay
2A : n
—Y—COAHAy WG, 1) + WG, 0)]
(coAt)’Ay
2Ax°%(coAt+AY)

W™, 1) = =W, 0) + W™, 0) + wli, 1] + (3.3.36d)

[(W"(Gi+1, 0) — 2W"(@i, 0) + W"(i-1, 0) +

Wh(Gi+1, 1) = 2W"(@i, 1) + W(i-1, 1)]
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For the two dimensional case, W represents E, or H, for TM mode or TE mode,

respectively.

If we use the further simplified equations(3.2.4) of the second order approxima-
tion, the algorithm is developed for TM mode as follows:

Rewriting Eq(3.2.4)

(B:E; — €5'9E; — (Colo/2)0yH )0 = O
The central difference is used to approximate the derivatives of Eq.(3.3.19) and

oE, dE, )
and — are approximated as fol-

the derivatives are averaged. For example, > >

lows:

0E, [EF'(1, ) - EF*NO, j) + EXQL, ) — EZ(O, )]

2 _ = (3.3.37)
E EM\(1, j) - EXQ, E?*\(0. j) - EZ(O,
O, _ [Ef"'(L, ) - EZ(L, J) + E™(0. ) — EZO. ) (3.3.38)

In the same way, the other derivatives of Eq(3.3.19) are approximated such that a

set of difference equations are obtained:

For wave propagating in the direction of decreasing x towards x=0 plane:

+1 _ CoAt—Ax B
EZV 0. p)=E(1 )+ _coA:+Ax(E’ (1, ) — EXO, ) (3.3.39a)
czoqutAx ] n+2‘-

_ ntx .1 _ ._i
2(cOAt+Ax)Ay[H" (0.J+3) H, “(0, 2)

n+1 ] n+l 1
+H, r(1,j+-2-) - H, ’(1.1—5>1

For the wave propagating in the direction of increasing x towards x=1 plane:

1 _ CoAAt — Ax 1 3
E'(, p=E;O, )+ —COAHAI(E’," ©., ) - E;Q1, ) (3.3.39b)
AuoAtAx S S| mE o]
- 2(C0Al+ Ax)Ay [Hx (0' ]+-2") - Hx (0' ]‘3)

IH-l l n+1 1
+H, ’(1.j+7) -H, ? (1, j=3)]
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For wave propagating in the direction of decreasing y towards y=0 plane:

n+l/- - . C()At - Ay 1,. _ .
E;V'(i,00=EG, 1)+ ——coAt+Ay (EFT(, 1) = EZ, 0) (3.3.39¢)
_ __ClloArly [HMZI.(H—l 0)—H"+%(i——1- 0)
2(coAt + Ay)Ax 2’ Y 2’

IH-] +l
7.1 nty oo 1
+H, "5, D= Hy “ (-3, D]

For wave propagating in the direction of increasing y towards y=1 plane:

-A
EMG, 1) = EXG, 0) + CON—J,A;‘ET""’ 0) - EXG, 1)) (3.3.39d)

coAt

_ clpoAtdy
2(cobt + Ay)Ax

n+ 1 nt )
(H, 2+, 0) - H, Z(—, 0)
2 2
o1 mioo1
+H, (z+3, 1)-H, (1—3, D]

Equations (3.3.39), two dimensional second order approximation, are used as radi-
ation boundary conditions in solving two-dimensional problems in this chapter. For
the three dimensional case, this two dimensional second order approximation can not

be applied to the corner points on the outer boundary as shown in Fig. 3.6 so that the

first approximation has to be used. This point will be discussed in section 3.3.3.

3.3.3 Radiation Boundary Condition for the 2D and 3D Corner Points

As discussed before, the second order approximation can not be applied to the
corner points of two and three dimensional outmost boundaries. This can be easily
seen from Figs 3.5&3.6 since the formula also uses points outside the boundary which
are not available. For the corner points, we have to use other schemes which are
equivalent to the first order approximation. This prevents further improvement of the
radiation boundary condition by raising the order of it, thus, searching for a better radi-

ation boundary condition remains an interesting topic.
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Back to section 3.3.1, the general form of the first order approximation can be

written into a form:

owa . -19wa
on * ot

If we assume scattered waves propagating spherically from the origin, then the A

=0 (3.3.40)

in the above equation would be taken in the outgoing radial direction for the comer

points. The derivative along the radial direction becomes:

owa _ dwa ox dwa dy _ dwa oz

or  ox or  dy or 9z or .
Where
ox _ x : (3.3.42a)
o~ Ny
oy
LA A A— (3.3.42b)
or  N+y*+zd)
0z z
e . a— (3342C)
or N(C+yP+z7)
r = V(2+y*+22) (3.3.424d)
Substituting Eq.(3.3.41) & (3.3.42) back to Eq.(3.3.40), we have:
owa x owa y owa z il owa _ 0 (3.3.43)

I Vs Y V@ 0 e @

To discretize above equation to difference equation, special attention should be
paid to the partial derivatives of wa to ensure the stability of the schemes which will
be discussed in details in the next section. Concerning the stability, the first order

approximation for the corner points in different regions have the following forms:

In the region (x>0, y>0, z>0):

wa™(i, j, k) = wa'(i, j, k) (3.3.44a)

- coAt/r{L[wa"(i. J, k) —wa'(i-1, j, k)] + L (wd'(i, J» k) = wd'(i, j-1, k)]
Ax 4 Ay

+ Xzz-[wa"(i, J» k) = wa'(i, j, k-1>1}
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In the region (x<0, y>0, z>0):

wa™(i, j, k) = wa'(i, j, k) - coAt/r{— -gx—[wa"(iﬂ. Jj» k) = wa'(i, j, k)] (3.3.44b)
+ -L[wa"(i, J» k) = wad'(i, j-1, k)] + —z—[wa"(i, J» k) — wa'(i, j, k—l)]}
Ay Az
In the region (x>0, y<0, z>0):
wa™\(i, j, k) = wa'(i, j, k) - coAt/v{-Zxx- wa'(, j, k) — wa'(i-1, j, k)] (3.3.44c)
Y .. (i z . _ -
Ay [wa™(i, j+1, k) — wa"(i, j, k)] + ~ (wa'(i, j, k) — wa"(i, j, k 1)]}
In the region (x<0, y<0, z>0):
wa™ (i, j, k)= wa'(, j, k) - coAt/r{— i;[wa"(m, jo k) = wa(i, j, b)) (3.3.44d)
— L (wa(i+1, j, k) — wa'(, j, b)) + ——[wa"(, j, k) - wa"(, j, k—-l)]}
Ay Az
In the region (x>0, y>0, z<0):
wa™ (i, j, k)= wa"(, j, k) - coAtlr{i[wa"(i. J» k) = wa'(i-1, j, k)] (3.3.44e)
DT s __z . _ .
+ Ay (wa'(, j, k) — wa'(i, j-1, k)] ™ wd'(i, j, k+1) — wa’(i, j, k)]}
In the region (x<0, y>0, z<0):
wa™\(i, j, k)= wa'(, j, k) — coA:/r{- é[wa"(i-f—l. J, k) = wa'(i, j, k)] (3.3.441)
Ay Az
In the region (x>0, y<0, z<0):
wa’"‘l(i, J» k)= wa"(i, j, k) - coAt/r{é[wa"(i, J» k) — wa'(i-1, j, k)] (3.3.44g)

Y .. _ .. _z .. _ .,
Ay (wa'(i, j+1, k) — wa"(i, j, k)] ~ (wa(i, j, k+1) — wa’(i, j, k)]}
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In the region (x<0, y<0, z<0):

wa™(i, j, k= wa'(, j, k) - coAt/r{— —Ax—x-[wa"(iJc-l, J» k) — wa'(i, j, k)] (3.3.44h)

Y el i . _ oz . _ ..
Ay (wa"(i+1, j, k) — wa’(i, j, k)] ~ (wa(i, j, k+1) — wa'(i, j, k)]}

We have used the above scheme to handle corner points in our numerical applica-
tions. The results show that this scheme is stable as it is analyzed theoretically in sec-

tion 3.4.
The first approximation for two-dimensional cases can be developed in a similar

way by letting %vz_a =0

There are other ways to handle corner points, one way we want to mention here
is that used by Taflove et.al.[30]. They simulated the outgoing radial waves in a

different way and a stable scheme who also proposed.

3.4 THE STABILITY ANALYSIS OF THE FD-TD METHOD SCHEMES

The finite difference time domain method (FD-TD) has been increasingly used to
solve a variety of open bounded electromagnetic problems. Its stability criterion has
also been established based on the iterative behavior of fields discretized in an interior
space. In fact, the stability of a scheme is attributed to the behavior of fields discre-
tized both in the interior space and on the boundary of the truncated space. This sec-
- tion introduces a systematic way to analyze the stability of a FD-TD scheme when an
artificial boundary is introduced. As examples, a few well known schemes used in
electromagnetic problems are analyzed. It is shown that the conclusion by the theory
is consistent with the empirical rule in numerical practice. But the application of the

introduced method is applicable to general schemes.
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In the early years of applying the FD-'I:D method to electromagnetic problems,
Yee [22] proposed a finite difference scheme and established a stability criterion which
was based on the behavior of fields at the points inside a closed region. Later Taflove
[23] conducted a mathematical derivation and modified this criterion. Nowadays,
engineering designs are involved in many complex models which may include lossy,
inhomogeneous, and anisotropic systems and of which the structure may involve aper-
tures, cavities, and antennas [21]. In most realistic cases, the basic algorithms of the
FD-TD method have to be modified and the study of stability becomes very important

for a successful difference scheme.

As an example, when an open bounded electromagnetic scattering problem is con-
sidered, the infinite space has to be truncated and the truncation is implemented by
enforcing a radiation boundary condition on the outer surface of a truncated finite
space as discussed in section 3.3. Thus the open bounded problem is changed into a
bounded one, which is comprised of Maxwell’s curl equations satisfied at the interior
points and the radiation boundary condition matched on the outer surface. The variant
boundary conditions enforced on the truncated space and different approximations of
derivatives yield various finite difference schemes. The established criterion is no

longer suitable to all numerical schemes.

The stability is a vital factor to determine the applicability of a new modification
of the FD-TD method scheme, when a modification of well known difference schemes
has to be made for a specific problem. Different approximations on the boundary con-
ditions may result in different numerical schemes, thus result in different stability
requirements. It is necessary to introduce a systematic way to study the stability of a

FD-TD scheme before its numerical solution is attempted.

In fact, the stability of a scheme is attributed not only to the property of fields

discretized at the interior points of a truncated space but also to that of fields
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discretized at the points on the boundary. . This section introduces a theoretical
approach to analyze the stability of a whole system. One of the popular FD-TD
numerical model is taken as an example which is constructed by applying the Yee’s
model to the interior points, the Mur’s second order radiation boundary condition to
the boundary points except for the corner points, and the first order radiation boundary

condition to the corner points. But the analysis is applicable to any specific schemes.

3.4.1 The Methods of Stability Analysis

Without the loss of generality, the stability is discussed for the model which is
constructed by applying the Yee’s model to the interior points, the Mur’s second order
radiation boundary condition to the boundary points, and the first order radiation boun-
dary condition to the comer points. In the interior region, the set of difference equa-

tions derived by using Yee’s model is stable in iteration if

1
At > 3.4.1
‘ c[1/A2 + 1AY + 1/AZ]V? (34.1)

holds. Eq. (3.4.1) has been mathematically verified by Taflove. However, Eq. (3.4.1)
is not generally true for the stability of the finite difference equations discretized from
a radiation boundary condition. An alternative approach can be introduced here to
reach the same stability restriction for the interior finite difference equations, and to
find the new criterion for the finite difference equations from a radiation boundary con-
dition.
Based on the Yee’s model, a set of explicit finite difference equations was
developed [22]. These equations can be written into a matrix form as
x*1=AXx"+B" 3.4.2)
Assume an error E° is sqmehow introduced at the initial step. After n steps the error

is accumulated up to
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E"=A"E° (3.4.3)
where A is the matrix of the detailed finite difference equations, which are finite

difference approximations on the Maxwell equations and the radiation boundary condi-
tions. The sufficient and necessary condition for the stability of Eq.(3.4.2) can be

stated as [25]

p(A) =maxiAf <1 (3.44)
if A has a full set of eigenvectors with p(A) being the spectral radius of A. If A does

not possess a full set of eigenvectors ( such as A has a repeated eigenvalue ), the

sufficient condition for the stability of Eq.(3.4.2) is then

p(A) = maxiAj < 1 (3.4.5)

If the eigenvalues of the matrix A can be found, the stability criterion of Eq.(3.4.2) is
consequently obtained. The stability study by a matrix method [25] is based on seek-

ing the eigenvalues of the matrix A.

Hereafter the Fourier method (Von Neumann) [25] is introduced for the general
analysis. The Fourier method can be applied to both the interior finite difference equa-
tions and the finite difference equations on the radiation boundary. It is based on the
separation of time variable and space variable in the Fourier transform domain. The
applicability of the method is justified by considering a function f{t, x,y,z), which is a
general function of time and space, it can be represented by its Fourier spectrum as

Rt xy.2) = (2—;)3 [ Fat. 0, 0, pe™e ™™™ dodpdy (3.4.6)

where ¢; = V=1, F(t, 6,9,7) is the Fourier spectrum of fz, x,,2) in spatial domain, 6, ¢, y
are the space frequencies. If the function f{r, x,y.z) is stable as time is stepped, the

functions of F(t, 0,0,Y)e" ¢

should be stable at any time and space frequencies.
Thus, the stability analysis of £, x,y,z) is resorted to the stability analysis of

F(t, 0.0.9)e™e™e ™ at all frequency values.
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Instead of working on the whole set of the finite difference equations grouped
from both the interior region and the radiation boundary, the Fourier method can be
applied respectively to finite difference equations of interior region and those of the
radiation boundary. Since the criterion of Eq.(3.4.1) has been established and vali-
dated true for the finite difference equations based on Yee’s model in an interior
region, the emphasis here is put on the analysis of the first order radiation boundary
conditions. The Mur’s second order radiation boundary condition can also be analyzed

via the same method.

The first order radiation boundary condition is often used at the corner points on

the radiation boundary [24,26]. It is mathematically represented by:

ow ca‘%w; =0 (3.4.7)

where w is a scalar wave function, ¢y is the light speed in free space, and A is the nor-

mal direction of the outgoing wave-front. If the scattered wave is approximated as a

spheric wave radiated from the origin, the normal derivative in Eq.(3.4.7) is given by

w _dwdx  Iwdy, dwdk

AL L4 4.
OR 0x OR dy dR 0z OR (3.4.8)

and it can be shown that Eq.(3.4.7) leads to

ow ___x oWy 9wz 0w (3.4.9)

X NPtz W VA 92 V(P or

A discrete form of Eq.(3.4.9) can be created by substituting finite differences for
the derivatives in Eq.(3.4.9). A proper forward, or backward finite difference is used
to avoid the possible occurrence of the instability. For example, in x> 0 and y > 0 and

z > 0 region the discrete form of Eq.(3.4.9) is written as:
“/H-l(l’ .lv k) = “/I(ts .}' k) - COAI/R{ﬁ [Wn(l’ .l' k) - “’n(l-lt Js k)] (3'4010)

_z_ .. _ Poa i . . _ PosoL
+ Ay WG, j, k) — w'(i, j-1, k)] + ~ W'G, j, k) — w'(, j, k l)]}
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where the superscript n indicates the n™ step of time, and R = Vx* + y*> + 2. As dis-
cussed previously the stability analysis by a Fourier method is alternated to analyze the
Bxecﬁyecjyz'

wave functions of F(z, 6, ¢, y) e” Therefore, the separation of variables of w

can be assumed as
w'(i, j, k) = T"WG, j, k) (3.4.11)
where T" is the function of time at the n™ step, and W is the function of space. Substi-

tuting Eq.(3.4.11) into Eq.(3.4.10) yields:

l
r . 3.4.12
il ( a)
n WG, j, k) = WG, j, k) — vS[(WG, j, k) = W(i-1, j, k))—f (3.4.12b)

+ (WG, Jj, k) — WG, j-1, k))‘%- + WG, j, k) - W3, j, k—l))k—R8
where Ax = Ay = Az =9 is taken, n is a constant to be determined from (12.b), and 1
equals coAt. It can be deducted from the linearity of Eq.(3.4.12) that if an error e is
introduced at the initial step, the error function obeys the same equation as w, thus

the error function may be represented in the same form of Eq.(3.4.11)

from (3.4.12a) the function T" is related to the initial 7° by

" =n"T° (3.4.14)
7° can be assigned to unity without the loss of generality. The boundness of the error
function Eq.(3.4.13) is thus tumed to the establishment of Il < 1, which is determined

by Eq.(3.4.12b).

Consider all the possible solutions of n in Eq.(3.4.12b) which are represented in a

Von Neumann’s form

WG, j, k) = e7° &7 & (3.4.15)

where 6, ¢, y are real space frequencies in the Fourier frequency domain, and ¢; = V-1.
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Now n in Eq.(3.4.12b) is dependent on 6, ¢, y and % since different values of n will

be resulted from Eq.(3.4.12b) at different frequencies.

It is seen that the numerical scheme Eq. (3.4.9) is stable for a given % if

Im&&%%NSI (3.4.16)
holds for all real 6, ¢, 7.

At the initial step of the iteration, the error function is

e k= WG, j, T = WG, j, k) (3.4.17)
Using the Von Neumann’s form Eq. (3.4.15) for W(, j, k) in Eq. (3.4.12b) results in:

N=1-r8R[(+]+Hk - (e + e + ke

i+ j+ k) r . .
=(1- + [icos® + jcos¢ + kcosy]
VE+ 2+ NE+7F+
r .. .. .
— ¢j——————/isinB + jsing + ksiny] (3.4.18)
"NE+ P+ 1)

where r is defined as cyA?/8. The amplitude of n should be bounded by:

|n|2=[(1— Mitj+h r

2
(icos® + jcos¢ + kcosy)
NE+2+) VE+F+0 ]

2
+ |——L———(isin® + jsin¢ + ksiny)| <1 (3.4.19)
[ E+ 2+ 60

or

2
[(V(iz + 7+ k%) = r(i + j + k)) + r(icosd + jcos¢ + kcosy)]
+ [r(isine + jsing + ksiny)]2 S@E+72+0 (3.4.20)
should hold for any combination of 6, ¢, y. After a few steps of algebraic manipula-

tion, an equivalent form of Eq.(3.4.20) can be obtained:
rGi +j+ k> + 2+ /2 + K + 2r(ijcos(0 — ¢) + ikcos(® — ) + jkcos($—Y))

+ 2(icos® + jcosd + kcosP[N(Z + 7 + K2) — r(i + j + k)]
QVE@+ 2+ )i+ j+k (3.4.21)
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It can be shown that Eq.(3.4.21) holds if

VE+F+1B) -ri+j+k20 (3.4.22)
To find the solution of Eq.(3.4.22) for r, it is helpful to introduce the relation

m L
(lZa,z)zzal+a2+“+am (3.423)
m =1 m
It is deduced:
Vs P+ 22 \%(z‘ +j+4k) (3.4.24)

The possible range of r for Eq.(3.4.22) to be valid is restricted to

re -\/% (3.4.25)

then the satisfaction of Eq.(3.4.21) is provided by Eq.(3.4.25). Finally it can be stated

that if r < -\}—5 the m(8, ¢, v, )l <1 holds, then the equations created from Eq.(3.4.10)

are stable.

It is informative to see that the criterion (3.4.1) established from the interior finite
difference equations by the Yee’s model is reduced to (3.4.25) when Ax = Ay = Az is
forced. This criterion also holds for the Mur’s second order approximation on the
radiation boundary condition. At this point, it can be concluded that (3.4.25) is the
stability criterion for the system specified in the introduction section. As a matter of
fact, the conclusion has already been verified by the numerical practice of applying the

FD-TD to three dimensional scattering problems in transient or steady state.

Next two different approximations on the first order radiation boundary condition
for two dimensional comer points are presented to investigate the stability. The first
scheme to be presented is the analysis on the scheme we used in the research. The

first order radiation boundary condition was proposed in the region x<0 and y<0 as

19w 1 ow  dw

s 5 —*/-2:( = + ay):() (3.4.26)



116

If the forward finite differences are used to replace the derivatives in Eq.(3.4.26),
Eq.(3.4.26) will lead to a stable scheme. But a different approach may result in an

instable scheme.

First, Eq.(3.4.26) is discretized by forward finite differences into the form

V2e5! W™, ) — WrG, DY/AL=
Wi+, j) — w'(iQ, DVIAX + [W'(, j+1) — w'(i, j))/Ay (3.4.27)
Using Eq.(3.4.11) in Eq.(3.4.27) yields

r MW@, j) = [(r = 2)W(, j) + W(+1y) + W(, j+1)] (3.4.28)
where W is a two dimensional function, and r is defined as r = V2Ax/(cyAf). Subse-

quently the W is replaced by its Von Neumann’s form, The equation

0=[r=2-mm)+e’ +eP (3.4.29)
is obtained. The stability Eq.(3.4.26) requires | n | < 1. It is equivalent to require

[r — 2 + cos + cos®)? + [(sin® + sin®)]?

2 =
ml >

<1 (3.4.29)
The solution for r is shown to be
r (2 - (cos® + cosd)) = 3 — 2(cosO + cos¢) + cosOcosd + sinBsing (3.4.30)

When cos8 = 1 and cos¢ = 1, both sides become zeros and equality holds. Other-

wise

;> 3 — 2(cosO + cosd) + cosOcosd + sinBsind
B 2 — (cos® + cosd)

It can be proven that the right hand side of Eq.(3.4.31) is bounded by 2, thus r>2

(3.4.31)

guarantees the satisfaction of Eq.(3.4.29). Note that r > 2 implies cyA < 8/¥2 which is

the same criterion for the finite difference equations of the interior region points.
However, if Eq.(3.4.26) is discretized by the finite differences suggested in [24],

an unconditionally instable scheme results. This can be demonstrated as follows.

Assume the finite differences are taken in Eq.(3.4.26) as denoted in [24]
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(D% + D)l + ufth) - —\/— 2coD(Uljey + Wl j+ U =0 (3.4.32)
The operator D} denotes forward finite difference on x variable, and the similar nota-
tions are used for D) , D), . This algorithm seems better because derivatives w.r.t. the
space coordinates are averaged on the two time instants ¢ = nAr and ¢ = (n+1)At, and
the derivative respect to space is averaged over three locations (i, ), (i+1, ), and

(i, j+41). But it creates an instable scheme.

The explicit form of Eq.(3.4.32) is written as

W) = TR WD+ GO )+ W )

(1 nal ; LD wriirt, j) + WG, j+1) (3.4.33)

Using of Eq.(3.4.11) gives rise to the equations

o
= — 3434
n=-= ( a)
ETR WD+ G VG )+ WG, D)
(r+2 (r+
n= (3.4.34b)
WG . k) - ——l(W(z+1. P+ WG, j+1)
(r+2)
If the W is substituted by its Von Neumann’s form, then n is given by
- B L P
_r=2)+A+nE’ +e”) (3.4.35)
r+2)-(1-r)e? + P
For the scheme to be stable, n should be bounded by
2_ [(r=2)+ (1 + r)(cosd + cosq))]z + (5ind + sm)i(l + r)i g (3.436)
[(r +2) - (1 - r)cosO + cos)]* + (sin® + sing)“(1 — r)
Unfortunately the further expansion of Eq.(3.4.36) yields
—(cos® + cosd) + 2(sin¢sin® + cosBcosd) < 0 (3.4.37)

which is independent of r, and the inequality is apparently faulty at many values of 0
and ¢. The criterion of Eq.(3.4.36) is no longer satisfied for any 0 and ¢. Thus the

scheme constructed by Eq.(3.4.32) is not a stable one. This conclusion agrees with the
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numerical practice in which the practical numerical application of Eq.(3.4.32) experi-

enced the instability.

Several other modifications used by Taflove et al.[26] have also been verified by
the proposed method, the analysis results are consistent with their empirical conclu-

sions.

3.4.2 Summary

The Fourier method has been introduced to analyze the stability of a FD-TD
scheme. Instead of investigating the stability of a whole numerical scheme, the intro-
duced method can be applied respectively to the interior region, the radiation boundary
and the corner points. It is useful when a modification on the boundary condition, or
on the finite difference formula for the interior points is required. The stability
analysis becomes extremely important when a FD-TD method is used to solve steady
EM problems since a steady state takes long time to be reached, and the knowledge of

the iterative behavior of the FD-TD scheme helps save numerical computation efforts.

Several popular schemes used in the application of the FD-TD to electromagnetic
problems have been analyzed via the method. The deducted conclusions for stability

are consistent with the numerical practice.

3.5 Total Field Region and Scattered Field Region

Due to the linearity of Maxwell’s equations, the numerical algorithms derived
from the Maxwell’s equations can be applied to incident EM fields, scattered fields or
the total fields. On the outmost surface, radiation boundary condition has to be applied
to the outgoing waves where in most cases they are scattered fields. While on the
interfaces of different mediums, tangential components of total E and H fields must be
continuous across the interfaces. One technique to treat these two cases is to zone the

numerical space lattice into two distinct regions, as shown in Fig.3.7, separated by a
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Radiation Boundary

Scattered Field Region

Total Field Region

Fig. 3.7  Total Field And Scattered Field Region
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rectangular surface which serves to connect the fields in two regions[34].

Total field region is the inner region of the FD-TD lattice. It includes all interact-
ing structure of interest. The finite difference system for the Maxwell’s equations

operates on the total field vector components.

The outer region of the FD-TD lattice is denoted as the scattered field region. In
this region, the finite different system for the curl equations operates only on the scat-
tered field vector components. Radiation boundary condition can be applied directly to

the points on the outmost truncated surface.

Dividing the FD-TD space lattice into two regions, it provides some convenience.
In addition to the advantages of applying radiation boundary conditions and boundary
conditions across the interfaces, the incident plane waves can be generated on the con-
nection surface of two regions to insure the consistence of the fields in using the finite

difference systems.

3.6 Integral Interpretation of the FD-TD Algorithms

In most realistic cases, many problems involve thin wires, slots and curved sur-
faces. However, the Yee’s algorithm for the FD-TD method was originally interpreted
as a direct approximation of the pointwise derivatives of Maxwell’s time dependent
curl equations. This resulted in a staircase approximation of the curved surfaces which

might limit the predictive powers of the FD-TD method.

A few work has been done in this area to come up with new FD-TD algorithms
for curved surfaces. Recently, a simple but efficient technique has been used success-
fully based on the integral interpolation of Maxwell’s curl equations. Maxwell’s curl
equations can be written in integral forms which are called Ampere’s law and Farady’s

law.

!H-JI: !pE-d_$+ % lD-dfﬁ (3.6.1)
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JE-JI = iJ,,,-d‘s‘ - -3% ls'd‘s’ (3.6.1b)

As shown in Fig.3.8, the above integral equation can be implemented in a
geometrical interpretation. These contours intersect in the manner of links in a chain.
With this geometrical interpolation, surface curvature can be conformed by deforming
contour paths. Specifically, if we take the contours as shown in Fig.3.8, we find out
that it yields the identical Yee’s scheme. Here we take the Ampere’s law as an exam-

ple. The equivalence of Yee’s formula and contour integral can be seen as follows:

% Jl D.dS = d[luuz

As shown in Fig.3.8, we apply the Ampere’s law along contour C, . Assuming
that the field value at a midpoint of one side of the contour equals the average value of

that field component along that side, the right side of the equation becomes:
n+zl. l le- l ’I+21- 1
J Hal=H, %(, J= s DA+ Hy P, [ ROBY = Hy TG, o, I8 (3.6.2)
1

nt 1 1
- H, 7(1‘—7, J» KAy
If we further assume that E,(i, j k) equals the average value of E, over the surface

Sy, and Ax=Ay=Az=08 . The time derivative can be numerically realized using a

central-difference expression, and left side of the equation also can be simplified:

2 peds = 52| Bt do b = E3Giji B
ar D85 = e [ v (3.63)

After equating (3.6.2) and (3.6.3), the equation becomes:

52| Er G . k) — ExGi j, By
% At

n+ 1 1 n+ ] 1
H, %G, j=+ B +H, I(i+3. jk

1

n+ 1 nt+ 1

where the superscript indicate field values at time steps n, n+% and n+1 . Rearranging



Ey(i. 112, k+1/2)

(a)

122

E, (i, j+1.k)
Hx(i. j+172,k)
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Hy(i'lno jl k) AZ Ez(io jo k)
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Ax ¢
yay 4
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(b)
1 H, @, j+1.k)
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H, G, +1/2.k-112)

Figure 3.8 [Examples of spatially orthogonal contours in free space. (a) Ampere’s
Law for E, ; (b) Farady’s Law for H, .
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the above equation:

At

1 1
EMVG, k) = ENG, K+ =2 H G, i b+ H E (i, j k)
2 v J 2\t J» 5082 x ’ 21 y 2t

A n+ ]
—H LG, j+é—, - H, I(i—-%, i k|8 (3.6.5)

We get exactly the Yee’s expression for E, , for the free space case, which was

derived directly from the Maxwell’s curl H equation.

Similarly, we can apply the Faraday’s law along contour C, in Fig.3.8b. which

yields the same expression as Yee’s from the Maxwell’s curl E equation.

By using integral interpretation of the curl equations, the Yee’s model can be
modified to handle the surface curvature, infinite thin sheets. In next Chapter, we are
going to use integral interpretation to develop algorithms for two dimensional scatter-

ing problems.

3.7 Numerical Implementation and Validation of FD-TD Modeling

The main applications of the FD-TD method we concern can be stated as: a) Two
dimensional metallic objects coated with magnetic material; b) Three dimensional cav-
ity backed antenna with an impedance sheet over it. Based on the theory and algo-
rithms discussed in this chapter, a few modifications will be made to solve above prob-
lems. Since a lot of details are involved, these two topics will be investigated

separately in chapter 4 and chapter 5.

In this section, only a few well known examples have been chosen to validate the
computer program and the standard FD-TD algorithms. As the first example, a
infinite long perfectly conducting square cylinder is tested to verify the program and
algorithm. As shown in Fig.3.9. , each side of the square cylinder equals to kpa = 2x .
EM wave is propagating along y direction with TM polarization and both solutions of

FD-TD and MoM are plotted in Fig.3.9. Another simple example is a perfectly
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conducting strip as shown in Fig.3.10 and a strip of thin film with variable conduc-
tivity n = 1/(c1Zg) = 2(x/a)* as shown in Fig.3.11, where a is the half length of a strip.

It can be seen that the results of both FD-TD and MoM agree with each other very

well.

The capability of FD-TD in solving the electrically large bodies can be seen in
the following example of a two dimensional electrically large airplane wing. The air-
plane wing is approximated as shown in Fig.3.12 and field distribution is plotted in
Fig.3.13-3.15. The length of the airplane wing is about six wavelength and one end of
it is very sharp. We can see the field singular behaviors around sharp corners and
some small discontinuity of fields resulted from the staircase approximation of the sur-

face of an airplane wing.
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Figure 3.9 Current distribution on an infinite long, perfectly conducting rectangular
cylinder without coating in the case of the TM excitation ( kya = 2%t )
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Currents on the Thin Film
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Figure 3.10 Comparison of results on the induced current on a perfectly conducting
strip using integral equations and the FD-TD method
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Currents on the Thin Film
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Figure 3.11 Induced current on a strip of thin film with variable conductivity:
N = 1/(61Zy) = 2(x/a)?
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Figure 3.12 A perfectly conducting wing-shaped cylinder
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CHAPTER IV

APPLICATION OF FINITE DIFFERENCE TIME DOMAIN
METHOD AND MOMENT TO TWO DIMENSIONAL
ELECTROMAGNETIC SCATTERING PROBLEMS

4.1 Introduction

It is known that radar cross secton of a conducting body can be reduced if it is
coated by an electrically or magnetically lossy layer. In practice, it is desirable to
make the coating layer thin. A thin layer of electrically lossy material on a perfectly
conducting body can not reduce its radar cross section because the tangential com-
ponent of electric field is very small near the surface of a perfect conductor and conse-
quently the induced current and dissipated power in the coating layer are very small.
On the other hand, if a thin magnetically lossy layer is used to coate the body, its
radar cross section can be significantly reduced because the tangential component of
magnetic field is very large on the surface of a conducting body, resulting in a large

equivalent magnetic current and a high dissipated power in the coating layer.

In this chapter, a new set of coupled integral equations is derived for treating the
scattering problem of a perfectly conducting body coated with a thin magnetically
lossy layer. These electric field integral equation and the magnetic field integral equa-
tion are deduced and numerically solved by the method of moments (MoM). To vali-
date the derived integral equations, an alternative method to solve the scattering prob-
lem of ‘an infinite circular cylinder coated with a thin magnetic lossy layer has also
been developed based on the eigenmode expansion. The results of the radar cross sec-
tion and currents via the MoM and the eigenmode expansion method are compared.

The agreement is excellent. The finite difference time domain method is then implen-

132
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mented to solve a metallic object coated with a magnetic thin layer and numerical

results are compared with that by the MoM.

4.2 Integral Equations for Perfectly Conducting Cylinders Coated with Thin

Magnetic Materials
4.2.1 Derivation of Integral Equations for three-dimensional structures

A new set of integral equations is derived based on the equivalent principle,

focusing on the extreme case of a perfect conductor with a thin magnetic coating.

Let’s start from Maxwell’s Equations:

dD

VxH = 22 ]
X > +1, (4.1a)
oB
VxE = - 22 _
xE o Jm (4.1b)
V-D=p, (4.1¢c)
VB=p, (4.1d)
and continuity equations of
V], + ip =0 (4.1e)
e at e
d
\v2 9,5 = _
Im+ = Pm =0 (4.1f)

In the frequency domain, the fields are preassumed to be harmonic dependence of

¢“. Thus the Maxwell’s equations become:

VxH = jweE + J, (4.2a)
VXE = - jopH - J,, (4.2b)
V-(€E) = p, (4.2¢)
V-(uH) = p,, (4.2d)

where E and H are the électric field and the magnetic field, € and p are permittivity

and permeability of the media, J, and J, are the electric current and magnetic
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current, and p, and p,, are the electric and magnetic charges. The above equations

can also be rewritten as:

VxH = jwegE + joxXe — €o)E + J, (4.3a)
VXE = — jopoH - jo(pu - po)H - J,,, (4.3b)
Vi(gE) = — V-((e - €E) + p, (4.30)
V-(oH) = = V(L = po)H) + p,, (4.3d)

When the permittivity and permeability of a medium are different from that of

free space, equivalent sources can be defined:

I = Jm + joXp = po)H (4.4a)
J9 =], + jo(e - e)E (4.4b)
p! = — V(e - g)E) + p, (4.4¢)
P = — V(- uH) + pn (4.4d)

In the real-source free region where J,, J.. p.. P are zeros, the equivalent sources

become:
JA = jou - pp)H = o, H (4.5a)
J&7 = joxe — €g)E = oE (4.5b)
p= - V(e -¢)E) (4.5¢)
P = = V(1 - po)H) (4.5d)

The equivalent sources are depicted in Fig. 4.1, and they obey the continuity
equations of

VI = — jopet (4.6a)

V= — jopd (4.6)

However, It can be shown that the total equivalent charges per unit surface area are

zero in the thin film in the limiting case. As shown in Fig. 4.2, the equivalent charges

on two surfaces of the coated film are:

P = A(€ - &E, (4.7a)
p2= - A(e - gk, (4.7b)
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Fig. 4.2 Total equivalent charges on a thin layer
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When the film thickness approaches zero, the total equivalent charge per surface area

diminishes to zero since E, is the same on two surfaces of the film.

p@d=p +p,=0 (4.7c)
Following the same argument, it can be shown that the total equivalent magnetic

charge per surface area diminishes too.

piaal = o (4.7d)
As shown in Fig. 4.3 the total fields inside region 1 can be considered to be

summation of the incident fields and the scattered fields maintained by the equivalent
sources in the thin layer and the electric current on the surface of the perfect conduc-
tor. Based on the equivalence principles, the general integral equations for E, H fields

can be established:

El(r) = TJ:[ — jopedi® — JEXV'D + -Z;‘V'd)]dV'

eq
+ T‘[[ — JORIEID — JIXV'D + ‘S.TV""W

+ T[[ - jopgAxH)® + (AXE)XV'® + (A E)V'®] dS’ (4.8a)
S

Hlolal(r) = Tl[ _J(DCOJ:N(D + J'exV’q’ + p_u:V’(D]dV’

eq
+ TJ:[ - jegJID + JIIXV'D + K’?V’d)]dv'

+ Tl[ joeg(AXE)D + (AXH)XV'® + (A-H)V'®D] dS’ (4.8b)

—jkR
where O, r') = i?, R=Ir-r’l, and T is 2 when r is on the surface of the perfect

conductor and is 1 when r is in the space outside the perfect conductor.

The second volume integrals are contributed by the equivalent sources in the
coated magnetic layer, and the third surface integrals are contributed by the equivalent

sources on the surface of the conductor.
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Fig. 4.3 Seperation of the total fields into incident fields and scattered
fields maintained by equivalent sources
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The first volume integrals, which are contributed by real sources to maintain the
incident fields, is denoted respectively by TE' in the electric field integral equation and
TH' in the magnetic field integral equation.

. eq
E“4(r) = TE' + T‘[[ — jopJID — JUIXV'D + ??V’dndv‘
+ Tl[ — jopo(AXH)D + (AXE)XV'® + (A-E)V'®] dS’ (4.9a)
. q
H%r) = TH' + TJ:[ — JOEJE®D + JIXV'D + %V'cb]dv
+ Ti[ jweg(AXE)D + (AXH)XV'® + (A-H)V'®] dS’ (4.9b)

On the surface of a perfectly conducting body

nxE =0 (4.10a)
AH=0 (4.10b)

and
Jii=cE=0 4.11)

By assuming the null electric conductivity, 6 =0 . Note that the tangential component
of electric field is not continuous across the magnetic current sheet due to
AX(Ey — Ep) = -J;7t . Consequently J;? = 0 is not deduced from AXE = 0 on the surface
of the perfect conductor. In fact, AxE is not zero in the thin layer when a magnetic
current sheet exists . It is also interesting to note that the nullity of the currents in an
electrically lossy layer is provided by the null tangential component of electric field on
the surface of the perfect conductor and its continuation across the lossy layer. How-
ever, when a magnetic sheet exists electric current J;? = oE in the thin layer may con-
tribute to the scattered fields and then radar cross section if ¢ is not equal to zero. For
the time being, only the case of 6 = 0 is considered. It is also easy to justify that

¢ =0, t—>0 (4.12a)
pm =0, t—>0 (4.12b)
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where ¢ is the thickness of the coated layer. Using above conditions, equations 4.9 are

simplified to:
E““(r) = TE' + T‘[[ - JOXV'D)dV’ (4.13a)
+ Tl[ — jopy(AXH)Y® + (AE)V'®) dS’
H"%(r) = TH' + T£[ ~ joegddD)dV’ (4.13b)
+ Tl[ (AXH)XV'®) dS’

Using A-H =0 on the surface of a perfect conductor , and shrinking the volume

integrals into surface integrals, when ¢ is very thin, leads to:

E“%r)=TE' + Ti[ — (O )HXV'® — jouy(AXH)D + (A-E)V'®] dS’ (4.14a)
H@(ry = TH' + T![ — j0EOtHD + (AXH)XV’'D] dS’ (4.14b)
where (4.5.a) is used and
E““ = E* + Ef (4.152)
H"“ = H* + H' (4.15b)
If the currents are related to the tangential components of the fields and proper

boundary conditions are applied, both the electric field integral equation and the mag-

netic field integral equation can be established.

The tangential component of total E field is zero on the surface of perfect con-
ductor, that is AXE% = 0 . However, matching the boundary condition on the surface
of perfect conductor will result in an incorrect integral equation. E?(r) on the left
side of (4.14a) should be understood as the total field on the outer surface of the mag-
netic thin layer, which will be illustrated in Appendix C. If the observing point is on
the outer surface of the thin layer, boundary condition is AXE'”? = — J% ¢ . Matching
the boundary condition on the outer surface of the thin layer and setting T =2 result

in:
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%Mf}{ than = EX(D)ly, + {3[[ - (CHHXV'D — jopyAxXH)® + (AE)V'®] dS’}
tan

or
_E"(r)|m=-% Axc,,tH Im,+{![—(omt)HxV’d»jcouo(ﬁxH)@—(ﬁ-E)V’<D] ds’} (4.16)
tan

By using ﬁ-E:-g%V-J , an integral equation in terms of the unknown of AxH is

obtained.

—E‘(r)lu,,:—% ﬁxo,,,zH|mo{l[[—(cmz)HxV'¢—jmuo(m<H)% V’-(rb(H)V’tb]dS’} 4.17)

tan

This integral equation is the electric field integral equation (EFIE) for arbitrarily
shaped three-dimensional bodies coated with thin magnetic layers, and it is the second

kind of Fredhelm integral equation.

Similarly, the magnetic field integral equation can be derived. The tangential
component of the magnetic field, which is continuous across the magnetic sheet when
o is zero, is related to the electric current on the surface of a perfect conductor as

AxH =], .
Using the boundary condition:

AxH = J, (4.18a)

and

AH=0 (4.18b)
yields a magnetic field integral equation (MFIE)

%H‘““‘(r)lm = Hily, + {![ - joe G )HD + (AXH)XV'D) dS‘} (4.19)

tan

where H is the unknown to be solved. It is observed that MFIE does not have the
term of V’-(AxH)V'® which involves the divergence of AxH . Thus, the MFIE has an

advantage of numerical simplicity over the EFIE.
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Both the MFIE and the EFIE are applicable to the perfectly conducting bodies
coated with a thin magnetic lossy layer. It is expected that magnetic lossy coating can
significantly change the scattered fields and the radar cross section of a conducting
body. This is verified when the developed integral equations are applied to two-

dimensional problems.
4.2.2 Integral Equations for Two-Dimensional Geometries

Equations (4.17) and (4.19) can be simplified when they are applied to two
dimensional cases. Only the EFIE is taken as an example to show the derivation pro-
cedure. In a two-dimensional problem, the tangential component of H is related to
the electric current by AxH =1 and the electric current I(r) is assumed to have a propa-

gation constant § in the z direction as

AXH(r) = I(r) = I(P)e (4.20a)
E‘(r) = Ei@)e™ (4.20b)
H(r) = H(P)e (4.20c)
where
P=xt+yy

Substituting the above two relations into the EFIE and integrating over the z variable

yield:
-E@e P, = - %c,,,trkﬂ@e‘/ﬂzlm +4 i [- (o,,,t)H(‘me’,i e O(r,r') d7
_ (o,,,t)H(‘ﬁ)xz‘i Vil —aaz—,dxr.r') dz - jmuoﬁxﬂ@ie' “®(r,r) d7
+ E.%(V" —sz")-J(mV',le-fﬁ"cb(r.r') dz’

1 ) . P —~Bz’ a 2
+ ;;’g(v . — iBHIPE _j“ e =7 o) 2l dl by (4.21)
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It is well known that the two-dimensional Green’s function is:

G = %H&”(Wrﬁ -p

- T ¢ /BE - 2) CXP:L'B\/@ -p 2+ (z - 2)? dz 4.22)
~ VP -pP +(z - 2)°

and

[ -n 2 o ibVB - g+ @ ot
oo oz’ "jfﬁ— ﬁ'lz +(z - 7)?
= e“JB(I' -12) (CXp—_[B\jIﬁ — §'I2 + (Z' — Z)Z =,
VIg - PP + (2 - 2)?
- ]:e-/B(I’ -2) (—/BX eXR‘JB‘/rﬁ - pilz + (- 7-)2 YdZ
~ NP -+ (2 - 2)?
= jB]:e-/B(z’ T exp—BVIp — p'2 + (2 — 2)2 a2’
~o VIg - PP+ (2 - 2)?
=fB[§H8><\/k2 - B*p - (4.23)

The integrals over z variable in the integral equation can be represented by the two-

dimensional Green’s function:

- 41:E‘(§')Ilm = - 2no,,trb<H(ﬁ)lm + {l{ - (c,,,t)H(r)")x(V’, + j[ié')G(‘J(k2 - Bz)rﬁ - ﬁ'l)
- jougixH@E )G - BAF - 1)

tan

+ ;‘%(V’x — B AXH@ )V, + BOCOK - BHI - FN)] ar } (4.24)

where H(p) is the unknown, but it can be related to the electric current I by H = —AxI
and AxH =1 since AxAxH = - H+ A(AH) and A-H=0. Thus the EFIE is established

in terms of the electric surface current:

— 4RE )y = + 270,80y + {l{ (0, HAXIP)V’, + JPHGIE - PP - B

- jopd @GN - BAIP - P
+ E.{E(V" - BHIENV’, + BHGN (K - PO - P dr} (4.25)

tan



143

which is an electric field integral equation for a two-dimensional arbitrarily shaped
body. Compared to the pure perfect conductor case, it is seen that there is an extra
term contributed by the magnetic current. The contribution from the magnetic current
will give rise to a different scattering property from that of a perfect conductor without
coating.

If TM polarized fields of E =ZE, , H=H,2+ Hy illuminate a circular cylinder,

the integral equation has only the z component

I=nxH =12 (4.26a)

Note that

Vil = 0 (4.26b)

In the cylindrical coordinates,

VOB~ = 63 + 0L -y @2

with

—G(Vac2 BOF - pN) = pG' (N - B - IV - BZ—ra o (4.27Db)

since [P -pl=R= Vp2 +p2- 2pp’cos(0 — 8"), we have:

aip,ra — 7"l = 2p’ = pcos(® — 8))IR (4.28)
Equation (4.25) can be decomposed into scalar components in cylindrical coordinates
for a cylinder of arbitrary cross section by calculating each term as above in the
integral equation. In particular if a circular cylinder is considered, then p =p’ and
above expression can be simplified:

R = pV1 = cos(8 — 6)/V2 (4.29a)

and

sz—,'ﬁ - P'1=V2V(1 = cos(8 - ) (4.29b)
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In addition
G0V - BP - ) = S HETOUE - Bip - )
= - ZHPOE - B - 7 (4.30)
Thus for a circular cylinder, the first integrand in (4.25) is reduced to

(@ )I@XV’, + BHGNGE - BAIP - B
= LX) GV — BOP - B

= - zz@f-}mw(kz — PP -V - B V(T —cos®@ - ONNZ  (431)
The simplified electric field integral equation in a cylindrical coordinate is obtained:

- 4ARE'P) = + 210,,H(P) (4.32)

2x

+ 1[ [ j(o, HHP N2 = BHIF - FHVE = PHV(T = cos(® = 0))/V2

— Opel @ HF V(I - BAHIP - D] P'de'}
It is equivalent to

—4E'(®) = + 20,11(D)

2n
+ ,[ (- (Gft) HP (N - BHIP - OV - BHV(T - cos(® — 8))V2

- koZolBHHY (N2 - BHIP - §1] /de'} (4.33)

Generally speaking, equation (4.25) can be written either in a rectangular coordi-
nate or a cylindrical coordinate. In some cases, its representation in a rectangular
coordinates is easer to use. For example, the integral equation of (4.25) applied to a

rectangular cylinder with a TM polarized illumination can be written as:

E_ oty fapf SOn in @ - pihsigntex e v
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+[1- (%)ZJH%(W -BHIp - m)z}az (4.34)

where x/ =x and x; = x if p’ is on the side lyl=a, and x/ =y’ and x; =y if P’ is on the
side Ixl = b as depicted in Fig. 4.4. sign(x—x;") is a functon which is +1 if (x-x;)=>0 or
-1 if (x—x;)=<0 . Calculation of the diagonal elements of the moment matrix for (4.33)

and (4.34) needs special care for singular integrals.

In the case of TE polarization, due to the divergence of unknown / , the EFIE
becomes difficult to solve numerically . An alternative approach is to use MIFE for

treating the TE polarization. The proper MFIE can be summarized as follows:
2tH)yy, = 4TH )y + {s[[ — joey S HHPGNV K - BAIF - 7))

+ AXHPX(V’, + JBOHGOV(K - BAIP - PN dS’} (4.35)

lan
In the case of TE polarization, H(p) = ZH,(p) and E(p) = XE, + yE, . The MFIE

with TE excitation reduces to an integral equation with only z component:

2nEH(P) = 4nZH(P) + {![ - joeo( O H,®CNK - BAIP - )2

+ H@)ixex(V' )G - BHB - p'N) dS'} (4.36)
The second integrand in (4.36) is similar to the first one in (4.25), which can be
conducted in a cylindrical coordinate as:

H,®axsx(V' )G - BHIP - 7))
= - ,@z“-j’.‘-H?)'(V(kz — B -PH VI -BH VI —cos(@-0)N2  (4.37)

The MFIE for a circular cylinder with TE excitation then becomes:

2H*(P) = 4H () + {l{ - we(0HHPHP N - AP

— Nz + jH@HP 2 - AP - ) Vi - B V(T = cos(8 - 8))\2] dS’} (4.38)
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Fig. 4.4 Application of the surface E-field integral equation on the surface
of a rectangular cylinder
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and the MFIE for a square cylinder with TE excitation is:

H =--‘-1—%£{ G tHo(V(kl pHP

-0+ szgn(x—x') rﬁ ;') HX(N@ - BAIp - ﬁ'l)l}d (4.39)
which can be solved by the moment method.

When the currents are known, radar cross section can be evaluated by using the

asymptotic expressions of Bessel functions.
H3(2) = V2/nze /w274 (z=—>00) (4.40)
For the TM case, radar cross section of a circular cylinder is represented by

E:
o(0) = 2npl—|
El

z

= 2mpl %j{noﬂf,”(kp) + jo,1c08(0 — 0)HP (kp)]I(")d0 1
C

ka —(p - —) 2 N ani2
=2npl — —= 8-96 1(67)d9’|
-\ £[ No + jOntcos(8 — 87 2 11(8")
i1 - —cos(e 8)]1(6)d9’1? (4.41
4Tlo i No )

and the normalized radar cross section is by

o(0) _  ka? Iz[[l

O,
= — = cos(8 — 8)]1(8")do’1? 4.42
A T o ( N)I(®") (4.42)

The radar cross section of a rectangular cylinder is given by

(¢} kaz —Omt
i K

0+ 1)e/P'eos@ - m1(;;/,y')d(£)|2 (4.43)
20

where o = cosf is 45%<101<135°, and a = sin® if 0<161<45° or 135%<Itheral<180° .

For the TE case, the radar cross section of a circular cylinder is

HJ
o(0) = 2rpl—1
P H

= 2mpl 42 £[?_M£Hg>(kp, = cos(® — OYHP(kp))I(@)d0"?
) & Mo
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b I = %) ko - 5 = 3
= 2npl — "—‘? —_ i{ - 3—'e 4" + cos(8 — 8Ne e 11(8))d9’1?
4j N mkp Mo
k02 cﬂlt ’ ’ ”n2
= —||[ — + cos(6 — 8")]I(0")d6’| (4.44)
42 i Mo

and the normalized radar cross section is

+ cos(8 — 0')]/(8")do’? (4.45a)

o) _ kazlj[ Ot
A 8x c Mo

While the radar cross section of a rectangular cylinder is

g ka2 Gl ko’ - l
2 2= - kp'cos(8 ~ €y 1) d(—)I2 4.4
x 81:!(20 a)e ( y)(a) (4.45b)

4.2.3 Some Properties of New Surface Integral Equations

The new surface integral equations for treating the scattering problem of a metal-
lic object with thin magnetic coating have been derived in section 4.2 as given in the
€q.(4.17) and eq.(4.19). The integral equations of (4.17) and (4.19) are of simple
forms. Compared to the integral equations for a pure metallic conductor, only one
extra integral, which is contributed by the magnetic thin layer, has to be evaluated.
The Green’s function in (4.17) and (4.19) remains the same as that in the free space
without the complex argument involved. The permeability used has been assumed to
be isotropic, but the integral equation can be easily extended to an anisotropic mag-
netic coating by introducing a dyadic permeability as J,, = jo(It - po)H =8, H.

Both the EFIE of (4.17) and the MFIE of (4.19) are the second kind of Fredhelm

integral equations which are normally diagonal dominant.

The strategies used in the derivation of (4.17) and (4.19) can also be applied to
solve a homogeneous lossy body with either thin magnetic or electric coating. This

will result in a set of coﬁpled surface integral equations.
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4.3 Eigen-mode Expansion Solution to an Infinitely Long Circular Cylinder

It is well known that an exact solution for an infinitely long conducting circular
cylinder can be pursued by the eigen-mode expansion method. However, when a per-
fectly conducting circular cylinder is coated with a very thin layer of magnetic lossy
material, the eigen mode expansion solution needs to be modified. In this section, a
new approach with the eigen-mode expansion is developed for a circular cylinder with
a thin coating based on Taylor series expansion of Bessel functions. The electrically

large cylinders can be efficiently treated via this method.

The general solution to the wave equation in the cylindrical coordinate system
can be expressed by the sum of eigenmodes, which are cylindrical harmonic functions,
in different homogeneous regions. The coefficients in the expansion can be deter-
mined by matching the boundary conditions. As shown in Fig. 4.5, the space is

divided into a few regions.

First the TE polarization is considered. In free space,

H: = YL 7" (kop) cos (nB) (4.46a)
E = -é)%z{,ff"ﬂf,z)'(kop) cos (n6) (4.46b)
H = Za,,Hf,Z)"(kop) cos (n0) (4.46¢)
_Jk 2
Ey = ~—3a,H? (kop) cos (n6) (4.46d)
weo
where

¢, = {; n=y (4.47)

Inside the film,
H: = Y (b HDkp) + c,HP(kp)) cos (nB) (4.482)

Ey= —’(D%Z[bﬂ?*(kp) + c.HP (kp)] cos (nb) (4.48b)
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Free Space

Im

Fig. 4.5 A circular cylinder coated with a magnetically lossy layer
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At surface of a perfect conductor p =a , the tangential component of electric field
Ej(p =a) =0 . Using this condition and the orthogonal property of the sinusoidal func-

tions yields:

H (ka)
by =~ Cy——— 4.49
“HY (ka) 49

Substituting it back into Eq.(48) for the b, leads to:

H®(k
H; = el - ngik:; HP(kp) + HP(kp)] cos (nB) (4.50a)
Jko H® (ka)

Eo= g = [~ ity 17 (9D + Hi(kp)] cos (n0) (4.50b)

At the interface between the film and the free space, the tangential components of
fields are related by

Ei@+ )+ Ea+ ) =E)a+1) (4.51a)

H@+ )+ H@+1)=H@+1r) (4.51b)

Note that the thickness ¢ is very thin, Bessel functions can be approximated by

their first order Taylor expansions:

HP@ + 1) = HYa) + H(a) ¢ (4.52a)
HP@ + 1= H¥a) + HY(a) (4.52b)
HY @+ 1= HY(@a) + HV(a) ¢ (4.52c)
HP @+ 1) = H¥(a) + HY"(a) t (4.52d)
Ja+0=J(a)+J, (a)t (4.52e)
J)(a+0=J/(@)+J, (a)t (4.52f)

Using the approximations of Bessel’s functions and matching the boundary condi-

tion of 6-component electric field lead to:

ko v —niyrs ” ko 1y (1w
—m—gcn; [ (ko) + Jy" (koa) kot) + = an[HY (koa) + HYY' (koa) ko)
ok HY (ka)
= Ecn{- Hgl)’(ka)
H® (ka)HYY (ka) — HY (ka)HP”"(ka)
[ HY (ka) ]

[H” (ka) + H (ka) ki) + H® (ka) + HY'(ka) k:]}

(4.53)

Pt
=- =
oe
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It can be shown by using Wronskin’s relations that

H (ka)HY (ka) — HYY (ka) HD (ka) = —L[1 - (L)) (4.54)
Tka ka

Thus

i —n ’ ” __k_o_ [), 1),,
e ol "Un'hod) + (ko) kot) + = anl L (koa) + Hy (ko) k)

= Akt A1
—Lc1 - (V) o (4.55)

As t approaches zero, kgt approaches zero, but jo(p — po)t remains a constant.

Equation (4.55) also holds in the limit of t - 0 :

PP (R Ol
" a0 H (ka) = NolGa ™ (ko) + a,HP (koa)) (4.56)

If A is defined as:

— (1= ()2
4] Kt [ ka’
A=-— — 4.57
mave, H,Y(ka) @7
Then the coefficient a, is given by:
Ac, - Lj " (k
e G~ (ko) 4.58)

H (koa)
Following the same arguments and Using the boundary condition of the tangential
magnetic field result in another equation, which can be used to determine the

coefficients a, and c, in (4.53) and (4.54)

HY (ka )
(Cu"Tnlko) + a,HP (ko)) = c,[ = 1-1(1)'(  Hka) + HOka)

(ka)

4jcn

= m— = Bcn (4.59)

where B = .. From (4.59), the coefficient ¢, is given

4y
nkaH\ (ka)

(G n(koa) + @ H D (koa)] (4.60)

Cp =

1
B
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Finally the solution to the coefficient g, is obtained as

(ot T o(ko@) + J,) (k@)™
H® (kya) + kot HD(koa)

Subsequently the magnetic field H, on the surface of the film is represented in

(4.61)

n= =

terms of the coefficients { a, } as

Hia+ ) =Ha+ 1)+ H@a+1)
(ot T (koa) + J ' (ko@) )G ™"
HY (koa) + ottt HE (ko)

= Y=L 1
o Tkod HY (kea) + kotit, HD (ko)

where the Wronskin’s relation is used. The surface electric current is represented by:

= — Sy Unkoa) — HP(koa)]cos(n)

cos(nB) (4.62)

19 = _HZ

- n—J2 1
‘?C"' nkoa HY (kya) + kot H (koa)

The radar cross section can be evaluated by using the asymptotic expressions of

cos(nB) (4.63)

Bessel functions when the arguments are large.

S

H, 2
o= anIFI (4.64)

4 2 it -t )
o =2nplda,A\| —e cos(nB)l
p Tkop

nr

= —:; IZa,,echos(nG)l2

S . %I E:a,‘/"cos(ne)l2 (4.65)

A =0

The same procedure can be followed to find the solution to the case of TM polar-

ization. In the case of TM polarization,

E = iE,, H = 6H, + pH,

In free space:

E; = Mo Xt ") a(kop) cos (nB) (4.662)
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Hy = = 3807, (kop) cos (nB) (4.66b)

E} = NoXaHP(kop) cos (n6) (4.66¢)
§ = — jYa,HP (kyp) cos (n6) (4.66d)
Inside the film,
ES = X [bHP(kp) + c,H(kp)] cos (nB) (4.67a)
Hy = = jY[b,HS (kp) + c,HY (kp)] cos (n0) (4.67b)

By approximating Bessel functions with their first order Taylor expansions and

matching the boundary conditions, a, , b, , and ¢, are determined as

H(ka)
by= — —=—c, 4.68
n H(Z)(ka) c ( )
. S— L 277" @ 4.69
nkaH(Z)(k ) = LoV (koa) + aHy (koa) (4.69)
with
kot (k@) — Ja(koa)
a,=0j™" - (4.70)
T H k) — ki HD e
The surface current is determined by
I, = Hy(p = a) (4.71)
- kOturl n’(kOa) n(kOa) 2) ’
=Y — LM H® (koa) + T,/ (koa)]cos(nB)
2 I ) = ko HD ) “
and the radar cross section is by
o_2 n—1 2
s n'?"l cos(nB)l 4.72)

The numerical results based on this method will be shown in Section 4.5 to serve

as a comparison with the results by the MoM or the FD-TD method.

4.4 Finite Difference Time Domain Method

In the proceeding sections, the integral equations and the eigen mode expansion

have been used to solve the scattering problems of a perfectly conducting cylinder
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coated with a thin film. When the body is elc;:trically large, the integral equation tech-
nique becomes inefficient due to the matrix inversion required by the moment method.
In this section, the FD-TD method is introduced to solve the same problem and to pro-
vide an alternative approach to validate the integral equations derived. As an example
of the FD-TD method, only two dimensional metallic objects coated with layers of thin

lossy magnetic materials are studied in this section.

The basic used algorithm of the FD-TD method is developed from that discussed
in Chapter 3. As shown in Fig. 4.6, an infinite two dimensional space is truncated into
a finite region, and Mur’s second order radiation boundary condition is applied to the
truncated surfaces. The truncated region is then divided into the scattered field region
and the total field region to ease the application of the radiation boundary condition in
the presence of an incident wave. Two dimensional Yee’s model is used for interior

points.

The thin magnetic coating is taken into account by using the integral form of
Maxwell’s curl equations, which leads to a modification of Yee’s difference scheme.
It will be discussed in detail for the cases of TM polarization and TE polarization

respectively.

The Farady’s law can be represented by an integral form as:

iE-d? - - i %%H-dz - ! o - uo)%ndis‘ - I 1 &3 (4.73)

where J,, is magnetic conducting current. Hereafter the magnetic current is related to
the magnetic field by J,, = 6,H as the electric current is related to electric field by
J,=0oE . In the time domain, o, represents the magnetic loss of magnetic material
which is equivalent to the imaginary part of complex permeability (u,.u;) in the fre-
quency domain by a relation of o, = op; when the excitation wave is harmonic in

time.
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Y
A
Radiation Boundary Condition
Scattered| Field Region :
Total Field Region

<

--------------------------------------

Fig. 4.6 Truncation of an infinite two-dimensional space into a finite
region
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Shown in Fig. 4.7 is one cell of Yee’s model in the case of TM polarization near
the coating of a square cylinder. To update the x component of magnetic field H, , for
example, Farady’s law is applied. According to the model in Fig.4.7, the left hand

side of Farady’s law in (4.73) can be approximated as:
[Edl=(EG. j+1) - EXG. ) Az (4.742)
o

The third term on the right side in (4.73) is discretized as

n+ -]
l JdS = 0.5(c0A2H, G, j+—;) +H, 14, j+-%—)] (4.74b)
where ¢ is the thickness of the thin layer. The first and the second terms on the right

hand side of (4.73) are approximated as:

d . IO HR -
!HOEH(E*'!(H l»lo)atﬂd_g— (4.74¢)

n+l n-1
RoAZAYIAH, (i, j+%) -H, %, j+-%)]
1 ~— 1
+ (4~ WAZIALH, G, j+3) = Hy 2. )]

By rearranging (4.73-4.74), we can obtain a modified Yee’s difference scheme

suitable for the 2D scattering problem with TM polarization.

o 1 ol
T, .. 1._ _CA z..l_CoA' N 1N L s
H, “(,j+ 2) = B H, “(, j+ 2) —ZOCB [EZU, j+1) = EZ3, )] (4.75)
where CA and CB are defined as
CA = 0.50tcoAAt/zg — (1, — 1)t = Ay (4.76a)
CB = 0.50,tcoAt/zg + (1, — 1)t + Ay (4.76b)

This modified formulation is for updating H, in the cells adjacent to the square
cylinder walls which cross the y-axis at y = —n;dy and y = n;dy . Similarly, a formula-
tion for updating H, in the cells adjacent to the walls which cross the x-axis at

x = —n;dx and x = n;dx can also be derived by using the Farady’s law.
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Fig. 4.7 A basic cell of Yee’s model adjacent to the coating
in the case of the TM excitation
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Next, consider the case of TE polarization, and focus on the cell as shown in Fig.
4.8. To update the z component of magnetic field, Farady’s law is used again. On left

hand side of the Farady’s law, the contour integral yields:

i Ed = - [EX, j+§> - EXG, j—%mx + [E;(t%. M- E;(i—f My (477a)

On the right hand side of the Farady’s law, the flux integral of the magnetic con-
ducting current and the magnetic polarization current are those included by the contour

integral path. From the third integral of (4.73):

e 1 e L
! 3.4 =0.5ctH, 2, j)+ H, 23, j)JpAx (4.77b)

where B is equal to 0.5 if H, is on the corners of square cylinder, otherwise B = 1. The
second integral of (4.73) can be written as

n+4- n— 1
! (1 - uo)—aa—tﬂd?&‘ = (0 — PUALH, G, j) - H, %G, HIPAx (4.77¢c)

where P is the same as defined in (4.77b). The first term of (73) is written as

[ Hoo e = oAy A, 2, )~ Y 2 ) (4.77d)
By adding (4.77) together and rearranging terms, a formulation for updating H,
becomes:
HT%(L D= - g; 1, »
0(?8 {[E"( J+ ) Ex(, j—%)]Ax [E"(H-— N - Ei—= 'J)]Ay} (4.78)
with
CA = 0.50,tcAl/zg — (1, — 1)t — Ay (4.79a)
. CB = 0.50tcoAtizy + (1, — 1)t + Ay (4.79b)

The same strategies can be followed to treat the cylinders with an arbitrary cross

section. The irregular boundaries can also be modeled by using Farady’s law and
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Fig. 4.8 A basic cell of Yee’s model adjacent to the coating of a
retangular cylinder in the case of the TE excitation
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Ampere’s law to conform the integral paths.

Numerical results have been obtained by using the schemes discussed in this sec-
tion for the TM or the TE case. They will be compared with those generated by the

integral equation method and the eigen mode expansion method in the next section.

4.5 Numerical Results

Now we have three different methods for solving the scattering problems involv-
ing a metallic object coated with thin layers of magnetic materials: the new surface
integral equation has been developed for an arbitrarily shaped metallic object coated
with a thin layer of magnetic material; the solution with eigen mode expansion for a
circular cylinder has also derived for a circular cylinder case; a modified scheme of
the FD-TD method has been developed for a cylinder with an arbitrarily shaped cross
section. Based on these three indepedent methods, numerical results are obtained,
respectively. To validate the new surface integral equations, the current distribution
and the radar cross section of a circular cylinder are calculated and compared with that
from the eigen mode expansion method. To study the singularity behavior of sharp
corners, square cylinders are chosen and the results from the integral equation tech-
nique and the FD-TD method are compared. The excellent agreement is obtained.
The effects of both complete coating and partial coating on radar cross section are

investigated for a circular cylinder and a square cylinder.

4.5.1 Perfectly Conducting Circular Cylinder Coated with Magnetic Thin Layer

a. Completely Coated Cylinder

Consider an infinitely long, perfectly conducting circular cylinder with k@ = 5x
where a is the radius of the circular cylinder. The perfectly conducting cylinder is

completely coated with a magnetic thin layer which has a parameter of
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ut/a=0.01 — j0.03. A plane wave is incident. on the cylinder along the direction of
increasing x. For the TE excitation, the current distributions and the radar cross sec-
tions by the MoM and the eigen mode expansion method are plotted in Fig. 4.9-4.10.
As shown in Fig. 4.9-4.10, the results by the MoM based on the new surface integral
equations for both the current distribution and the radar cross section have excellent
agreement with that of the exact solutions of eigenmode expansion. The comparison
of the current and the radar cross section between the cases of coated cylinder and
non-coated cylinder is also plotted in Fig. 4.9-4.10, and significant reduction in the
radar cross section is obtained if a magnetic thin layer is coated on the cylinder. The

back scattered filed is reduced by more than 10 db.

Figures 4.11 and 4.12 show the currents and the radar cross section of a coated
and uncoated cylinder with kpa =2r under a TM excitation. Both results from the
MoM and the exact solution also have an excellent agreement. The back scattered
filed is reduced by 3 db. If the size of the cylinder is increased to kya = 57 , the back
scattered field is decreased by 7 db as shown in Fig. 4.13-4.14.

Comparing the results with the TM and the TE excitation as shown in Fig. 4.9-
4.14, we see that magnetic coating on the reduction of radar cross section is more

effective for the TE excitation than for the TM excitation.
b. Partially Coated Cylinder

A perfectly conducting circular cylinder of kya = 2r is partially coated with a thin
layer of u,/a=001-;0.03 which covers 25% of the circumference within

180° — 45%<0<180° + 45° .

With the TM excitation, the radar cross section and the current on the fully
coated, partially coated or bare cylinder are plotted in Figs. 4.15-4.16. The current

distribution of partially coated cylinder exhibits a singular behavior at the edges of the
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coating. On the coated surface the current is very close to that of fully coated cylinder
except for at edges. On the remaining portion without coating, the current is almost
the same as that of the uncoated cylinder. The radar cross section of a partially
coated cylinder is some value between that of fully coated and bare cylinders except

for around 180° degree.

Figures 4.17 and 4.18 show the currents and the radar cross sections of a cylinder
with kya = 2r under the TE excitation for fully coated, partially coated and uncoated
cylinders. The current distribution in the TE case does not have the strong singularity

as observed in the TM case.
4.5.2 Perfectly Conducting Square Cylinder Coated with Magnetic Thin Layer

Next we examine an infinitely long square cylinder with kpa = 2n where a is the
length of one side. The plane wave is propagating along the x-axis at 0° degree and
the parameter of magnetic coating is p, = t/a = 0.01 — j0.03 . The curves in Figs. 4.19,
4.20 and 4.21 are the numerical results obtained by the MoM, based on the integral
equations, and the FD-TD method.

Figure 4.19 shows current distributions of a perfectly conducting square cylinder
without coating based on the MoM and the FD-TD method. Fig. 4.20 exhibits current
distributions on the fully coated square cylinder. The current distributions on the par-
tially coated square cylinder are also plotted in Fig. 4.21. The magnetic films with one
half of side length are symmetrically coated on the two comers at 135° and 225°
degrees. The numerical results have shown good consistence between the MoM and

the FD-TD method, even including singularity behaviors.

As the last example, consider a plane wave propagating along the direction of 45°
degree. Figs. 4.22-4.25 depict the variations of current distributions on the square

cylinder for the TM and the TE cases. Figs. 4.23 and 4.25 are the radar cross sections
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associated with the current distributions in Figs. 4.22 and 4.24.

4.6 Extension to Three Dimensional Case

The integral equation method and the FD-TD method used in this chapter can be
extended to the three dimensional problems. To use the integral equation method for a
3D problem, numerical algorithm developed in Chapter 2 can be applied. The moment
method with vector basis functions would be an appropriate choice. The eigen mode
expansion method can be used to solve the problem of a perfectly conducting sphere
with thin magnetic coating. The FD-TD scheme for 3D problems can be developd in

a similar procedure as described in this chapter.
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Figure 4.9 Radar cross sections of an infinitely long conducting circular cylinder
with or without a magnetic coating in the case of TE excitation (
koa = 5%, W, t/a = 0.01 — j0.03 )
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Figure 4.10 Amplitude distribution of the 8-component current on the surface of an
infinitely long conducting circular cylinder with or without a magnetic coating in the
case of TE excitation ( kga = 5%, u,¢/a = 0.01 — j0.03 )
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Figure 4.11 Radar cross sections of an infinitely long conducting circular cylinder

with or without a magnetic coating in the case of TM excitation (
koa = 2m, p,t/a = 0.01 - j0.03 )
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Figure 4.12 Amplitude distribution of the z-component current on the surface of an
infinitely long conducting circular cylinder with or without a magnetic coating in the
case of TM excitation ( kga = 2x, p,t/a = 0.01 — j0.03 )
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Figure 4.13 Radar cross sections of an infinitely long conducting circular cylinder
with or without a magnetic coating in the case of TM excitation (
koa = 5%, p,t/a = 0.01 - j0.03 )



170

2 .-"/\\
1.6
\J, 1/THi| 12
0.8
0.4 4 Exact solu.
...... No coating
0 = |

0 60 120 180 240 300 360
O (in degree )

Figure 4.14 Amplitude distribution of the z-component current on the surface of an
infinitely long conducting circular cylinder with or without a magnetic coating in the
case of TM excitation ( kpa = 5=, W, ¢t/a = 0.01 — j0.03 )
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Figure 4.15 Radar cross sections of an infinitely long conducting circular cylinder
partially coated with a magnetically lossy thin layer in the case of TM excitation (
koa = 2%, W, t/a = 0.01 — j0.03 )
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Figure 4.16 Amplitude distribution of the z-component current on the surface of an
infinitely long conducting circular cylinder partially coated with a magneticallt lossy
thin layer in the case of TM excitation ( koa = 2=, p,t/a = 0.01 — j0.03 )
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Figure 4.17 Radar cross sections of an infinitely long conducting circular cylinder
partially coated with a magnetically lossy thin layer in the case of TE excitation (
koa = 2%, p,t/a =0.01 - j0.03 )
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Figure 4.18 Amplitude distribution of the 6-component current on the surface of an
infinitely long conducting circular cylinder partially coated with a magneticallt lossy
thin layer in the case of TE exciation ( koa = 2%, p,t/a = 0.01 — j0.03 )
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Figure 4.19 Amplitude distribution of the z-component current on the surface of an

infinitely long conducting rectangular cylinder in the case of TM excitation (
koa =2x, p,t/a =0.0)
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Figure 420 Amplitude distribution of the z-component current on the surface of an
infinitely long conducting rectangular cylinder coated with a magnetically lossy thin
layer in the case of TM excitation ( koa = 2=, . t/a = 0.01 — j0.03 )
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Figure 4.21 Amplitude distribution of the z-component current on the surface of an
infinitely long conducting rectangular cylinder partially coated with a magnetically
lossy thin layer in the case of TM excitation ( koa = 2x, p,t/a = 0.01 — j0.03 )
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Figure 422 Radar cross sections of an infinitely long conducting rectangular cylinder
partially coated with a magnetically lossy thin layer in the case of TM excitation (
koa =2x, p,t/a =0.01 — j0.03 )
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Figure 4.23 Amplitude distribution of the z-component current on the surface of an
infinitely long conducting rectangular cylinder partially coated with a magnetically
lossy thin layer in the case of TM excitation ( kga = 2x, u,t/a =0.01 - j0.03 )™
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Figure 424 Radar cross sections of an infinitely long conducting rectangular cylinder
partially coated with a magnetically lossy thin layer in the case of TE excitation (
koa = 2x, u,t/a =0.01 - j0.03)
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Figure 425 Amplitude distribution of the 8-component current on the surface of an
infinitely long conducting rectangular cylinder partially coated with a magnetically
lossy thin layer in the case of TE excitation ( kga = 2%, p,t/a = 0.01 — j0.03 )



CHAPTER V

EFFECTS OF AN IMPEDANCE SHEET ON THE
CHARACTERISTIC PROPERTIES OF CAVITY BACKED ANTENNA
BY FINITE DIFFERENCE TIME DOMAIN METHOD

5.1 Introduction

In some military applications, it is desirable to hide an airplane from the detection
of radar systems. To achieve this goal, the scattered electromagnetic fields from the
airplane need to be substantially reduced. Since an antenna on an airplane is an
efficient scatterer, it is necessary to cover the antenna with a lossy layer to reduce its
radar cross section. However, by doing so, the receiving characteristics of the antenna
may be hampered. In this chapter, we will study the effects of an impedance sheet,
covering a cavity backed antenna, on the scattering and receiving characteristics of the

antenna.

The antenna system to be analyzed is a cavity-backed antenna as depicted in Fig.
5.1. TIts receiving and scattering characteristics will be investigated by the finite
difference time domain method. As shown in Fig 5.1, an open rectangular cavity is
situated on an infinite ground plane, and an impedance sheet covers the aperture of
the cavity. Intuitively, it is expected that the impedance sheet will attenuate the scat-
tered fields more than it will do to the incident field of the antenna, because the back-
scattered wave crosses through the impedance sheet twice but the incident wave to the
antenna crosses through the sheet only once. Since the interaction of an EM wave
with a cavity backed antenna covered by an impedance sheet involves complicated
phenomena, quantitative, information on the characteristics of this antenna can be

obtained after a complete solution is obtained.

182
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Fig. 5.1 Cavity backed antenna with an impedance sheet on the aperture
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The integral equation technique is difﬁc;ult to apply to this problem due to its
complex geometry and the infinite conducting surface involved. Therefore, the finite
difference time domain method is applied due to its simplicity and efficiency in treat-
ing complex problems. Based on the fundamental theory described in Chapter III, the
Yee’s model is modified for treating an infinitely thin impedance sheet. The radiation
boundary condition is changed to adapt the infinite structure. The backscattered field

and the current distribution on the antenna are obtained by the FD-TD method.

5.2 Basic Finite Difference Time Domain Scheme

The basic algorithm used in this chapter is similar to that discussed in Chapter III.
The Yee’s model is used to discretize the Maxwell’s equations for the interior points
as shown in Fig 5.2. The Mur’s second order radiation boundary condition is used to
truncate the infinite space into a finite one. The total field region and the scattered
field region are also defined. However, several modifications have to be made when
the basic algorithms are applied to this specific problem. First, the Yee’s model is
reconstructed from the integral form of Maxwell’s curl equations to facilitate the deal-
ing of the infinite thin sheet. Second, the Mur’s second order radiation boundary con-
dition is applied to the infinite ground plane by using the image theory. And last, to
reserve the applicability of the radiation boundary condition in the scattered field
region, the total field is decomposed into a part generated with the aperture absent and

another part contributed by the equivalent sources on the aperture.

5.3 Integral Interpolation of Maxwell’s Curl Equation

The differential forms of Maxwell’s curl equations are easily discretized into rec-
tangular or cubic cells of finite differences. In practice, a complex geometry or con-

stituents of materials need a better modeling of the curvature of smooth surface or
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irregular inhomogeneity than the staircase rgxodeling. The integral interpolation of
Maxwell’s equations provides a simple but efficient method to overcome the shortcom-
ing of the classic finite difference method. By using the integral interpolation, curva-
ture can be handled by conforming the paths of integration and inhomogeneity which
need not to be some units of the cells, such as the case of thin layers, thin wires etc.
In this section, as an important application, integral interpolation is used to treat an

infinitely thin sheet covering a cavity.

A Yee’s model with an impedance sheet is shown in Fig 5.3. The idea of han-
dling the thin sheet is based on the integral forms of Maxwell’s equations which are

stated as follows:

Farady’s Law is

lE-JI =- {J,;d? - !u%n-dz (5.3.1a)

Ampere’s Law is

1[Hd'[ - 3[J,-artﬁ + ![e% E&D (5.3.1b)

where J,=0,H, J,=0E , C is the contour path of integration and S is the surface
area surrounded by the contour C . When a magne .c “ield is to be updated, Farady’s
law is employed. While Ampere’s law is used to update an electric field. As an
example, to update H, , the contour integrations of electric fields E, and E,, which sur-

round the H, as shown in Fig.5.3, are conducted.

The integral equations of (5.3.1a) and (5.3.1b) can be equivalently written into the

forms of

iE-d?= - !J,,,-d?&‘ - l(u - uo)%}l-dﬁ - js'uosat-ﬁ'dg (5.3.2a)

lH:JI= [+ - 02D+ [l B (5.3.2b)
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Fig. 5.3 Yee’s Model Near The Impedence Sheet
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The equivalent sources can be defined as:

39 =3+ (u - l»lo)%ﬂ (5.3.3a)
J9=J, + (- eo)%E (5.3.3b)
or
JA=0,H+H- l»lo)%ﬂ (5.3.4a)
J9 = o + (e — eo)%E (5.3.4b)

The equivalent magnetic current consists of two parts: magnetic conducting
current J,, = 6,,H comparable to the electric conducting current, and magnetic polariza-
tion current. o, represents the magnetic loss of material which is represented by the
imaginary part of complex permeability in the frequency domain. o,, can be related to

the complex p* = (u, — ju) by o, = wp; when the excitation wave is time harmonic.

In the thin film structure, the sheet current manifests if the thickness ¢ approaches
zero but ¢,,¢ or o) — Ho)t and ot or & (e — €y)r remain finite. According to the Yee’s
model as shown in Fig 5.3, the integration of (5.3.2) is performed. For simplicity,
we first assume that 6,, =0 and p = py so that only the electric current exists on the
sheet. By using (5.3.2b) and integrating along the contour shown in Fig 5.4(a), the
integral equation (5.3.2b) can be interpolated as:

1 1
ol R S | Mty o1 1
[Hz 7(¢+—2-, J+‘Ev k) - Hz I(H—Z, ]_Ey k)]AZ

n+ n+
7...1 . 1 T,.. 1 . 1
= otAyO.S[Eﬁ"”’(i—f-% g b+ Eﬁ")(i+—; Ji 0]
+ (- eo)sz/Az[E?*‘>(i+-;— Jr k) — Ei"’(i+% J» 6]

+ 'eoAyAz/A:[E?*‘)(i% Jd» k) = Eﬁ"’(z’+—; Jd» 0] (5.3.5)
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where the first and the second terms on the right hand side are contributed by the con-
ducting and the polarization sheet currents. Equation (5.3.5) can be further simplified

to

1 1
el 1 s 11
(H, I(z+7, = k) - H, 7(z+3. 5 k)]Az

n+ 1 n+ 1
5. 1 . 1 .. 1 . 1
= (Hy "G k=) = Hy (i k)Y
= [0tAY0.5 + (€ — eg)tDELTAy/At + eoAyAz/At]Ef,"‘*l)(H% Jr k)
+ [O1AY0.5 — (¢ — eQ)iAy/Al — soAyAz/At]Ei")(H-—;- Jr B (5.3.6)

The modified Yee’s scheme is then obtained as

n U | CB n),.. 1
E{ *”(u+3, k)= - aﬁi )<z,z+7. k)

coAtz mioo1 1 B2 S
+ H +—, f+—, k) - H +—, j——, k)]Az
AyAzCA {[ gy - By Tl o ]

n+ pey

... 1 . 1 7. 1 . 1

- [H, (H‘E,,}. k+-§-) -H, (l+7. Js k-—z-)]Ay} (5.3.7)
where coefficients CA and CB are defined as

CA = [coAtzoot/AZ0.5 + (€, — Dt/Az + 1] (5.3.8a)
CB = [coAtzoOt/AZ0.5 - (g, — t/Az - 1] (5.3.8b)

Note that E is continuous across the sheet, only averaged value of E was used to

approximate the fields on the area closed by the integral contour.

In a similar way, a modified scheme for E, can also be derived:

w1 CB tmys iy 1
By i, ) = - aE‘, ij+ . )

A T S T I S B
AXAZCA {[Hz (‘+—2"ﬁ_2: k) Hz (l 2v.’+51 k)]AZ
T.E P S ROs SO S |
(H, (z,j+2.k+2) H, (z,ﬁ-z.k 2)]Ax} (5.3.9)

where
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CA = [coAtzq0t/AZ0.5 + (€, — 1)t/Az + 1] (5.3.10a)
CB = [coAtzgot/AZ0.5 — (¢, — 1)t/Az — 1] (5.3.10b)

As discussed in Chapter IV, the scattered fields can be significantly modified
when a magnetic material is introduced in the sheet. If 6=0 and € =g, we have a
magnetically lossy sheet, which is characterized by the parameter of o,, or p, — 1, over
the cavity on k=0 plane as shown in Fig 5.4(b). Then the finite difference schemes
for magnetic fields are created in a similar way as we did previously for electric fields
with an electrically lossy sheet. Since equivalent electric current J{? is zero when
c=0 and e=¢, , the magnetic fields are continuous across the sheet. By using
Farady’ law of (5.3.2a) and integral along the contour shown in Fig 5.4(b), a

difference scheme for the magnetic field H, can be constructed as follows:

(B2, 1, k) = EXG Jo ke)Az = (E5(, j, k) = E3CG, o, DAy =

(n+ ) (- 3)
— 6,1A0.5[H, 2 G, j+—;-, k+-;—) +H, 2, j+-% k+%)]

(n+ ) (n-1)
~ (b= ROUYIBH, 2 G g k) = Hy 2 (G j, k)]
(n+3) (-}
~ noAzAYIALH, TG, j+%, k+%) -H, 2, j+%, k+—;)] (5.3.11)

Physically, the first and the second terms on the right hand side of (5.3.11) are contri-

buted by the equivalent magnetic currents. Rearranging (5.3.11) yields

TAEX T S S g ST N O m%’yza
{[E;'(i. +1, k+%)—£*,‘(i, i k+-%-)]Az—[E;(i, j+%, k+D-EXG, j+%, k)]Ay} (5.3.12)
where
CA = O 1coA10.5/(2pA2) + (1, — 1)t/Az + 1 (5.3.13a)
€B = G,,tcoA10.5/(zpA2z) — (L, — 1)V/Az — 1 (5.3.13b)

Similarly, the y component of magnetic field can be updated by
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=H 11 CB, 9. 1 ., 1 colt

H, (4=, j, k=)= — ~2H  T(i+—, ], kt=)] - ———o

y D k)= — oy Ty e - e

{[E:(iﬂ, J k+%)—E:<i, J k+%)]Az—[E;'(i+%. i k+1)—E§(i+%, J k)]Ax} (5.3.14)

Both the electrically lossy sheet and the magnetically lossy sheet have been con-
sidered separately, and the Yee’s difference schemes have been modified for these
two special cases. However, most practical materials have both electrically and mag-
netically lossy properties. Thus, the electric current and the magnetic current are
presented simultaneously. In this general case, the formulations for the two special
cases discussed before can be combined and modified. It is informative to note that
the tangential components of the electric fields and the magnetic fields are no longer
continuous across the covered sheet when both the magnetic and the electric losses
exist. Therefore, the difference equations for updating both the electric fields and the

magnetic fields comprise both electric and magnetic sheet currents.

By the Ampere’s Law, we have
H-dl=(J,d8 + [(e - ea)—a-E-d?s' + so—a-E-dg
ar ot
The discontinuity of electric fields across the sheet can be compensated by a magnetic

sheet current of J;7t . Inside the sheet, electric fields can be approximated by the aver-

age value of the electric fields on both sides of the sheet. As shown in Fig 5.4(c), if
E(i+=, 0%
x ) ’
or
Eij+~, 0%)
y 2
is above the sheet, then the electric field inside the sheet is approximated by

Efi+J. 0% + 0.5/
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or

Ei+5. 0%) = 0575k
where
3 = 0, H(+ 2, 0) + (1 = po-SHG+-LJ, 0)
men 2 ot 2
While the electric fields are below the sheet, they can be evaluated by a difference of
magnetic sheet currents as
E(i+L j, 07 = E(i4L j, 0%) + O, Hy(i4L 4, 0) + (4 — po)t-2- Ho(i+ j, 0)
v w2 MYV a 7 2v
or
E(ij+L, 0) = E(ijtL, 07 — optH (4L, 0) — (1 — po)-2-H, (i 4L, 0) .
4 2 Y 2 mex 2 o - 2
It is seen that the right hand side of the Ampere’s law can be completed by finite
differences. Unfortunately, it is found that those approximations will fail if any time

derivative is involved. The difficulty can be viewed from the example of the third

integral on the right hand side of the Ampere’s law as shown in Fig.(5.4c).

The third integral ( ! GO%E«B ) is approximated by

i1 (S I G SV N
—\=ASgy|E +—J, 0) + (E, +—4, 0
8:{2 eo[x (i v ) +( (; >V ) +

Wb d . 1
OptHy = (=1, 0)+(u—u0)zEH, (=4 0) (5.3.15)

and the derivative in time domain leads to:
ASedA:{Ef,"*”(H% J. 01 - Ef"‘)(i+% J 0% + 0.50,,,r[H§"”)(i+-% J. 0) = H§")(i+% J» 0)]

e 1
+ - uo)t/Atz[H§"“)(i+—;-J. 0) - 2H, f)(i+% J, 0) + H;")(i+% Ji 0)]} (5.3.16)

However, the left hand side of the Ampere’s law i H-dl yields:
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1 ( 1
[mal- DL L0 - H,”’)(H%. > ona -

() 11 eep 1]
[Hy (l+71 Js —2-) - Hy (l+'5v I —3)]Ay (5.3.17)
The iteration of H, needs its information at time steps of n+1 and n on the right

hand side of the Ampere’s law, but time step of n+-;- on the left hand side. To over-

come this difficulty, the electric field E,(i+—;-‘j, 0) or Ey(z‘,ﬂ%. 0) is assumed to be the

field inside the sheet. Then, the integration over the area as shown in Fig 5.4(c) is
equivalent to taking the electric field inside the film as an averaged value. With this
assumption, the representation for the Ampere’s law remains the same, but that for the

Falady’s law is changed as shown in Fig 5.4(c). By the Farady’s law

Edl=-[1,& - [(1 - p)2HE - uoin-d?s‘
ot dt
Consider the electric field inside the film, the total current closed by the integral con-
tour is -;-o,,,tdyH, or -;-o,,,tdyH, . After some manipulations, the updating formulas for

magnetic fields become

EEG. 1. b )=ELG. ) ke Ot} o kDB oy k)]Ay} o
and
{[ EGi+1, j, k+.;_)—E;'(i, Ji k+%)]Az—-[E:(i+%, Jr k+1)—E:(i+%' Js k)le} (5:3.19)
where

CA = 0,,1cpA10.25/(2pA2) + (1, — 1)t/Az + 1 (5.3.20a)
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CB = 0,,1cpA10.25/(zpAz) — (1, — Dt/Az — 1 (5.3.20b)
Equations (5.3.18) and (5.3.19) hold also for k = ~1 and k = 0 where the magnetic

1
field components are just above or below the sheet. For example, H;HZ)(H—;-, J -%)

n+ L) . . .
or H§,+7 (i+%, Js %) is below or above the sheet which is located at plane k=0 . The

formulas of (5.3.18) and (5.3.19) evaluated at k=-1 and k=0 are almost the same

except for some changes in the coefficients of CA and CB .

5.4 Modification of Radiation Boundary Condition

For the geometry shown in Fig 5.1, a radiation boundary condition needs to be
applied to truncate the half space into a finite one. The outer surface of the truncated
space is depicted in Fig 5.2 where the infinite ground plane is included. Because both
the second order and the first order radiation boundary conditions use the points below
the ground plane, it is necessary to use the image theory. By the image theory, the
second order radiation boundary condition can be kept for the comer points on the

ground plane while the stability criterion is unchanged.

As discussed in Chapter III, with the Yee’s model only the components of electric
fields are determined from the field values at points outside the considered region if
the outmost surface is placed as in Fig.5.6. Thus, the radiation boundary condition is
only applied to the electric field components on the truncation surface. The Mur’s
second order radiation boundary condition for a three dimensional problem as stated in
Eq. (3.3.35a) of Chapter III can be illustrated in Fig. 5.5. If the outmost truncated sur-
face is assumed to be on the x=0 plane, then x>0 region belongs to the interior
region. The field at point (0, j, k) is determined by all its adjacent points as shown in
Fig.5.5.
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Fig.5.5 Points Used in the Mur’s Second Order Approximation
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Figure 5.6 illustrates a radiation bounciary condition for a structure with an
infinite ground plane. W represents any components of electric fields at a proper posi-
tion in the Yee’s model. It is assumed that the ground plane is located at k = 0 plane.
Since E, and E, at k=0 are tangential components which lead to zero, the Mur’s
second order approximation and the first order approximationcan be directly applied to

them.
To update the normal component of electric field above the ground plane, E, com-
ponent at k =% , the knowledge of field below the ground plane is necessary. For-

tunately, the image theory can be used and the fields produced by the sources and their
images are intuitively illustrated in the Fig. 5.7. The real sources above the ground
and their images provides the actual solution in the space over the ground plane. The
tangential components of electric field produced by the sources and their images are
antisymmetric w.r.t. the ground plane, while the normal components of electric field

are symmetric w.r.t. the ground plane.

In our specified problem, the aperture fields can be regarded as equivalent sources

on the ground plane, so the same image theory can be applied to analyze their sym-
metry properties. For example, to update E,(, j, %), the normal component of electric

field E,(, j, - -%—) in the radiation boundary condition is replaced by the field E,(i, j, %)

according to the field symmetry from the image theory. This technique is applicable
to the second and the first order approxiamtions on the points at the intersection of the

ground plane with the outermost plane. It can be shown that the resulted scheme is
stable. As an exmaple, the radiation boundary condition for E, at points (i, j, k#—;-) on

the plane x = 0 is represented by:

coAt—Ax T |
+Ax [E:+ (lo.” k+—2') +

1 . 1 — g1 : 1
EFNO.J ki) = =B k) + <
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Fig. 5.6  Mur’s Difference Scheme Near Ground Plane
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2Ax

I §
E;_(O'J'k+2)]+_——coAt+Ax

(EX1, J, k+%) + EXO, j, k+%>1

(coAt)*Ax

. 1 o . 1
+ — UL (B0, j+1, kL) = 2E70, j, kL) + EFO, j-1, k=
2Ay2(coAt+Ax)[ ©.J 2 ) ) + Q. 2)

+ E(1, j#1, k+%) —2E1, j, k+%) + ENL -1, k+%)]

(coAt)*Ax

: 1 o] o1
——————[EXO, j, k+14+=) = 2EX(O0, j, k EXO, j, k——
2Az2(coAt+Ax)[ 2(0, J ++2) ©,j +—2)+ ©,j 2)+

EX1, . k+1+%) —2E7(1, j, k+%) + EL, k—%)] (5.4.1)

Equation (5.4.1) is the Mur’s second order formulation at x = O for the wave pro-
pagating against the x-axis direction. It is exactly the same as (3.3.35a) if E, is inter-

changed with W .
When k=0, E,Q,j, +—;-) is the field just above the ground plane, but E}(0, j, -%)
or E}(1, j, —%) in (5.4.1) are the fields below the ground plane which should be substi-

tuted by E7(0, j, +%) or E(0, j, +%). Therefore (5.4.1) becomes

1 )+ coAt—Ax
2 CoAt+Ax

E*0, j, +%) - —£7'q, ], (EM(1, j, —;—) + EF\0, ), %)1

L 2
CoAt+Ax

.\ (coAt)*Ax
2Ay*(coAt+Ax)

1
2

(EX1, j, %) + EY0, j, 1))
[EXO, j+1, +§) ~ 2EX0. J, +—;—) + EXO, j-1, %)

+ EXL 4+, %) —2E1, j, %) + EX(1, j-1, %)1

(cohty?Ax o 1
- . E“ 09 ’ ] N -E: v o A
At B0 1) — EXOG ) +
EX1, J, 1+§> - EX1, J, %) ) (5.4.2)
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5.5 Fields in the Scattered Field Region

In the scattered field region, only outgoing waves are considered so that one can
apply the radiation boundary condition. As shown in Fig.5.8, the total fields can be
decomposed into incident field E’, reflected field E” with the aperture absent, and scat-
tered field produced by the aperture field E* . It is easy to see that the field produced
by aperture field is an outgoing wave exiting the outermost truncated surface, and the
incident field and the reflected field are known. The total fields then can be

represented by:

E“?(r) = E(r) + E'(r) + EX(r) (5.5.1)
where E{(r) + E'(r) are known functions and E° is an outgoing wave exiting the trun-
cated region. A radiation boundary condition now can be applied to the E° in the

scattered field region.

5.6 Backscattered Fields

When an excitation or driving force is a sinusoidal function, a steady state is
reached after a certain period of time. The fields at any points in the truncated region
can be obtained after sufficient iterations. To calculate the far zone scattered fields or
radiation fields, it is easer to use equivalent surface sources based on the equivalence

principle as shown in Fig 5.9(a).

On the aperture S, , AXE # 0 and AXH # 0 . On the ground screen S, , AXE = 0 but

AxH # 0. The scattered fields are evaluated as

E'(r) = 1 I [(ﬁ’xE)xV’d) + (AE)V'O - jwu(ﬁ'xH)d)] das’ (5.6.1a)
4r ¢ oS,
H(r) = -211? f [(ﬁ’xH)xV’(D + (AH)V'O + jmu(ri’xE)tb] ds’ (5.6.1b)

Sot+Sp
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Fig. 5.8  Decomposion of Total Fields in the Scattered Field Region
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where the integration is over the aperture and the entire ground plane. Since

equivalent surface currents are only known on the finite aperture region, it is desirable

to eliminate the contribution of nxH and A‘E over the ground plane. Because the sur-

face fields maintain the null field within the excluded region, then nothing is changed

if that region is backed by a perfect conductor. The resulted image system is indicated

in Fig.5.9(b):

By the image theory, electric sources are annulled by their images while the mag-

netic source and their images are additive in effect. This leads to the conclusion that

AxE is the only effective surface current such that:

E‘(r) = —— J (AXE)XV'® dS’
2r A

S __L_ [u. ’ . Y ] ’
HT) = 5 J,, (W-H)V'® + jop(i’xE)d| ds

—jkR
where ® = -e-l-a-- and R =Ir — r'I . Under far zone approximation:

-jkr
VO = fjkE—e"
r
when Iri»Ir’l and kR»1 . The radiated fields are:

g~ —Jk el
2r

x J (A'XE) &¥7 ds’
P

H = (’xE)m

and radar cross section is given by
o = 2u i B 2
EO
As r approaches = (5.6.5) becomes:
o = ([ Eoyr 97 a2
2 Eo
0
or

(o] K E i on?
— = ——| | (AX—)%F &7 dS’|
AL 8n’ s[,( Eo)

(5.6.2a)

(5.6.2b)

(5.6.3)

(5.6.4a)

(5.6.4b)

(5.6.5)

(5.6.6)

(5.6.7)
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In the y-z plane, the unit vector 7 =cosBf+sinfy , P=x£f+)yy and

AXE = E,y — E,£ . Radar cross section in y-z plane becomes:
4 .
8—i3—|!(E,fcose + E,ycos® — Eyz‘sine)e”" sin8 7672 (5.6.8)
0

Similarly in the x-z plane, 7= cos67 +sin6£ , P =x2+yyand AXE=Ey—-Ef .

Radar cross section in y-z plane is given by

4 L,
%l ! (E£cos8 + E,jicosd — E,Zsin)e/n04s2 (5.6.9)
T 0

5.7 Numerical Results

5.7.1 Open Cavity situated in the Ground Plane

Use the algorithms discussed in proceeding sections, fields at any points in the
truncated region can be calculated. First consider an open cavity situated in the
ground plane without an antenna inside. The field distributions inside the cavity and
on the aperture, and the radar cross section are calculated when a plane wave is
incident on the cavity. The effects of an impedance sheet on the radar cross section

and field distributions are also studied.

As shown in Fig.(5.10), each side of the aperture is one wavelength long, and the
depth of the cavity is also one wavelength long. A plane wave is normally incident on
the ground screen. In the FD-TD computer code used for all the following numerical
data, each side of the cavity is divided into twenty-one cells and the radiation boun-
dary is set about fifteen cells away from the aperture. Two cases are considered which
are an open cavity with empty aperture and an open cavity with its aperture covered
by an electrically lossy ‘ﬁlm. Figs. (5.10a) and (5.11a) show the distribution of the
tangential components of electric field E* on the aperture without film covered, and

Figs. (5.10b) and (5.11b) show that when the aperture is covered by an infinitely thin,
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electrically lossy sheet of or=0.01. By comparing these two cases, the difference
between field distributions can be seen. Fig. (5.12) shows the radar cross section in
the X-Z plane and the Y-Z plane for the two cases. The radar cross section is reduced

by 10 db in Fig.(5.13) when a resistive film is presented.

When aperture is empty, Figs.(5.10a), (5.11a) and Fig. (5.14) exhibit three com-
ponents of the electric field E; on the aperture and E, is plotted half cell above, E, and
half cell below, E°“, the plane of aperture according to the location of Yee’s model.
It can be seen that the x component is much greater than the y component of electric

field and E, component is changed greatly across the aperture plane.

When the aperture is empty, the total fields inside the cavity at the plane of
z = —d+5*dz which is 5 cells away from the bottom are plotted in Figs. (5.15-5.16). It
is also interesting to see the variation of the total field distributions along the z direc-
tion in both the x-z plane and the y-z plane as shown in Figs. (5.17-5.21). The fields
of E, and H, are two dominant components which are also plotted for the case of an
electrically lossy impedance sheet with or = 0.01 covering over the aperture as shown
in Figs. (5.40-5.44). Comparison of Figs. (5.20-5.21) with Figs. (5.17-5.18) indicates
that the structures of field distributions are the same while the amplitudes of the fields

are reduced as an impedance sheet is covered over the aperture.

5.7.2 Cavity Backed Antenna

Receiving Characteristics

Figure (5.22) shows a cavity backed antenna where cavity size is the same as
described above. The antenna is placed parallel to the incident electric field. The
plane wave is normally incident on the cavity. The antenna is about half wavelength

long and one cell size thick. It is centrally fed by 50 ohm. The antenna is located
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17/20 wavelength away from the bottom of the cavity where the x component of elec-
tric field reaches maximum in the absence of the antennna as shown in Fig.(5.20).

The loaded impedance is accounted by taking the conductivity of central cell of the

antenna to be ¢ =

where Z,, = 500hm .
AzAyZ,,

The aperture fields are shown in Figs. (5.22-5.23) and the radar cross sections are
plotted in Fig. (5.24). We didn’t see a significant difference in the field distributions
for the case of an open cavity and the case of a cavity-backed antenna for this size of
cavity. The radar cross section is reduced more than 10db if an infinite thin film with

ot = 0.01 is placed over the aperture.

As shown in Figs. (5.25-5.26), the field distributions inside the cavity are greatly
changed when the film is on the aperture. The discontinuities of the fields at both
ends and the center of the antenna are observed. The boundary conditions on both the

walls and the antenna are seen to be satisfied.

A comparison of current distributions on the antenna is given in Fig. (5.27) which
shows the effect of an electrically lossy sheet on the antenna. The received power of
the antenna without a film covered is -54.4 db, while it is reduced to -65.6 db when
the film is covered. Unfortunately, the received power is also reduced about 10 db,
which is almost the same as the radar cross section. This is not what we expected.
We expect to reduce the radar cross section of an airborne antenna but not to degrade

its receiving property by covering the antenna with an impedance sheet.

The comparison between the open cavity and the cavity backed antenna on the
ground plane shows that the reductions in their radar cross sections when the film is on

the aperture are almost the same, which is about 10 db, for the geometry chosen.

The unsatisfactory reduction in the radar cross section may be due to the fact that

the scattering properties are strong functions of cavity parameters. In our numerical
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example, the cavity is at resonance. The scattered fields produced by the aperture and

the cavity are dominant, which is much stronger than that produced by the antenna.
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Figure 5.10 (a) x-component of scattered electric field on the empty aperture of an
opened cavity in the ground screen; (b) x-component of scattered electric field on the
aperture covered with an impedance sheet.
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Figure 5.11 (a) y-component of scattered clectric field on the empty aperture of an
opened cavity in the ground screen; (b) y-component of scattered electric field on the
aperture covered with an impedance sheet.
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Figure 5.12 Radar cross section of an opened cavity ( koa =2x,d/A=1) when a
plane wave is normally incident on it ( 6 = 0.0 ): (a) an opened cavity with its aperture
empty; (b) an opened cavity with its aperture covered by a thin film ( ot = 0.01 ).
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Figure 5.13 Comparison of radar cross sections in the X-Z plane of an opened cavity
( koa = 2®r, d/A =1) when a plane wave is normally incident on it ( 6 = 0.0 ).
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Figure 5.14 z-component of electric field on the empty aperture of an opened cavity
in the ground screen: (a) E, at half cell above the aperture; (b) E, at half cell below

the aperture.
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Figure 5.15 Total electric ficld distribution at the plane z = — d + 5dz which is 5 cells
away from the bottom of the cavity ( kpa = 2x, d/A =1 ) when a plane wave is nor-
mally incident on it ( = 0.0 ) and no film is covered on the aperture.
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Figure 5.16 Total magnetic field distribution at the plane z =—d + Sdz which is §
cells away from the bottom of the cavity ( kga = 2%, d/A =1 ) when a plane wave is
normally incident on it ( 6 = 0.0 ) and no film is covered on the aperture.
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Figure 5.17 (a) x-component of total electric field in the X-Z plane inside the cavity
with its aperture empty; (b) x-component of total electric field in the Y-Z plane inside
the cavity with its aperture empty.
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Figure 5.18 (a) y-component of total magnetic field in the X-Z plane inside the cav-
ity with its aperture empty; (b) y-component of total magnetic field in the Y-Z plane
inside the cavity with its aperture empty.
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Fi 5.19 (a) z-component of total magnetic field in the X-Z plane inside the cav-
itygt:m.empty aperture; (b) z-component of total magnetic field in the Y-Z plane

inside the cavity with its aperture empty.
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Figure 5.20 (a) x-component of total electric field in the X-Z plane inside the cavity
with its apertutre covered by an impedance film; (b) x-component of total electric field
in the Y-Z plane inside the cavity with its aperture covered by an impedance film.
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Figure 5.21 (a) y-component of total magnetic field in the X-Z plane inside the cav-
ity with its aperture covered by an impedance film; (b) y -component of total magnetic
field in the Y-Z plane inside the cavity with its aperture covered by an impedance film.
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Figure 522 (a) x-component of scattered electric field on the empty aperture of a
cavity-backed antenna; (b) x-component of electric field on the impedance-film
covered aperture of a cavity-backed antenna.
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Figure 523 (a) y-co:ﬁponent of scattered electric field on the empty aperture of a
cavity-backed antenna; (b) y-component of electric field on the impedance-film
covered aperture of a cavity-backed antenna.
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Figure 5.24 Comparison of radar cross sections of a cavity-backed antenna (
koa =2m, d/A =1, location of the antenna h/A = 17/21, Z,, = 50 ohms ) when a plane
wave is normally incident on it ( ® = 0.0 ): (a) Radar cross section in the X-Z plane;
(b) Radar cross section in the Y-Z plane.
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produced by a cavity-backed antenna with its aperture empty; (b) x-component of total
electric field in the X-Z plane inside the cavity produced by a cavity-backed antenna
with its aperture covered by an impedance film.
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Figure 5.26 (a) y-component of total magnetic field in the X-Z plane inside the cav-
ity produced by a cavity-backed antenna with its aperture empty; (b) y-component of
total magnetic field in the X-Z plane inside the cavity produced by a cavity-backed
antenna with its aperture covered by an impedance film.
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The Comparison of Total Currents on the Antenna
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Figure 5.27 Comparison of the total current density distribution on the cavity-backed
antenna :

( centra fed impedance Z,, = 50 ohms; the antenn