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ABSTRACT

ON SYNTAX, ALTERNATIVE SEMANTICS, AND COMPUTATION IN COORDNATION

by

Irina Agafonova

This dissertation tackles various puzzles at the syntenaséics interface in coordination. The
first question is whether different readings of natural leage conjunction, such as coordinate and
subordinate interpretations, can be deduced from a ugifgimtax-semantics. | explore the be-
havior of both types of coordinate structures and attritiue@ distinct properties to the difference
in syntactic representations. The new approach does ne atll puzzles, but it challenges the
power of the standard semantics of conjunctions. This ehg# is then addressed by the second
research question.

The second question is what is the appropriate semantiasataral language conjunctions.
The traditional semantic approach assumes natural laege@gunctions to be logical operators.
However, it fails to capture various meanings of conjunttiand their scopal properties, asking
for an alternative approach. | propose that natural langeagjunction is a set forming operator
and conjoined structures denote the set whose members arbliHalternatives created by the
conjuncts. The new approach provides a better explanatiscope ambiguities in coordination. |
further address this type of ambiguity in the third reseayobstion.

The third question is how to implement a solution to the maggroblem from a computa-
tional point of view. The problem is that ambiguities in maldanguage create possible readings
which can grow exponentially. Enumerating such readingsisnerous task. A much more ef-
ficient solution is to use underspecified semantic repraiens within a Minimalist Grammars

formalism.



To my family.
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Chapter 1
INTRODUCTION

One of the well-known properties of natural languages istthere is no one-to-one mapping from
meaning (semantics) to form (syntax). One meaning can k#ered by different sentences or a
sentence can have different interpretations. In linguisory, the mapping problem is addressed
at syntax-semantics interface. This dissertation tackde®us puzzles at the syntax-semantics
interface in coordination. In this chapter, | provide a bbhackground on coordination, lay out
main research questions, and discuss how these questiadaressed in the chapters to follow.
There are two principal ways to view the syntax of coordmatisentential and phrasal. Ac-
cording to the sentential view, all coordination is sentdrdnd phrasal coordination is derived
from corresponding sentential coordination. For instatice sentences in (1.2) are underlying

structures for the sentences in (111).

(1.1) a. John and Bill went to the store.
b. John ate cake and drank bear.
c. Billis old and fat.
d. John talked to Bill and Fred.

(1.2) a. Johnwent to the store and Bill went to the store.
b. John ate cake and John drank bier.
c. Billis old and Bill is fat.
d. John talked to Bill and John talked to Fred.

There are two main approaches within the sentential viewoofdination. The first approach
is the standard conjunction reduction approach (Choms¥y71Gleitman, 1965; Ross, 1967;
Wilder, 1994, 1997; Schwarz, 2000). According to this applg phrasal coordination is de-

rived from sentential coordination by deletion under idtgrar ellipsis of material. The second

approach is the parallel or multi-dominance approach (@bo#987; Muadz, 1991; Moltmann,

1The sentences in (1.1) and (1.2) come from Munn (1993).



1992; Wilder, 1999; Citko, 2000). According to this approathe material is shared by more
than one node. The tree structures in (1.3) show how codidmg treated within each of the

approaches.

(2.3) a. Conjunction Reduction

TP
TP andP
/\ /\
John vP and TP
T~
ate cake Jehﬂ/\vP
T~
drank bear
b. Multi-dominance
TP
TP andP
/\
Jahn VP and TP
ate cake DP vP
A
drank bear

According to the phrasal view of coordination, phrases of sime can be coordinated (Gaz-
dar, 1985; Sag et al., 1985; Munn, 1993). According to théswithe sentence in (1.4a) is a vP

conjunction (1.4b).

(1.4) a. John ate cake and drank bear.

b. TP

John vP

vP Conj

— T

ate cake gnd vP

T~

drank bear

The sentential approaches are consistent with the traditapproach to the meaning of natural



language conjunctions (Grice, 1975; Schmerling, 1975n80s1980). This approach assumes
that the semantics of a conjunction is equivalent to itsdalgcounterpart. The natural language
conjunctionand is equivalent to the logical operatorand the natural language disjunctionis

equivalent to the logical operatar and the following statements hold (1.5). According to this

approachp andq are propositions and conjunctions operate on propositions

(1.5) a. pandg=p A g, which s true if and only ifp is true andj is true.
b. porqg=pV q,whichis true if and only ifp is true orq s true.

A traditional problem for the sentential approaches andtardard logical semantics of con-

junctions is presented by such sentences as (1.6).

(1.6) a. John and Bill met in the park.
b. *John met in the park and Bill met in the park.

The conjunction reduction approach fails because (1.6ejtiderived from a well-formed sentence
(1.6b). The apparent interpretation of (1.6a) is the regevhere two individualslohnandBill
are conjoined. However, this reading is not predicted unidertraditional logical semantics of
conjunctions, which operates on propositions.

Sentences involving a quantificational subject create daiproblem for sentential approaches

(Rooth and Partee, 1982).

(1.7) a. Someone fed the dog and hit it.
b. Someone fed the dog and someone hit it.

The sentence (1.7a) does not have the denotation of thensahfgaraphrase (1.7b). If we
assume that what is coordinated in (1.7a) is not senterieasttie problem for the standard logical
semantics arises since whatever is coordinated in (1. %9 wlot denote propositions.

In the dissertation, | defend the phrasal view to coordamatin particular, chapter 3 discusses
gapping constructions in English and Russian. It showsdbape effects and binding facts are
not predicted in the sentential view. It is argued that theapél view provides a better account for

distribution of gapping data in both languages.



Before | proceed to how semantics of conjunctions can beemeaithin the phrasal view, |
briefly discuss phrase structure research. There are two apgiroaches to deal with structural
representation of coordination, symmetric and asymmetric

Traditionally, most studies have assumed a flat or symmgtimictural representation of coor-

dination (Chomsky, 1965), as in (1.8).
(1.8) XP

XP XP and XP
According to the traditional symmetric approach, coortBretructures are multiply headed, as in

(1.9).

(1.9) John saw Mary and Peter and Harry and. ..

Later on, the X-bar theory of phrase structure was introddackendoff, 1977) and the tradi-
tional symmetric approach to coordination was abandonedetthe X-bar theory, a phrase has to
have a unique head and the representation has to be binaigrdhag to the X-bar approach, co-
ordination has received the tree representation in (1vil@@ye the first conjunct is a specifier and

the second conjunct is a complement of the XP phrase (Kay@tzl; Munn, 1987; Johannessen,

1998).
(1.10) XP
/\
YP X
PN
X ZP

However, Munn (1993) provided three arguments (bindingsfaacross-the-board extraction,
and unlike category coordination) against the structuwatesentation in (1.10); instead he argued
for the asymmetric adjunction approach. According to tlppraach, the conjunction and the
second conjunct adjoin to the first conjunct, as schematizéd11).

(1.11) XP
XPq ConjP

/_\
Conj XP



According to the adjunction approach, XP is a projectiorheffirst conjunct Xp and XP domi-
nates XB. The structure of coordination is asymmetric. In the disgem, | adopt the adjunction
approach to coordination. In particular, chapter 2 argoesh event control approach, accord-
ing to which the event argument of the first conjunct domisdite event argument of the second
conjunct. Such a relationship is only possible if the adfiomcphrase structure of coordination is
assumed.

Now, | discuss different ways to deal with semantics of canfions if a phrasal approach to
coordination is assumed. The phrasal approach predidtphhases of any type can be conjoined,
not just sentences. There are then two principal ways tweléhe semantics of conjunctions.
One way is to assume that all conjunctions are propositi@iaSchein, 1994). The generalized
conjunction approach works in this way (Keenan and FaltZ81&azdar, 1980; Partee and Rooth,
2002). If conjoined phrases are not sentences, i.e. theyaref the type<t>, an operator
(join 11 for conjunction andneetL! for disjunction) generalizes over them recursively by laiab
abstraction until they reach the typg>. The generalized conjunction approach works if two
conjoined phrases are of the same type. If the conjoinedsphrare of unlike semantic category,
coordination may need to be accounted for by type-shiftRgoth and Partee, 1982; Partee and
Rooth, 2002). For instance, in order to interpret the phdaés and every womanve need to
type-shiftJohnfrom the individualj to the generalized quantifiaP[P(j)].

The other way assumes that all conjunctions are group-faymor of the typee (Krifka, 1990;
Munn, 1993). The question is how the phrasal coordinatiqi ih2a) receives its sentential inter-

pretation in (1.12b).

(2.12) a. John and Bill went to the store.
b. John went to the store and Bill went to the store.

According to Munn (1993), coordination should be treatechgdural and the sentential inter-
pretation of coordination does not need to be explicitlyrespnted in the syntax or semantics.
He claims that the case with coordination can be viewed ialf@ito the universally quantified

sentence in (1.13).



(1.13) Every student in the class sat down.

In (1.13), every studenpicks out whatever students are in the class in the relevamiath of

discourse as in (1.14).

(1.14) a. Patrick sat down.
b. Julie sat down.
c. Gus sat down.
d. Charlie sat down.

However, the sentences in (1.14) do not need to be presemy &h\ael of representation.

In this dissertation, a different semantic approach towactjons is proposed, a Hamblin se-
mantics (Hamblin, 1973). According to this approach, canfions are not propositional or indi-
vidual denoting; rather conjunctions are set-forming apms and conjoin Hamblin alternatives.
The alternatives can be of different semantic types, inodhdividuals, properties and proposi-
tions. The new semantic approach of coordination is deeelap chapter 3.

Finally, it is important to briefly discuss the relationshigtween conjunction and disjunction.
In syntax, conjunction and disjunction are usually treateplarallel. However, as noted by Rooth
and Partee (1982), conjunction and disjunction differ waspect to their semantics, including sco-
pal properties. It has been observed that disjunction le=has a scope-bearing element, whereas

conjunction does not show such behavior (Larson, 1985).

(1.15) a. Bill hopes that someone will hire a maid and a cook.
b. Bill hopes that someone will hire a maid or a cook.

In (1.15), only the disjunction sentence (1.15b) has a wedgs reading, which can be paraphrased
with ..., but | don’t know which

In English, conjunction and disjunction are associated Witth and either, which Larson
(1985); Higginbotham (1991); Munn (1993) treat as scope&atdrs. According to Higginbotham
(1991), every disjunction is agitheror andeitheris like an indefiniteany. Similarly, every con-

junction isbothand, whereboth parallelseachor all. In chapter 4, | discuss scope effects in



disjunction and provide an account within direct composidéil semantics and Minimalist Gram-
mars formalism.

The background on coordination | have provided in this ciieaifows to formulate the follow-
ing three research questions. The first question is wheifferaht readings of natural language
conjunction, such as coordinate and subordinate interfioes, can be deduced from a unifying
syntax-semantics. | explore the behavior of both types ofdioate structures and attribute their
distinct properties to the difference in syntactic repnéatons. The new approach does not solve
all puzzles, but it challenges the power of the standard sgasaof conjunctions. This challenge
is then addressed by the second research question.

The second question is what is the appropriate semantiasataral language conjunctions.
The traditional semantic approach assumes natural laege@gunctions to be logical operators.
However, it fails to capture various meanings of conjunttiand their scopal properties, asking
for an alternative approach. | propose that natural lang@agjunction is a set forming operator
and conjoined structures denote the set whose members arbliHalternatives created by the
conjuncts. The new approach provides a better explanatiscope ambiguities in coordination. |
further address this type of ambiguity in the third reseapebstion.

The third question is how to implement a solution to the maggiroblem from a computa-
tional point of view. The problem is that ambiguities in maluanguage create possible readings
which can grow exponentially. Enumerating such readingsisnerous task. A much more ef-
ficient solution is to use underspecified semantic repratiens within a Minimalist Grammars
formalism.

The dissertation is organized as follows. Chapter 1 prevalbrief background on coordina-
tion and delimits the scope of the dissertation. Chaptera2sdeith symmetric and asymmetric
coordination and their syntactic and semantic properfiée. chapter states that there exists a de-
pendency between syntactic properties of (a)symmetricdboation and the way the coordination
is interpreted. | argue for an event control approach toy(ajsetric coordination and show that

the approach provides better explanation for the data IndEmglish and Russian.



Chapter 3 makes an argument for the alternative semantasighh, 1973) for conjunction.
Recently, indeterminate phrases (Kratzer and Shimoya@t®;2Shimoyama, 2006) and disjunc-
tion (Alonso-Ovalle, 2006; Hulsey, 2008) have been rearelyas operators introducing sets of
Hamblin alternatives. The new approach helps to solve abwgherwise puzzling facts about
indeterminate phrases and disjunction. | adopt a Hambhmaséics and extend the approach to
conjunction. | propose that natural language conjuncisaa $et forming operator and conjoined
structures denote the set whose members are Hamblin diteshareated by the conjuncts. The
new approach gives a natural explanation for the syntaxas&os of gapping constructions in En-
glish and Russian. It provides further evidence for Hamalternatives as an analytical tool and
sheds light on the nature of existential closure by addngsshy a logical possibility people do
not normally attend to — that there might be closure opematigith other quantificational force,
such as universal — might actually be realized.

In chapter 4, | address scope ambiguity in coordination.olpf@ Minimalist Grammars for-
malism (Stabler, 1997; Stabler and Keenan, 2003; Kobel@gR@vhich uses underspecification
in semantic representations. | use the formalism to acdoumifferent readings in gapping con-
structions with disjunction embedded under a modal verhxtdrel the coverage of the approach

to other scope ambiguity cases in disjunction. Chapter &lodies and discusses future research

guestions.



Chapter 2
SYMMETRIC AND ASYMMETRIC COORDINATION

2.1 Introduction

This chapter deals with symmetric and asymmetric cooriinadnd their syntactic and seman-
tic properties. The chapter states that there exists a depeg between syntactic properties of
(a)symmetric coordination and the way the coordinationtisrpreted. | argue for an event control
approach to (a)symmetric coordination and show that theoagh provides better explanation for

the data both in English and Russian.

2.2 The phenomenon

Many researchers (Ross, 1967; Schmerling, 1975; Goldsa®®b; Lakoff, 1986; Culicover and
Jackendoff, 1997) have pointed out that coordinate strestaonjoined with natural language

conjunctionand can sometimes trigger subordinate interpretations su¢?. &g

(2.1) John drank the poison and died.
(= John drank the poison and as the result he died.)

In a subordinate interpretation there is some logical dépecy between the conjuncts such
that the event denoted by the second conjunct is undersgimii@ving the event of the first con-
junct and the two conjuncts together describe a singletsituaCoordinate structures that allow
subordinate interpretations are sensitive to the changigeadrder of the conjuncts, as illustrated

in (2.2).
(2.2) # John died and drank the poison.

The coordinate structure in (2.2) does not have the depatafi(2.1). | will call the coordina-
tion that allows a subordinate interpretatiasymmetric coordinatianAsymmetric coordination

contrasts witrsymmetric coordinatiofPosner, 1980) in (2.3).



(2.3) Paris is the capital of France and Rome is the capitihlyf

In symmetric coordination, there is no logical connecti@imeen the two conjuncts; rather,
each of the conjuncts is treated independently. In symmetrordination, switching the order of

the conjuncts does not affect interpretation of the coai@istructure (2.4).

(2.4) Rome is the capital of Italy and Paris is the capitalrafif€e.

(2.4) has the same denotation as (2.3).

(A)symmetric coordination has been found in many typolaljycdifferent languages, includ-
ing Welsh (Sadler, 2006), Korean (Kwon, 2004), and Germaih(é] 1990). In the next sub-
sections, | sample (a)symmetric coordination from a seanfliages. | observe that there is a
correlation between the syntactic properties of (a)symimebordination and whether the coor-
dination is interpreted (a)symmetrically. | draw a prelauy generalization that in symmetric
coordination each conjunct is finite that allows a coordorato have an independent or symmet-
ric interpretation, whereas in asymmetric coordinatiom $kecond conjunttis non-finite and is

dependent on a selecting category.

2.2.1 Welsh

(A)symmetric coordination has been found in WefsBne characteristic property of asymmetric
coordination in Welsh is that only the verb of the first comjuis marked for tense. The verbs of

the second and any following conjuncts occur in the nondifatm (Sadler, 2006).

(2.5) a. Trodd Johna baglodd ary pafin.
turn.past.3sgohnandstumble.past.3sgn the pavement
‘John turned and stumbled on the pavement.’

b. Trodd Johna baglu ary pafin.
turn.past.3sgohnandstumbleon the pavement
‘John turned and stumbled on the pavement.’

1in head final languages, such as Korean, it is the first conjhatis tenseless.
2\Welsh is a head initial language.

10



In (2.5a), both verbs are marked for tense and the sentesce $fyanmetric interpretation. On
the other hand, (2.5b) is an asymmetric coordination, irctviaifinite verb occurs only in the first

conjunct and the verb in the second conjunct is non-finite.

2.2.2 Korean

In Korear? (Kwon, 2004), in case only the final conjunct is marked foisterthe sentence renders
an asymmetric interpretation (2.6a). If a tense morpherpeays in both conjuncts, the sentence

is forced to have a symmetric interpretation, thus (2.6mfedicitous.

(2.6) a. Payksel kongcwu-ka sakwa-lulmek-kocwuk-essta
white-snowprincess.nonapple.acceat-ko die.past.decl
‘Princess Snow White ate an apple and died.

b. #Payksel kongcwu-ka sakwa-lulmek-essko cwuk-essta
white-snowprincess.nonapple.acceat.past-kodie.past.decl
‘Princess Snow White ate an apple and she died.’

Korean confirms to the generalization that in asymmetricdioation the ‘dependent’ conjunct

is non-finite, whereas in symmetric coordination each aoctjis finite.

2.2.3 German

(A)symmetric coordination can be found in German. Hohl&O@Jirst observed that some coordi-
nate structures in German do not comply with standard assonspabout coordination. Whereas
symmetric coordination has a symmetric interpretdtiand standard word ordein each con-
junct, asymmetric coordination does not follow the geneu#. In asymmetric coordination in
non-initial conjuncts the finite verb is fronted and a cooade structure receives a ‘one-event’

interpretation (Reich, 2007).

SKorean is a head final language.

4Under symmetric interpretation | assume the reading, irctveiach of the conjuncts is inter-
preted independently.

SA standard word order in German corresponds to V-frontecbit clauses and V-final in
complement clauses.

11



In the sentences below (2.7), coordination is embeddedmiitle scope of the complementizer

wenn The expected word order is V-final and V-final, but only thateace in (2.7a) complies

with the requirement. The sentence in (2.7b) conjoiningnélfand V-fronted is an asymmetric

coordination®

(2.7)

a. wennpemand nachHause&kommtundda derGerichtsvollziehevorderTur steht

wennsomeon@o home comesandtherethebailiff at thedoorstands
‘If someone comes home and the bailiff is standing at the .dobr

. wennjemand nachHausekommtundda steht der Gerichtsvollziehewvor der

wennsomeondo home comes and therestandsthe bailiff at the
Tor

door

‘If someone comes home and the bailiff is standing at the .dobr

According to the remnant movement approach (Hallman, 2@Bd)sentences in (2.7) conjoin

two FinP phrases embedded under the complementizean The complementizer checks the

categorial feature [+IP], triggering IP raising to a locakftion of FinP — SpecFinPThe result is

a symmetric coordination (2.8).

5Another instance of asymmetric coordination is the so daBabject Lacking in F-structure
or SLF-coordination (H6hle, 1983), which shows similatdimgition as asymmetric coordination.

2.1)

a. wenrjemand nachHausekommtunddenGerichtsvollziehewor derTlr sieht

wennsomeondo home comesandthe bailiff at thedoorsees
‘If someone comes home and sees the bailiff at the door. ..’

. wennjemand nachHausekommtundsiehtdenGerichtsvollziehewor der Tulr

wennsomeondo home comesandseesthe bailiff at thedoor
‘If someone comes home and sees the bailiff at the door. ..’

| assume that SLF-coordination is a special case of asynueetrdination.
7According to Hallman (2004), FinP is a ‘locus of finiteness’.

12



(2.8) CP

C FinP
| /\
wennp
FinP_pj ConjP
FinP
/\
: Fin tj
jemand nach Hauseg t |
kommi
ConjP
Conj FlnP_Hp
und /\
FinP
T
Fin
da der G. vor der T t |
steht

In asymmetric coordination, the SpecFinP in the seconducmhjis occupied by a locative

adverb (2.9), which does not check feature [+IP].

(2.9) CP
C FinP
| /\
wenn.p) |
FinP py ConjP

FinP

/\

Fin tj

jemand nach Hauseg t
kommig
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ConjP

Conj Finp[_lp]
| /\
und _
LOCj FinP
=
Fin IP
|
steht

tjder G. vor der Turt

IP clauses are tensed clauses, i.e. they are finite. In symgeroebrdinationywennoccurs with
a finite complement. In asymmetric coordination, it app&ath a non-finite complement in the
second conjunct. The German data reveal that in asymmeidmation, the non-initial conjunct
is non-finite, whereas it is finite in symmetric coordination

To summarize briefly, the data from typologically differéamiguages suggest that there is de-
pendency between syntactic properties of (a)symmetricdboation and the way the coordination
is interpreted. In asymmetric coordination, the secondurat is non-finite and is dependent on
a selecting category, such as tense or a complementizérsdbpes over the entire coordinate
structure. In symmetric coordination, each conjunct igditinat allows a coordination to have an

independent or symmetric interpretation.

2.3 Properties of (a)symmetric coordination

(A)symmetric coordination shows different syntactic aechantic distribution properties, includ-
ing restrictions on verbs that may occur in the second camjwubject restrictions and semantic
restrictions. In this section, | discuss the propertiesad$ymmetric coordination and hypothe-
size that in asymmetric coordination there is a syntactidrob relationship between the first and

second conjuncts. No such relationship holds in symmetacdination.
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2.3.1 Restrictions on the predicate

It is only with non-stative verbs as the main verb of the sélcoonjunct that asymmetric coordi-
nation can be constructed. Ross (1967) has observed thateoreading, the sentence in (2.10a)

is synonymous with the sentence in (2.10b), which is a p@rptause.

(2.10) a. lwentto the store and bought some whisky.
b. 1went to the store to buy some whisky.

However, if the predicate of the second conjunct is statisen (2.11a), the asymmetric reading

of the sentence is unavailable and the corresponding peiglasse is ill-formed (2.11b).

(2.11) a. Tony has a Fiat and yearns for a tall nurse.
b. *Tony has a Fiat to yearn for a tall nurse.

(2.11a) is a symmetric coordination, in which conjunctsarerpreted as denoting independent

states.

2.3.2 Restrictions on tense

(Aspectual) auxiliaries are prohibited in the second coajwof asymmetric coordination. The
sentences in (2.12) form a minimal pair with the sentenc€2.i8) differing only in tense of the

second conjunct.

(2.12) a. lwentto the store and bought some whisky.
b. 1went to the store to buy some whisky.

(2.13a) does not have an asymmetric reading and a gramimaiipmse clause (2.13b) cannot

be formed.

(2.13) a. *l wentto the store arfthve bought some excellent whisky.
b. *I went to the store tthhave bought some excellent whisky.

On the other hand, symmetric coordination can license réiffetenses in each conjunct, as

shown in (2.14).

(2.14) 1 went to the store and Mike has bought some excellénky.
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2.3.3 Restrictions on subject

Asymmetric coordinate structures share the subject whiglears in the first conjunct but also

refers to the second conjunct. However, the subject camppsaa overtly in the second conjunct.

(2.15) a. Someonerank the poison and died.
b. Someonedrank the poison and someqpg died.

If the subject is overt in the second conjunct, as in (2.18g, asymmetric reading of the
sentence is unavailable; rather the sentence is intethesteonjoining two independent events

and in each conjuncomeondas to refer to a different person.

2.3.4 Semantic restrictions

In symmetric coordination each of the conjuncts is intelgmtendependently, whereas in asym-
metric coordination the event denoted by the second cobjfalaws the event denoted by the first
conjunct and the entire coordinate structure has a one-guverpretation. The observation can be

stated as simultaneity condition (2.1%5).

(2.16) The event denoted by the second conjunct includes/® denoted by the first conjunct.

2.3.5 Interim summary

To summarize briefly, the prohibition of stative verbs insleeond conjunct, unavailability of tense
licensing and no licensing of overt subjects in the secomjurt of asymmetric coordination

suggest that this type of constructions should be viewedcasitol structure. On the other hand,
in symmetric coordination both stative and auxiliary vedns allowed and the overt subject is
licensed in the second conjunct indicating that this typeawfstructions conjoins full clauses, i.e.

TPs. Based on the observations in this section, | hypotaesifollows (2.17).

(2.17) Asymmetric coordination is an instance of a contmifgguration; symmetric coordina-
tion is a non-control configuration.

8Inspired by Felser (1998); Stowell (2007); Reich (2007).
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In section 2.4 | discuss syntactic structure of (a)symroewbrdination.

2.4 The structure of (a)symmetric coordination

Asymmetric coordination does not allow modals or other finite complement taking verbs in

the second conjunct, suggesting that asymmetric coordmat coordination of vPs.

(2.18) a. John could drink the poison and *could die.
b. John wants to drink the poison and *wants to die.

However, position of adverbs in the second conjunct showafsttie size of conjuncts in asym-

metric coordination is bigger than vPs.

(2.19) John drank the poison adikd; immediatelyt;.

In (2.19),immediatelyis a manner adverb which has a fixed position in the senterias. |
assumed that manner adverbs adjoin to vPs. In the senterd®, (there is a movement of the
main verb and this movement occurs to a position outside .of vP

On the other hand, the control properties of asymmetricdination make it similar to control
properties of infinitival constructions. One can assumé dsgmmetric coordination should be
analyzed as conjoining TP phrases. However, no auxiliaty ararker are allowed in the second
conjunct of asymmetric coordination, suggesting that the af the conjuncts is smaller than TP.

We are left with a contradictory statement that on the onelhasymmetric coordination is
bigger than vPs; on the other hand, it is smaller than TPsgdest that asymmetric coordination
should be viewed as conjoining aspect phrases that is pgdsisveen vP and TP in the structure.
According to this proposal, asymmetric coordination corgcclauses but it fails to project the

T-level. The basic internal structure of asymmetric comation is (2.20).
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(2.20) TP
AspP

AspP ConjP
vP  Conj AspP
VP vP
VP
The structure (2.20) captures the absence of overt tenddéngan asymmetric coordination
and creates conditions for licensing the null subject insth@ond conjunct.

Symmetric coordination projects T-level and has the bdsictire as in (2.21).

(2.21) TP
TP ConjP
P TN
AspP Conj TP
A~ PN
vP AspP
VP vP
VP

2.5 Towards an event control analysis

Apart from asymmetric coordination, non-finite sentencas appear as the complements of per-
ception verbs. It has been shown that perception constngctian appear in control configurations
(Felser, 1998), i.e. as an event control. In this sectiodppathe event control approach and apply
it to (a)symmetric coordination.

Following Felser (1998), | assume that each of the vP comgunccoordination has an event
argument. According to the approach, the control relatiold$ between two event arguments,
betweene and e-PRO. The event of the second conjunct receives its tempodak from the
higher event argument of the first conjunct. The latter itbe¢he index that is assigned to the

main verb’s event position by the matrix T, as schematiz€@ .i22).
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(2.22) TP

T; AspP

N

AspP ConjP

N /\

& VP and AspP

/\
e-PRQ VP
However, | depart from the proposal in Felser (1998) in tHBWang respect. According to

her analysis, only stage-level predicates take an eveuatraggt. Individual-level predicates do not
take the event argument and do not project AspP. On the o#ret, h assume that both types of

predicates project an event argument. According to thiwMiedividual-level predicates host an

existential closure, which will bind the event variable2®).

(2.23) TP

N

T; AspP

AspP ConjP

s /\

g VP and AspP
/\
ej AspP

N
Jd; VP

In symmetric coordination, each of the conjuncts projetssown TP phrase and the event

variables are bound by the respective tense operators)(2.24

(2.24) TP
TP ConjP
P /\
Ti  AspP  Conj TP
N /\
& VP T; AspP
- .
VP e VP
VP
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According to the proposal, TPs and non-aspectual sentanitesnder an independent or sym-
metric interpretation, whereas aspectual coordinatetstres will produce dependent or asymmet-

ric reading. The prediction is borne out.

2.6 Attesting the analysis

The proposed analysis correctly predicts the syntacticsamaantic distribution of (a)symmetric

coordination.

2.6.1 Restrictions on the predicate

Recall that asymmetric coordination can host only nonv&aterbs as the main verb of the second
conjunct. If the predicate of the second conjunct is statlve asymmetric reading of the sentence
is unavailable. According to the proposal, stative prage@roject an aspect phrase, but also host
an existential operator that can bind the event variableéensecond conjunct. Each of the event
variables is bound by different operators which results symmetric or independent reading, as

shown in (2.25).

(2.25) TP

T

Tonyy TP
has AspP
AspP ConjP
/\ /\
& vP and AspP
tytja Fiat T

€ AspP

Elj vP

yearns for a tall nurse



Notice that in asymmetric coordination, the event variablthe second conjunct is bound by
the event variable of the first conjunct. If asymmetric camation occurs with a stative predicate,
two binders will bind the same event variable in the secomjiotet (or alternatively, the existential

operator won't have a variable to bind), resulting in therangmaticality of the sentence (2.26).

(2.26) *TP
Ik TP
weng AspP
AspP ConjP
/\
G vP and AspP
titito the store /\
e-PRQ AspP

Elj vP

bought some whisky

2.6.2 Restrictions on tense

The proposed analysis correctly predicts restrictionseosé in (a)symmetric coordination. Since
asymmetric coordination does not project tense leveletieno position for auxiliary or modal
verbs in the second conjunct. On the contrary, in symmetiicdination, two TPs are conjoined

and each of the conjunct can host an independent tense ot vesda

2.6.3 Restrictions on subject

The aspect phrase in asymmetric coordination can host a RiBf@cs which requires [-tense,

+event] context. To license the overt subject, the licemsionditions should satisfy the require-
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ment [+tense, +event]. The latter is only satisfied in symmimebordination, where tense is present

in each of the conjuncts.

2.6.4 Semantic restrictions

The proposed analysis nicely captures the (in)dependtrpietation of (a)symmetric coordina-
tion. In asymmetric coordination, the event argument ofitiseconjunct binds the event argument
of the second conjunct, creating the dependency contexdyrinmetric coordination, each of the
event arguments is independently bound by tense or exgiteperators.

| now turn to (a)symmetric coordinate constructions in Rarsand extend the proposed anal-

ysis to Russian.

2.7 (A)symmetric coordination in Russian

2.7.1 Basic Conjunctions in Russian

There are two basic conjunctions in Russiaand’ anda, which correspond to the Engligtnd.
In this respect, Russian is different from English. Therthstion and interpretation afpatterns
essentially after the Englisind Less is clear about the behavioreofin this subsection, | compare

bothi andato and

2.7.1.1 Distribution and Interpretation

Distribution ofi patterns identically witland in that both can conjoin noun phrases (2.27a), verb

phrases (2.27b) or sentences (2.27c).
(2.27) a. Petja Vanjaprisli.

PetjaandVanjacame
‘Petj and Vanja came.’
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b. Petjakupil knigui podarileeVane.
Petjaboughtbook andgave it Vanja
‘Petja bought a book and gave it to Vanja.’

c. PetjapozvonilVane i on(Vanja)priSel.
Petjacalled VanjaandheVanja came
‘Petja called Vanja and he (Vanja) came.’

In this respecta does not behave likend It does not conjoin noun phrases (2.28a) and verb
phrases (2.28b) but sentences (2.28c). The contrast bet@&8a) and (2.28b), on the one hand,
and (2.28c), on the other hand, suggestsdhata sentential conjunction.

(2.28) a. *Petjaa Vanjaprisli.

Petja andVanjacame
‘Petj and Vanja came.’

b. *Petjakupil knigu,a podarileeVane.
Petja boughtbook andgave it Vanja
‘Petja bought a book and gave it to Vanja.’

c. PetjapozvonilVane,a VanjapozvonilPete.
Petjacalled VanjaandVanjacalled Petja
‘Petja called Vanja and Vanja called Petja.’

Another relevant fact aboatis that it requires the conjoined predicates or contragiagents

within the predicates to be different. Consider the contrasveen (2.29a) and (2.29b), on the one
hand, and (2.29c¢) and (2.29d), on the other hand.

(2.29) a. *PetjgriSel,a Vanjaprisel.
Petja came andVanjacame
‘Petja came and Vanja came.’

b. PetjapriSel,a Vanjausel.
Petjacame andVanjaleft
‘Petja came and Vanja left.

c. *Petjakupil knigu,a Vanjakupil knigu.
Petja boughtbook andVanjaboughtbook
‘Petja bought the book and Vanja bought the book.’
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d. Petjakupil knigu,a Vanjakupil gazetu.
Petjaboughtbook andVanjaboughtnewspaper
‘Petja bought the book and Vanja bought the newspaper.

In (2.29a), what is predicated about the subfeetjain the first conjunct is predicated about
the subjecVanjain the second conjunct. The useafn such context is impossible, as the un-
grammaticality of (2.29a) indicates. If predicates ardedént, as in (2.29b), the sentence wath
becomes grammatical. Similarly, in (2.29c¢) the same diobptcts are used and the sentence is
marked as ungrammatical. As soon as the direct objects @elifterent things, as in (2.29d), the
sentence improves significantly. Apparendyequires more than one meaning difference between
the two conjuncts.

Related to this observation is the fact tiaadoes not license the partictege ‘too’, which is

obligatory after sentential conjunctions with exactly eneaning difference (Kaplan, 1984).

(2.30) a. Jo had fish and Mo did too.
b. *Jo had fish and Mo did.

In the sentences in (2.30), the same property of having fitdshad both subjectdo andMo.
The presence dbo is obligatory in English as the ungrammatical (2.30b) signd@he Russian
particletoge ‘too’ behaves in the same way as the contrast between (2a8tk(2.31b) indicates.
In (2.31a), the same property of ordering fish is attributedath Petja and Vanja and the use
of toge is necessary to mark the similarity. tibge ‘too’ is omitted, as in (2.31b), the sentence

becomes ungrammatical.

(2.31) What did Petja and Vanja order?

a. Petjazakazalrybui  Vanjatoge.
Petjaorderedfish andVanjatoo
‘Petja ordered fish and Vanja did too.

b. *Petjazakazalrybui  Vanja.
Petja orderedfish andVanja
“*Petja ordered fish and Vanja did.’

In the case o0&, sentences with thieje ‘too’ particle are marked as ungrammatical (2.32).
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(2.32) What did Petja and Vanja order?

a. *Petjazakazalrybu,a Vanjatoge.
Petja orderedfish andVanjatoo
‘Petja ordered fish and Vanja did too.

b. Petjazakazalrybu,a Vanjasup.
Petjaorderedfish andVanjasoup
‘Petja ordered fish and Vanja ordered soup.’

If the same property is ascribed to both subjects, as in &,3Re use o# is not permitted. If
different properties hold of each subject (2.32b), theesre witha becomes grammatical. Both
facts in (2.29) and (2.32) point out to another propertypohamely thata requires at least two
meaning differences.

One of the contexts wheeis used, corresponds to the ‘non-temporal’ readingrat Com-

pare the contrast below.

(2.33) a. John poisoned Bill and Bill poisoned John.
b. John poisoned Bill and he (Bill) died.

The sentence in (2.33a) has a non-temporal reading, wherevth events expressed by the
two conjuncts are understood as independent. On the otinel; kfze sentence in (2.33b) has a
dependent reading. According to this reading, the first epegcedes the second event and the
coordinate structure has a one-event interpretation..88(, John poisoned Bill and as the result
Bill died. Thea conjunction only conveys the non-temporal reading, as shimythe contrast in

(2.34).

(2.34) a. Petjatravil Vanju,a Vanjaotravil Petju.
Petjapoisonedvanja andVanjapoisonedPetja
‘Petja poisoned Vanja and Vanja poisoned Petja.’

b. # Petjaolknul Vanju,a on(Vanja)upal.
Petjapushedvanja andhe Vanja fell
‘Petja pushed Vanja and he (Vanja) fell.’

In (2.34a), the first event th&etja poisoned Vanjes interpreted as temporally independent of

the second event th&anaj poisoned PetjaThe use ofa is licit in this case. On the other hand,
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if there is a sequence of events as in (2.34b) Waatja fell after Petja pushed hinthe use ofis

infelicitous. In the latter case, theonjunction is used in Russian (2.35).

(2.35) Petjaolknul Vanjui  on(Vanja)upal.
Petjapushedvanjaandhe Vanja fell
‘Petja pushed Vanja and he (Vanja) fell’
To summarize this section briefly, the Russian conjunctipattern essentially after English
andin its distribution and interpretation. As fax, it shows properties adind, but it also differs
from theand conjunction. The data above show that the following pragertan be attributed to

a. Itis a sentential conjunction, it requires more than twameg differences and it cannot occur

in asymmetric readings; rather it requires a context of arsgtric interpretation.

2.7.2 Possible analysis and its problems

In the previous section, we have established ¢hest part of the contrastive relationship and is
excluded from the temporal or causal contexts. On the otdwed n can be used in those contexts.
The data suggest that in Russians used in symmetric coordination, whereas used in asym-
metric coordination. Recently, a semantic/pragmatic @@gin — Discourse Coherence approach
(Kehler, 2000) — has been proposed that makes connectime&etdiscourse relations, on the one
hand, and syntactic and semantic properties of constns;tan the other hand.

Under the approach, clauses are divided according to trerenbe relations that hold between
them. Each group of the coherence relations shows parntisetaantic and syntactic distribution.
In this section, | apply the Discourse Coherence approa¢tugsian data, first. | show that the
approach does not predict all the semantic and syntactpepties of the two Russian conjunctions.
Then, | turn to an alternative approach. | show that the egentrol approach to (a)symmetric

coordination provides better explanation of the data.
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2.7.2.1 Background on Discourse Coherence approach

According to the Discourse Coherence approach (KehleQR®ere exist Cause-Effect, Resem-
blance and Contiguity relations that one can identify betwelauses to establish their coherence.
The Cause-Effect relation requires that implication iefe be identified between the proposi-
tions denoted by the utterances. For instance, in the sem{@r86) the Result relation, a prototyp-
ical case of the Cause-Effect relation, is established &&tvthe two clauses. The Result relation
triggers the implicature that Bill is about to be impeached, then it plausibly followatBill will

call his lawyer

(2.36) Bill was about to be impeached. He called his lawyres{lt)
Implicature: If Bill is about to be impeached, then he willldas lawyer.
Other Cause-Effect coherence relations include Explanatiiolated Expectation and Denial
of Preventer, which can be generated by simply reversingléhesal order and optionally negating

the second proposition in the conditional implicature.

(2.37) a. Bill called his lawyer. He was about to be impeacliggdplanation)
Implication: If Bill called his lawyer, then he was about te impeached.

b. Bill was about to be impeached, but he didn’t call his lanwy¥iolation of Expecta-
tion)
Implication: If Bill was about to be impeached, then he didill his lawyer.

c. Bill didn’t call his lawyer, even though he was about to bgeached. (Denial of
Preventer)
Implication: If Bill called his lawyer, then he wasn’t abawtbe impeached.

The second class of relations is Resemblance. Accordinghde the Resemblance relation
is fundamentally different from the Cause-Effect and Cguntly relations. Resemblance requires
that commonalities and contrasts among correspondingo§e@rallel properties be recognized.

The prototypical case of the Resemblance relation is thallBarelation.

(2.38) Bill likes to play golf. Al enjoys surfing the net. (Rdlel)

In (2.38), participation in a recreational activity is thenemon relation attributed to parallel
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entitiesBill andAl. Another Resemblance relation is Contrast. Kehler disiisties two types of
the Contrast relation. Either the relation can be contca&e39a), or properties of the parallel

entities (2.39b) can be contrasted.

(2.39) a. John supports Clinton, but Mary opposes him.
b. John voted for Clinton, but Mary voted for Dole.

In (2.39a), the relation between parallel entitidei{n and Mary and Clinton and him) are
contrastedgupportvs. opposé. In (2.39b), the property of an entity in the first conjunabte for
Clinton) stands in a contrast relation to the property of the pdratiéty in the second conjunct
(vote for Dolg.

The third class of relations distinguished by Kehler is @pnity. Contiguity includes the sole

relation of Narration, which expresses a coherent sequareeénts.

(2.40) Ken Starr convened his grand jury this morning. Vardordan was subsequently called
to testify. (Narration)

The Narration relation requires that the events show falwaovement in time as in (2.40).

According to Kehler (2000), coherence relations apply #edint levels. For instance, es-
tablishing the Resemblance relation requires access tautheausal constituents in sentences or
conjuncts. On the other hand, the Cause-Effect relationiresjaccess only to the clause-level se-
mantics. This affects how syntactic and semantic propedistribute, depending on a coherence
relation. Kehler argues that the discourse coherence siaglyedicts no requirements for con-
stituent parallelism or syntactic reconstruction in theecaf the Cause-Effect relation. In the case
of the Resemblance relation, the coherence analysis psqaficallelism between the constituents.
In other words, if there is a mismatch of syntactic form betwéhe constituents, the sentence is
predicted to be ungrammatical.

Now, we can turn to (a)symmetric coordination in Russiamsti-l show that patterns with
the Resemblance coherence relation, whergasterns with the Cause-Effect coherence relation.
Then, | try to account for syntactic and semantic distrifmutf (a)symmetric coordination based

on the predictions of the approach. The approach prediatsathequires syntactic parallelism,
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whereas does not. | show that the prediction does not hold for (a)sgmimcoordination and
that a different explanation is required. | propose a newaggh — an event control approach —

for Russian data.

2.7.2.2 Discourse Coherence approach to (a)symmetric calination in Russian

Recall that one of the contexts wherean be used is a contrastive context.

(2.41) a. John voted for Clinton and Mary voted for Dole. (€ast)
(Kehler, 2000)

b. Petjaprogolosovaka El'tsina,a Vanjaprogolosovaka Putina.(Contrast)
Petjavoted for Yeltsin butVanjavoted for Putin
‘Petja voted for Yelzin but (in contrast) Vanja voted for Put
According to Kehler, contrastive reading signals the Casttrelation. Notice that the use of

ais felicitous as the Contrast relation (2.41b). It can beduseboth types of Contrast. Consider

examples below.

(2.42) a. PetjpoddegivaetEl'tsina,a Vanjavystupaeprotiv nego.
Petjasupports  Yeltsin butVanjaopposes againstim
‘Petja supports Yeltsin but (in contrast) Vanja opposes’him

b. Petjaprogolosovaka El'tsina,a Vanjaprogolosovaka Putina.
Petjavoted for Yeltsin butVanjavoted for Putin
‘Petja voted for Yelzin but (in contrast) Vanja voted for fut
In (2.42a), the relation between parallel entitiBst{aand Vanjaand Yeltsinandhim) is con-
trasted gupportvs. oppose. In (2.42b), the property of an entity in the first conjunebte for
Yeltsin) stands in a contrast relation to the property of the pdraléty in the second conjunct

(vote for Putir). The data above show thais part of the Contrast relation.

On the other hand,fails in contexts of the Contrast relation (2.43).
(2.43) a. #PetjpoddegivaetEl'tsinai Vanjavystupaeprotiv nego.

Petja supports  Yeltsin butVanjaopposes againstim
‘Petja supports Yeltsin but (in contrast) Vanja opposes’him
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b. #Petjgrogolosovaka El'tsinai Vanjaprogolosovaka Putina.
Petja voted for Yeltsin butVanjavoted for Putin
‘Petja voted for Yelzin but (in contrast) Vanja voted for fut

On another use cannot occur in the concessive contexts. In Kehler’s amglifse concessive
reading such as (2.44) corresponds to the Violation of Bgben relation and can be paraphrased
with but neverthelessThe Violation of Expectation relation is part of the Calféect coherence

relation.

(2.44) Bill was about to be impeached but (nevertheless)dtaall his lawyer. (Violation of
Expectation)

Compare the sentences in (2.45) that for a minimal pairriigeonly in conjunctions. Notice

that the use od is infelicitous in the context (2.45b).

(2.45) a. Boris&ut’ bylone otstranili ot dolgnosti,no onne sdalsja.
Boris aboutwas notdismissedrom duties  buthe notgave-up
‘Boris was about to be dismissed from his duties but (needetis) he didn’t give up.’

b. #BorisaCut’ bylo ne otstranili ot dolgnosti,a onne sdalsja.
Boris aboutwas notdismissedrom duties  buthe notgave-up
‘Boris was about to be dismissed from his duties but (needetis) he didn’t give up.’

According to Kehler, sentences in (2.45) imply tiiaBoris was about to be dismissed from
his duties, then he didn’t give uplrhe use ofa does not license the conditional implication, as
the marked (2.45b) suggests. The contrast between (2.48aRad5b) indicates that does not
license the Violation of the Expectation relation. So fahke’s analysis has shown thasignals
Resemblance and is excluded from the Cause-Effects netatwhereas cannot be used in the
Resemblance relations.

On the next reading, but nota can appear in temporal or causal contexts.
(2.46) Petjaolknul Vanju. Vanjaupal. (Result)

Petjapushedvanja Vanjafell
‘Petja pushed Vanja. Vanja fell’

The sentence in (2.46) has an asymmetric reading, i.e. thaliReading in Kehler’s terms.

The Result relation is part of the Cause-Effect cohereregioa. Onlyi is licensed in this context.
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Compare the sentences in (2.47), forming a minimal pair.

(2.47) a. # Petjolknul Vanju,a Vanjaupal.(Result)
Petjapushedvanja andVanjafell
‘Petja pushed Vanja and Vanja fell.’

b. Petjatolknul Vanju,i  Vanjaupal. (Result)
Petjapushedvanja andVanjafell
‘Petja pushed Vanja and Vanja fell.’

As the infelicity of (2.47a) shows, the use afis not possible in the Cause-Effect context.
However, the use dfis felicitous.

To summarize briefly, the use afpatterns with the Resemblance coherence relations, wherea
the use ofi patterns with the Cause-Effect relations. According to ¢bberence approach;
coordination is predicted to have syntactic parallelistmeen the constituents, whergaordination
does not require syntactic parallelism. However, the gtexh is not borne out.

First, there is an asymmetry in the use of passivedoordination. Consider the following pair

of sentences (2.48), where the first or the second conjupeisisivized.

(2.48) a. *Vorbyl pojmani raskajalsja.
thief wascaught andconfessed
“*The thief was caught and confessed.’

b. Vor raskajalsja byl nakazan.
thief confessedandwaspunished
‘The thief confessed and was punished.’

In (2.48a), the first conjunct occurs in passive and the dgoate structure is ungrammatical.
The opposite holds of (2.48b). According to the Discours@éetence theory, the sentences in
(2.48) represent the Cause-Effect relation which does emqiire syntactic parallelism to hold
between the constituents. The theory predicts the senteri2et8a) to be grammatical, which is
not the case.

On the other hand, the sentences in (2.49) correspond togbenfblance relation and require

syntactic parallelism between the constituents.
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(2.49) a. Leningradbyl polnost’ju razruSen,a Moskva ustojala.
LeningradwascompletelydestroyecandMoscowsurvived
‘Leningrad was destroyed completely and Moscow survived.’

b. Moskvaustojala,a Leningradbyl polnostju razrusen.
MoscowsurvivedandLeningradwascompletelydestroyed
‘Moscow survived and Leningrad was completely destroyed.’

Notice, that one of the conjuncts in each coordination isluseassive, however both coor-
dinate structures are grammatical. The Discourse Coherapproach predicts the sentences in
(2.49) to be ungrammatical.

Second, the sentences in (2.50) represent the Cause-tefigdn. According to the approach,
the requirement on the syntactic parallelism between tlwectmjuncts does not have to be satis-

fied. The approach predicts that the pronoun in the secorjdroctrof (2.50b) is properly licensed

and the sentence should be grammatical. However, if coxedlas (2.50b), the sentence is bad.

(2.50) a. Kto-to tolknulVanjui upal.
someongushedvanja andfell
‘Someongpushed Vanja and héell.

b. *Kto-to; tolknul Vanjui  on upal.
someong@ushedvanjaandhe fell
‘Someongpushed Vanja and héell.
Third, the sentence (2.51) is an instance of the Resemblateton. According to the ap-
proach, the Resemblance relation requires syntacticlpbsal between the constituents. The
particletoo in the second conjunct is anaphoric to the Meught housef the first conjunct and

upon reconstruction of the VP ensures the entire paratidhstween the conjuncts. The approach

predicts the sentence to be grammatical, however it is rotdise.
(2.51) *Petjakupil dom v ponedel'nik,a Vanjatogevo vtornik.

Petja boughthouseonMonday  andVanjatoo onTuesday
‘Petja bought the house on Monday and Vanja bought the hau3eesday.

The data in (2.48)-(2.51) show that the Discourse Coherappeoach makes incorrect predic-

tions and cannot be adopted for (a)symmetric coordinafidRussian. In the next subsection, |
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apply the event control approach to the data and show thainélgsis provides better explanation

for the distribution of (a)symmetric coordination in Ruegsi

2.7.3 An event control analysis of (a)symmetric coordinatin in Russian

Recall that according to the event control approach, (apsgtric coordination has different struc-
tural representations. The key point is that in asymmetrardination, the event argument of the
first conjunct is binding the event argument of the secongurmt resulting in a dependent inter-
pretation. In symmetric coordination, each of the conjsmither has an independent tense head
licensing the event arguments or, in case of non-eventeeipates, an existential operator binds
the event variable in each conjunct, rendering indepernéaxing. The approach naturally derives
the two kinds of readings without any stipulation. Accoglin the approach, the asymmetric co-

ordination has the representation as (2.52)

(2.52) TP
John TP
pushed AspP
AspP ConjP
/\ /\
G V|P and AspP
vania e-PRG VP
|

hej fell

Symmetric coordination has the structure as (2.53).
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(2.53) TP

TP ConjP
John TP Conj/\'rp
TN |
went AspP and .
Mike TP
(S vP /\
ﬁ bought AspP
o the shop /\

an excellent whisky
Now we can explain discrepancies of the data that cannot d@uated for by the Discourse

Coherence approach.

2.7.3.1 Restrictions on passive

We have observed that asymmetric coordination does navslp@assive in the first conjunct. |
assume that passive participles do not project the evemtraagt (Burzio, 1986). If this is true, then
the explanation follows straightforwardly. In asymmetmordination, passive verbs in the first
conjunct fail to license the event argument in the secongloet, resulting in ungrammaticality of

the sentence. Notice that if both conjuncts are used inygdbie sentence is grammatical (2.54).

(2.54) Vor byl pojmani nakazan.
thiefewascaught andpunished
‘the thiefe was caught and punished.’

2.7.3.2 Subject restrictions

In asymmetric coordination, the event argument of the fiostjunct licenses the subject of the
second conjunct. This explains why the only possible cexadion in the sentence (2.55) is with

the object.
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(2.55) a. *Kto-tq tolknulVanjui  on upal.
someongushedvanjaandhe fell
‘Someongpushed Vanja and héell.

b. Kto-to tolknulVanjuji on;j upal.
someongushedvanja andhe fell
‘Someone pushed Vanjand hg fell.

2.7.3.3 The use ofoo

The use oftoo involves anaphoric relationship between the particle dredantecedent vP. In
symmetric coordination, whole sentence or TP phrases anj@ioed andoo cannot access into

the first conjunct.

2.7.4 Summary

To summarize briefly, (a)symmetric coordination in Russséwows different syntactic and se-
mantic distribution. The Discourse Coherence approachnilakes connection between seman-
tic/pragmatic relations, on the one hand, and semantitastio properties of the respective con-
structions, on the other hand, fails to provide correct jotexhs with respect to the Russian
(a)symmetric coordination. | have applied the event cdrapproach that naturally derives the
difference in interpretation between the two types of cowtion and provides better account for

syntactic and semantic behavior of (a)symmetric coordinah Russian.

2.8 Conclusions

In this chapter, | started with the phenomenon of (a)symimetiordination. (A)symmetric co-
ordination is found in many typologically different langyes, but they share one characteristic
property. In symmetric coordination, each of the conjumgisterpreted independently. In asym-
metric coordination, there is a dependency between theinoty. | have established that there is a

correlation between syntactic and semantic distributigf@)symmetric coordination and the way
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the coordination is interpreted. In particular, in asymmeetoordination the second conjunct is
non-finite and is dependent on the first conjunct, resultireydependent reading of the coordinate
structure. This property makes asymmetric coordinatiamilar to other tenseless constructions
such as perception constructions. | adopted an event ¢@gpwoach proposed for perception
constructions (Felser, 1998) and applied the approachggrtanetric coordination. The approach
provides a natural explanation for syntactic and semamtipgrties of (a)symmetric coordination
both in English and Russian. | have shown that in asymmetacdination, the event argument
of the first conjunct binds the event argument of the secomjuoct, creating the dependency
relation between the two events. In symmetric coordinateacth event variable introduced by
an event argument is bound by an independent tense headcaserof non-aspectual predicates,
by an existential operator. The latter fact results in arepehdent interpretation. The proposed
analysis provides better explanation for the data thanriabgous Discourse Coherence approach
that states the connection between semantic/pragmaditores and semantic/syntactic properties

of sentences.
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Chapter 3
TOWARDS AN ALTERNATIVE SEMANTICS FOR CONJUNCTION

This chapter makes an argument for an alternative semg(itansblin, 1973) for conjunction.

Recently, indeterminate phrases (Kratzer and Shimoya@@®;2Shimoyama, 2006) and disjunc-
tion (Alonso-Ovalle, 2006; Hulsey, 2008) have been reareadyas operators introducing sets of
Hamblin alternatives. The new approach helps to solve akwdrerwise puzzling facts about in-
determinate phrases and disjunction. | examine gappingteaions in English and Russian and

extend the approach to conjunction.

3.1 Introduction

Recently, an alternative semantics originally proposedjtestions in English (Hamblin, 1973)
has been extended to natural language quantification (Ramd¢h997; Hagstrom, 1998) includ-
ing indeterminate phrases (Kratzer and Shimoyama, 200in@&ama, 2006) and disjunction
(Alonso-Ovalle, 2006; Hulsey, 2008). The key idea behirdahernative semantics is that linguis-
tic items of the different categories have “denotatiors’sedther than denotations. For instance,
the proper name ‘Mary’ stands not for the individual ‘Marydtifor the set whose only member
is ‘Mary’. Similarly, indeterminate phrases and disjunatdenote sets whose members are Ham-
blin alternatives created by an indeterminate phrase ardidpyncts, respectively. For example,
a disjunction phrase ‘Mary or John’ is a set where ‘Mary’ addin’ are two members of the set.
Hamblin alternatives combine with other elements of theéesese (by pointwise function applica-
tion) until they are caught by an operator that selects themly the closest available operator is
able to associate with alternatives. According to this apph, several facts about the interpreta-
tion and distribution of indeterminate phrases and didjondall out naturally (for more details
see Kratzer and Shimoyama, 2002; Alonso-Ovalle, 2006).

In this chapter, | adopt a Hamblin semantics and extend theoaph to conjunction. | propose
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that natural language conjunction is a set forming opewtdrconjoined structures denote the set
whose members are Hamblin alternatives created by themetsit The new approach gives a nat-
ural explanation for the syntax-semantics of gapping eansbns in English and Russian, which

| discuss in this chapter. It provides further evidence fanthlin alternatives as an analytical tool
and sheds light on the nature of existential closure by adirg why a logical possibility people
do not normally attend to — that there might be closure opmraiwith other quantificational force,
such as universal — might actually be realized.

The chapter is organized as follows. Section 3.2 introdgoes gapping data in English and
Russian that produce different readings when embedded andedal verb. Section 3.3 provides
a brief background on gapping constructions and discusgesain approaches to gapping. | then
discuss properties of gapping in Russian and argue for tlad-sonjunct approach for gapping in
Russian. The syntactic structure for gapping motivatedeictisn 3.3 produces some puzzling
interpretation facts that are noted in section 3.4. Se@&ibrproposes an alternative semantics for
conjunction and reanalyzes the puzzling data. Some intgitaifor the omitted coordinators are

drawn in section 3.6. Section 3.7 concludes and discust@®fprospectives.

3.2 An argument from gapping

This section presents the observation that modals in ggppith conjunction have both wide and

narrow scope readings in Russian. The core data are givenliy?(

Lit has been hinted in Munn (1993) that it might be concepyuatid empirically preferred to
view conjunction and disjunction as forming a set.

2There is speakers’ variation of the acceptability of thetsere in (3.1) and its possible read-
ings. A simple google search indicates that constructiatts ammodal scoping over coordination
and a non-finite main verb in each conjunct do occur in Russian:

(3.1) Politik mozetgovorit’, ¢to narod dolZzenznat’ pravdu,a Zurnalist zajavljat’, Cto
politiciancan say thatpeoplemust knowtruth andjournaliststate that
‘A politician can say that people must know the truth and anelist state that ...’

| leave a more detailed investigation of the variation fdufe research.
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(3.1) Odnimogutest’ikru, a drugieest’ boby.
somecan eat caviarandotherseat beans
‘Some can eat caviar and others eat beans.’

a. Odnimogutest’ikru v to vremjakakdrugieedjatboby.
somecan eat caviaratthetime as otherseat beans
‘Some can eat caviar while others eat beans.’

b. Vsegosti mogutest’bljudona vybor.
all guestan eat dish for choice
‘All guests can eat a dish of their choice.
Odni mogutest’ikru, a drugiemogutest’ boby.
somecan eat caviarandotherscan eat beans
‘It is permitted for some to eat caviar and it is permitteddthners to eat beans.’

c. U kogonacto (est’)allergija?

by who to whathas allergy

‘Who has allergy to what?’

Odni mogutest’ikru, a drugiemogutest’ boby.

somecan eat caviarandotherscan eat beans

‘Some can eat caviar and others can eat beans.’

The sentence in (3.1) is a gapping sentence where the maaksduagoin only the first conjunct.

The non-finite main verb is present in both conjuncts. Theesere has three possible readings.
On first reading (3.1a), the modal takes wide scope over theeaoordinate structure. We find

the wide scope reading of the modal in English, as shown 2aj3.

(3.2) Ward can’eatcaviar and Sueatbeans. (Siegel, 1987; Oehrle, 1987)
a. Ward can't eat caviar while Sue eats beans.
b. Impossible reading: Ward can’t eat caviar and Sue cahleans.

The two readings in (3.1b) and (3.1c) correspond to narrapesof the modal with respect
to conjunction. There is no narrow scope reading of the mod&nglish gapping sentences,

as indicated by (3.2b). To elaborate on two possible readif8y1b) denotes that any choice is a

3The wide scope reading is also possible with non-negatixiiaties. The following sentence
asserts the possibility of a conjunction (Siegel, 1984).

(3.1) Ward can eat caviar and Sue eat beans.
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permissible option. Finally, (3.1c) has conjunction sogpaver the ability modal. On this reading,
the sentence can be paraphrased as having the ability toesi@spective foods.
The narrow scope reading of the modal is also possible if tbdahis negated in Russian.

Consider the following sentence.

(3.3) Odnine mogutest’ikru, a drugieest’ boby.
somenot can eat caviarandotherseat beans
‘Some can't eat caviar and others eat beans.’

a. Odnine mogutest’ikru, v to vremjakakdrugieedjatboby.
somenotcan eat caviaratthetime as otherseat beans
‘Some can’t eat caviar while others eat beans.’

b. 1z dvuhbljud mozno vybrat' tol'’ko odnobljudo.
of two dishesallowedto-chooseonly one dish
‘It is permitted to choose only one dish.’
Odni ne mogutest’ikru, a drugiene mogutest’ boby.
somenotcan eat caviarandothersnotcan eat beans
‘It is not permitted for some to eat caviar and it is not petedtfor others to eat beans.

c. U kogonacto (est’)allergija?
by who to whathas allergy
‘Who has allergy to what?’
Odni ne mogutest’ikru, a drugiene mogutest’ boby.
somenotcan eat caviarandothersnotcan eat beans
‘Some can't eat caviar and others can'’t eat beans.’

On first reading (3.3a), the sentence has a denotation ofaifiesponding English sentence
in (3.2). On this reading, the negated modal takes scopetbgentire coordination. On second
reading (3.3b), the negated modal takes narrow scope véffect to conjunction. The sentence
implies that guests are allowed to choose caviar or beafsfrée choice effects in Fox, 2007).
On third reading (3.3c), the sentence has an interpretatioch corresponds to the non-gapped
version. The two (narrow scope) readings of the modal aravaitable in English.

To summarize briefly, gapping with conjunction has both wadel narrow scope readings of
the modal in Russian, but only wide scope reading of the md&inglish. In the rest of the
chapter, | develop an approach to conjunction which willcart for the data. | adopt a Hamblin

semantics (Hamblin, 1973) for conjunction and argue thajustction denotes the set of Hamblin
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alternatives. The new approach will account for the dataaut complicating the syntax of gap-
ping constructions. According to this approach, both cogijion and disjunction are set forming
operators whose members are Hamblin alternatives formetbbjuncts and disjuncts, respec-
tively. To distinguish between conjunction and disjunitid claim that there might be closure
operations with different quantificational force. Wheréas set of Hamblin alternatives formed
by disjunction is closed by existential closure, the ‘cangion’ set must be ‘universally’ closed
(cf. Chierchia, 2004). | now provide a brief background opjag constructions and introduce
two main approaches — the large-conjunct and small-cohppyroaches to gapping. | then dis-
Cuss gapping constructions in Russian and argue for thd-sorglinct approach for gapping in

Russian.

3.3 Background on gapping

3.3.1 What is gapping?

Starting with Ross (1970), sentences such as (3.4) haverbfssred to as gappinfIn (3.4), the

verbatein the second conjunct is omitted but it is interpreted ak\ifdre there.

(3.4) Some at@atto and others rice.

In a gapping construction, a verb and other material can goamounced if their content can
be recovered from the preceding conjunct. In the examplig,(the underlined verhteof the first
conjunct is the antecedent for the gap in the second conjumaase only a verb is gapped, the
gap is called a single gap (3.5a). When more material is ghppe gap is referred to as a complex

gap (3.5b).

4The “gapping” rule, which “operates to delete indefinitelgmy occurrences of a repeated
main verb in a conjoined structure”, has been proposed bg R&67) (p.250) to derive sentences
like (3.1a) from (3.1b).

(3.1) a. Jessica ate an apple and Joanne, an orange.
b. Jessica ate an apple and Joanne ate an orange.
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(3.5) a. Some ateatto and others rice. (single gap)
b. Some ate the nattaungrily and others timidly. (complex gap)

Gapping can target finite verbs (3.6a), or finite auxiliadesnodals (3.6b¥. In the latter case,
the main verb may retain in the second conjunct. In this @rapwill primarily be dealing with

gapping structures such as (3.6b).

(3.6) a. Jillwatchedhe hockey game and Jori the luge race.
b. Jill will refereethe hockey game and Jdnine the luge race.

In the theory of gapping, there are two main questions wigfare to properties of gapping
constructions. First question is about the size of the gurtjoontaining the gap. There are two
main approaches to the size question. On the one hand, gusn&sl that the conjunct containing
the gap is much larger than it appears on the surface and thaffithe size of the ungapped con-
junct. This approach is usually referred to as the larggeount approach (Ross, 1967; Neijt, 1979;
van Oirsouw, 1987; Wilder, 1994, 1997; Hartmann, 2000). ®ndther hand, it is hypothesized
that the gapped conjunct is smaller than its ungapped cqanrte This approach has been called
the small-conjunct approach to gapping (Johnson, 1996);200ppock, 2001; Lin, 2002). Sec-
ond question asks how the gap is produced. There are threeampes to the way the gap in the
second conjunct is derived. According to the first approttedgap is the result of ellipsis (Cop-
pock, 2001). According to the second approach, the ‘sharedérial in gapping constructions
moves across-the-board (Johnson, 2009). Third approacimas that the gap is a null pro-form
(Williams, 1997). In this chapter, | will be dealing with tisize questioff. In the next subsection
(3.3.2), I introduce the large-conjunct and small-conjuaqmproaches to gapping in more detail.
In subsection 3.3.3, | extend the small-conjunct approadapping in Russian and argue for a

unified analysis of gapping cross-linguistically.

SThese sentences are from Lin (2002) (p.10).

SFor the proposal in this chapter, it is not relevant whethegap is derived through VP-ellipsis
or through ATB-movement. The Russian data of the chapterad@rovide conclusive evidence
for or against one or the other approach. | leave this intieiggguestion for future research.
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3.3.2 Approaches to gapping

There are two principal ways to analyze gapping constrasti®n the one hand, the large-conjunct
approach (Ross, 1967; Neijt, 1979; van Oirsouw, 1987; Wild894, 1997; Hartmann, 2000)
suggests that bigger phrases, such as TPs, are coordiBatef (
(3.7) TP
TP, ConjP
TN
Conj Th
Some kind of a (syntactic) reduction mechanism derives #pe gy which the verb and other
material of the second conjunct get deleted under ideniitly material in the first conjunct. Cor-

respondingly, the sentence in (3.8a) receives the parse(8s8b), where the strike-out represents

reduced material.

(3.8) a. John ate natto and Bill rice.
b. [tp John_atenatto] or [rp Bill ate rice]

The large-conjunct approach predicts that no item of thedwajunct will be able to bind an
element or to scope over an element of the second conjunetetsy, the prediction is not born
out. The following scope and binding facts pose a problenttfefarge-conjunct approach (Siegel,

1984, 1987; Oehrle, 1987; McCawley, 1993; Johnson, 1996;2002).

3.3.2.1 Cross-conjunct binding: large-conjunct approach

In gapping, the subject of the first conjunct binds the preonauhe subject of the second conjunct

(3.9).

(3.9) a. Nowomajcan join the army and hegirlfriend the navy.
b. Not every studepbought a hat, and helorother a sweatshirt.

"Following Munn (1993), | assume that conjunction phrasenisadjunction in the syntax.
According to this view, the conjunction and the second cocijadjoin to the first conjunct.
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Standard assumptions about how binding works suggestrlia¢isentences (3.9), the subject
of the first conjunct c-commands the subject of the secongunoh Notice that binding is not

possible in corresponding non-gapped sentences (3.10).

(3.10) a. *Fp No woman can join the army] andfp hey; girlfriend can join the navy.]
b. *[1p Not every studenbought a hat] andip her brother bought a sweatshirt.]

In (3.10), the whole sentences (TPs) are coordinated andrdijar of the first conjunct cannot
bind into the second conjunct. On the large-conjunct apgiroe sentences in (3.9) are analyzed

as conjoined TPs and are wrongly predicted to be ungramatatic

3.3.2.2 Wide scope of modals: large-conjunct approach

In the gapping sentence in (3.11), the negated modal takissgope with respect to coordination,

receiving the non-distributed modal reading (paraphragddwhile as in Lin (2002)).

(3.11) Ward can't eat caviar and Mary eat beans.
a. Ward can't eat caviar while Mary eats beans.
b. Impossible reading: Ward can’t eat caviar and Mary caat'teans.

On the contrary, the corresponding non-gapped sentenogicimg two TPs, has the dis-

tributed modal reading.

(3.12) FpWard can't eat caviar] ang-p Mary can'’t eat beans.]

On the large-conjunct approach, (3.11) is analyzed as Y 3ol2 they do not mean the same
thing.

On the second approach to gapping (Coppock, 2001; Lin, 20@2nson, 2009), called the
small-conjunct approach, smaller phrases are conjoinddsirared” material lies outside coordi-

nation (3.13).
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(3.13) TP
vP
/\ .
VP, ConjP
RN
Conj vB
According to this approach, the sentence in (3.14a) is aodPdination and has a parse as in

(3.14b).

(3.14) a. John ateatto and Bill rice.
b. Johnate[,p tj natto] and {p Bill rice]

The approach makes correct predictions about wide scopalsadd cross-conjunct binding.

3.3.2.3 Wide scope of modals: small-conjunct approach

On the small-conjunct approach, finite auxiliary and modabsg lie outside coordination (3.15).

This allows the modals or other auxiliary operators to taiaps over the coordination.

(3.15) a. Ward can't eat caviar and Mary eat beans.
b. Ward can’ff,p eat caviar] and,Jp Mary eat beans.]

3.3.2.4 Cross-conjunct binding: small-conjunct approach

The subject of the first conjunct moves out of its vP and c-camuis the subject of the second

conjunct correctly predicting the binding fact (3.16).
(3.16) a. No womancan join the army and hgegirlfriend the navy.

b. No womancan[yp tj join the army] and,[p he, girlfriend the navy.]
3.3.2.5 Interim summary

The wide scope of modals and cross-conjunct binding fac® shat a small-conjunct approach
should be adopted to analyze gapping constructions in m¢Goppock, 2001; Lin, 2002; John-

son, 2009). We now discuss properties of gapping constmgin Russian. We show that proper-
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ties of gapping in Russian can be accounted for if we use tladl-gonjunct approach. We extend

the analysis to gapping in Russian and argue for a unifiethtiesa of gapping cross-linguistically.

3.3.3 Gapping in Russian

Although a well-known phenomenon, gapping in Russian hab@&en given a proper analysis yet.
In this subsection, | discuss gapping constructions in Rassd show that they share several prop-
erties with gapping in English. We will see that scope effeuid cross-conjunct binding prevent
us from adopting the large-conjunct approach for gappirfguasian. | extend the small-conjunct

approach to gapping in Russian and argue for a unified asalygiapping cross-linguistically.

3.3.3.1 Licensing environments

There are two conjunctions in Russiargnda, that correspond to the English conjunctiamd,

but only thea conjunction can be used in gapping in Russian (3.17).

(3.17) Kto Cto zakazal?
whowahtordered
Who ordered what?

a. Zens$iny zakazalivino,a muZiny kon’jak.
women orderedwine andmen  cognac
‘Women ordered wine and men cognac.’

b. # Zenginy zakazalivinoi muZiny kon’jak.
women orderedwineandmen  cognac
‘Women ordered wine and men cognac.’
(3.17) is a multiple wh-question requiring a pair-list aeswThe question can be answered
with the gapping sentence conjoined with #ieonjunction (3.17a), but not with theconjunction
(3.17b). Similarly, the minimal pair in (3.18) (from Kazen2009) shows that gapping is possible

with a, but not withi.8

8\We cannot say that is exclusively reserved for gapping in Russian, wheidasised every-
where else. Notice thatcan also be used with ellipsis such as (3.1)
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(3.18) a. VasjpodarilMaSeknigu,a Kolja kompakt-disk.
V. gave M. book andK. CD
‘As a present, V. gave M. a book and K. a CD’

b. *VasjapodarilMaSeknigui  Kolja kompakt-disk.
V. gave M. book andK. CD
‘As a present, V. gave M. a book and K. a CD’

Another characteristic property of gapping is a restrittio coordination (Jackendoff, 1971,

Hudson, 1976; Johnson, 2009).

(3.19) a. Some had eaten mussels and others shrimp.
b. *Some had eaten mussels because others shrimp.
(3.19a) is a gapping structure with coordination and it @ngmatical. On the other hand,
(3.19b) is a subordinating clause with gapping and it is angnatical. We observe the same

distribution in Russian (3.20).

(3.20) a. Petj&kupil dom, a Vanjayahtu.
P. boughthouseandV. yacht
‘P. bought a house and V. bought a yacht.’

b. *Petjakupil dom, potom£to Vanjayahtu.
P. boughthousebecause V. yacht
“*P. bought a house because V. a yacht.’

Compare the grammatical coordinate structure with gapf@mi@0a) and the ungrammatical
subordinating clause with gapping (3.20Db).
Gapping in Russian and English share syntactic propeitiekjding locality constraints. In

both languages, gapping obeys subjacency.

(3.21) a. *Koljaselnapoezd,jduZij v Peterburga Vanjav Moskvu.
Kolja satontrain going to PetersburgndVanjato Moscow
‘Kolia took the train going to St.Petersburg and Vanja tdaktrain going to Moscow.’
(complex NP island)

(3.1) Petjdjubit moloko,a Vanjanet.
P. likes milk andV. not
‘P. likes milk and V. does not.’
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b. *Jausél kogdapriSélPetja,a ty Vanja.
| left when camePetja andyou Vanja
‘| left when Petja came and you left when Vanja came.’ (Wiawnst)

(3.21) shows that gapping is not possible out of an isfaitfe observe the same effects in

English (Johnson, 2004).

(3.22) a. *John wondered what to cook today and Peter tomorro (wh-island)
b. *Iread out the order to fix tortillas, and Mary beans. (ctempNP island)

Gapping in Russian shares scope and binding facts with ggppiEnglish.

3.3.3.2 Cross-conjunct binding

The subject of the first conjunct is able to bind a pronoun & ghbject of the second conjunct
(3.23a). The corresponding non-gapped sentence doeslowtabss-conjunct binding (3.23b).

This is similar to cross-conjunct binding fact in English.

(3.23) a. Nekazdyjmal'Cik; budetigrat’ v kukly,a egq sestrav zvezdnyevojny.
notevery boy will play indolls andhis sisterin star wars
‘Not every boy will play dolls and hig sister — star wars.’

b. *Ne kazdyjmal'Cik; budetigrat’ v kukly, a egq sestrabudetigrat’ v zvezdnye
not every boy will play in dolls andhis sisterwill play in star
vojny.
wars
“*Not every boy will play dolls and hig sister will play star wars.’

The contrast in (3.23) indicates that subject should ocatside of coordination in gapping in

Russian.

3.3.3.3 Wide scope of modals

When embedded under a modal verb (3.24a), a wide scope geaflihe modal is one of the

possible readings (3.24b).

9These examples are due to K. Kazenin
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(3.24) a. Odnine mogutest’ ikru, a drugieest’ boby.
somenot can eat caviarandotherseat beans
‘Some can’t eat caviar and others eat beans.’

b. Odnine mogutest’ikru, v to vremjakakdrugieedjatboby.
somenotcan eat caviaratthetime as otherseat beans
‘Some can't eat caviar while others eat beans.
In order to take a wide scope, the modal verb should outscopelmation. This is similar to
what we see in English.
Cross-conjunct binding and wide scope of modals suggesttmadination should be smaller
(such as coordination of vPs) in gapping in Russian. We cthahthe small-conjunct approach
should be adopted for the Russian gapping constructionss i$Havorable since it provides a

unified analysis of gapping in English and Russian.

3.4 Puzzle

If we are going to adopt the small-conjunct approach to gappm Russian, then interpretation
facts of the sentence in (3.25) are puzzling. In particule,narrow scope reading of modals is

not accounted for under this approach.

(3.25) Odnimogutest’ikru, a drugieest’ boby.
somecan eat caviarandotherseat beans
‘Some can eat caviar and others eat beans.’

a. Odnimogutest’ikru v to vremjakakdrugieedjatboby.
somecan eat caviaratthetime as otherseat beans
‘Some can eat caviar while others eat beans.’

b. Vsegosti mogutest’bljudona vybor.
all guestan eat dish for choice
‘All guests can eat a dish of their choice.
Odni mogutest’ikru, a drugiemogutest’ boby.
somecan eat caviarandotherscan eat beans
‘It is permitted for some to eat caviar and it is permitteddthers to eat beans.’
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c. U kogonacto netallergii?
by who to whatno allergy
‘Who has no allergy to what?’
Odni mogutest’ikru, a drugiemogutest’ boby.
somecan eat caviarandotherscan eat beans
‘Some can eat caviar and others can eat beans.’

Recall, that the sentence in (3.25) has three possiblengadiOn the first reading (3.25a),
the modal takes wide scope over the entire coordinate ateicThe two readings in (3.25b) and
(3.25c¢) correspond to narrow scope of the modal with redpeminjunction. (3.25b) denotes that
any choice is a permissible option. (3.25c) has conjunaamping over the ability modal. On this
reading, the sentence can be paraphrased as having th tabdat the respective foods. We find

the wide scope reading of the modal in English (3.26a). Hawekiere is no narrow scope reading

of the modal in English gapping sentences (3.26b).

(3.26) Ward can’eat caviar and Sue eat beans. (Siegel, 1987; Oehrle, 1987)
a. Ward can't eat caviar while Sue eats beans.
b. Impossible reading: Ward can’t eat caviar and Sue cahleans.

The small-conjunct approach to gapping predicts a moddinays have wide scope with re-
spect to coordination. On this approach, only the readin(@.i26a) is derived. The narrow scope
readings of the modals in (3.25b) and (3.25c) are not predijsthich is puzzling. Another puz-
zling fact is why narrow scope reading of modals is availalRussian but not in English. In the
next section we provide a solution to the puzzles. We argakeatiopting a Hamblin semantics
(Hamblin, 1973) for conjunction will account for the datalout abandoning the small-conjunct
approach to gapping constructions. To account for thereiffee between English and Russian, we
refer to selectivity implemented as feature checking meisima (Kratzer and Shimoyama, 200%).
We propose that conjunctions can be selective in a way tegtdarry uninterpretable features cor-
responding to the interpretable features on operatorsngti€h,and has an uninterpretable feature
[V] which has to be checked by its interpretable counterpatt ag the universal quantifieoth In

Russiana has also an uninterpretable featuv§ put it has to be checked against an ‘inflectional

10Thanks to Ezra Keshet for a hint at selectivity.
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category’ such as aspect. The interaction between therésatind corresponding operators is sub-
ject to syntactic constraints. The latter explains whyehiemo wide scope conjunction reading in

English.

3.5 An alternative semantics for conjunction

Recently, it has been argued that a set-based approactddtealdopted for disjunction (Aloni,
2002; Alonso-Ovalle, 2006). In particular, a Hamblin seti@n(Hamblin, 1973) has been ex-
tended to disjunction (Alonso-Ovalle, 2006; Hulsey, 20@@3h this approach, disjunction does not
denote the truth-conditional logical operatgrrather it introduces a set of Hamblin alternatives.
Hamblin alternatives combine with other elements of theéesae (by function application) until
they are caught by an operator that selects them. Only tlsesi@vailable operator is able to
associate with alternatives. On this approach, sever &mout the interpretation and distribution
of disjunction fall out naturally, including locality conbns (for more details see Alonso-Ovalle,
2006; Hulsey, 2008).

If we are going to adopt a Hamblin semantics for disjunctioins conceptually preferred to
have the alternative semantics analysis for both disjancind conjunction. In this section we
extend the approach to conjunctihl propose that natural language conjunction is a set forming
operator and conjoined structures denote the set whose emsrate Hamblin alternatives created
by the conjuncts. | show that adopting a Hamblin semanticsdojunction will account for the
puzzling gapping data (section 3.4) without abandoningsthall-conjunct approach.

In the following, first | provide a background on Hamblin serties. Next, | reanalyze puzzling
gapping constructions applying a Hamblin semantics towwstjon. | address the closure issue
and claim that there might be closure operations with difiequantificational force. Whereas the

set of Hamblin alternatives formed by disjunction is clobg@xistential closure, the ‘conjunction’

11ctf. Kaplan (2007a,b) who suggests a Hamblin semantics fordiwation. This has been
recently pointed out to me by Jason Merchant. The argumehisrchapter has been developed
long before | came across these papers.
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set must be ‘universally’ closed (cf. Chierchia, 2004). Tiees approach provides further evidence
for Hamblin alternatives as an analytical tool and shedd kg the nature of existential closure by
addressing why a logical possibility people don’'t normaitiend to — that there might be closure
operations with other quantificational force, such as usale- might actually be realized. Finally,
| address the question why the narrow scope reading of madalailable in Russian, but not in

English.

3.5.1 A Hamblin semantics

Originally, the Hamblin semantics has been proposed fostipugs in English (Hamblin, 1973).

For example, the question in (3.27a) has the denotation @s2iib).

(3.27) a. What dog walks with Mary?
b. The denotation-set whose members are the propositiahRtver is a dog and walks

with Mary, that Fido is a dog and walks with Mary, and so on fibpassible individ-
uals. (Hamblin,
1973)

Recently, the Hamblin semantics has been extended to hietogaage quantification (Ram-
chand, 1997; Hagstrom, 1998) including indeterminate sgsdKratzer and Shimoyama, 2002;
Shimoyama, 2006) and disjunction (Alonso-Ovalle, 2006lskEy, 2008). The key idea behind the
Hamblin semantics is that linguistic items of the differeategories have “denotation-sets” rather

than denotations. For instance, a proper name ‘Mary’ stant$or the individual ‘Mary’ but for

the set whose only member is ‘Mary’.
(3.28) [Mary] = {m}

More formally, expressions of type are mapped to sets of objects of type. Dindividual
denoting NPs are mapped to singletons containing an ingwi(B.29a). \Verbs are mapped to

singletons containing a property (3.29b). Modals are mdppesingletons containing a function

from propositions to propositions (3.29c).

(3.29) a. [[John] ={j}
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b. [eat] = {Ay.AxAw.eaty(X, y)}
c. [can] ={Ap<st>Aw.Iw[w’ € Dy & p(W')]}

On this approach, indeterminate phrases and disjunctiootdeets whose members are Ham-
blin alternatives created by an indeterminate phrase artidpyncts, respectively. For instance,
a disjunction phrase ‘Mary or John’ is a set where ‘Mary’ addhn’ are two members of a set
(3.30).

(3.30) [MaryorJohrj ={m, j}

Hamblin alternatives combine with other elements of théesae by function application as
defined in (3.31).

(3.31) The Hamblin rule (cited after Alonso-Ovalle, 2006):

It [a]] € D<o r>and [B]] € Do,
then [a(B)] ={c € Dr | Ja € [[a] 3[B] € [B] (c=a(b))} (Hamblin, 1973)

The rule in (3.31) says that every object of tyj@et) applies to every object of typ®, and the

outputs are collected in a set. Consider an example withirtisipn (from Alonso-Ovalle, 2006,

p. 12).
(3.32) a. Sandyread Moby Dick or Huckleberry Finn.
b. IP: {Aw.reagy(s,m),Aw.ready(s,h)}
DP VP:{Ax.Aw.reagy(x,m), Ax.Aw.reagy(x,h)}
Sancly: {s}
\Y} DP;: {m,h}

|
read:{Ay.AX.Aw.reagy(x,y)} /’\

DP, or DP3
| |
M.: {m} H.: {h}
In disjunction case, it is assumed that the alternativesdiuiced by disjunction are caught by

an existential closure defined in (3.33).
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(3.33) Existential closure:
Where [A] € Dcst>, [3P] = {Aw.3p[pe [Al&pW)]} (Alonso-Ovalle, 2006)
The existential closure operator maps a set of alternatites singleton containing the propo-
sition that is true in a worlgv if and only if at least one of the propositions in alternagii@true in
w. According to Alonso-Ovalle (2006), existential closusariggered under the immediate scope

of modals (for more details see Alonso-Ovalle, 2006).

3.5.1.1 A Hamblin semantics for conjunction

It has been noticed (Munn, 1993) that both conjunction asfudction can be viewed as set-
forming operators. It is conceptually preferred to havegamme analysis for both coordinators. |
assume that these statements are true and propose thatitrad lsmguage conjunction introduces
into the semantic derivation the denotation of its conjaragt Hamblin alternatives. | propose a
general syntax-semantic rule for all connectives, inclgdiisjunction, conjunction, and null or

omitted coordinatoré? schematized in (3.34).

(3.34) y ={a, b}

a
and/or/®0
@ {0}

On this proposal, conjunction denotes the set whose merabeidamblin alternatives created

by the conjuncts. For instance, a coordination phrase 8b€3.has the denotation in (3.35b).

(3.35) a. Mary and John
b. DP: {m,j}

DP; ConjP

| TN
Mary: {m} Conj DP,

| |
and John: {j}

12An implication for omitted coordinators is discussed intsec3.6.
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To distinguish between conjunction and disjunction, | dhat there might be closure op-
erations with different quantificational force. Whereas #let of Hamblin alternatives formed by
disjunctionis closed by existential closure (3.33), thanjcinction’ set must be ‘universally’ closed

(cf. Chierchia, 2004). The universal closure rule is state@.36).

(3.36) Universal closure:
Where [[A]] € D<st>, [VP] = {Aw.Vp[pe [A]—pW)]}
The universal closure operator maps a set of Hamblin aliggsanto the singleton containing

the proposition that is true in a wondif and only if every proposition in alternatives is truevin

3.5.2 A note on closure operations

Existential closure operation has been introduced to atdou quantificational variability of in-
definites in different contexts (Kamp, 1981; Heim, 1982). t@is view, indefinites are not ex-
istentially quantified inherently; rather indefinites oduce variables that have to be bound by
some other operator in the sentence, such as an implicieeial quantifier. On this approach,
existential closure operation applies at the sentencé deeven at the text or discourse levels.

In coordination, scope of disjunction is the point of exigital closure (Alonso-Ovalle, 2006;
Hulsey, 2008), implemented as an existential closure phtBgcf. Alonso-Ovalle, 2006). Such
an approach helps to derive scope effects in coordinatiimdigjunction. Consider as an example
the following gapping sentence with disjunction (from Hays2008, p. 95), which is ambiguous

between the wide and narrow scope readings of the modal.

(3.37) Forthe Red Sox to make the playoffs...
The Sox must beat the Yankees or the Angels lose to the Mariner

a. either of two events is sufficient (S or M)
b. ...butldon't remember which. S ord M)

In case, the existential closure applies above the modafjevéhe distributed modal reading

(3.38).
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(3.38)

N
/\

A
The Sox
T
|
must
ConjP
tjbeat the Yankees /\
onj

or

the Angels lose to the Mariners
On a Hamblin semantics, each disjunct in (3.38) denotesitiggeton set containing a propo-
sition (3.39a). The disjunction takes the two singletors setd returns a set with two members
(3.39b). Next, the modal combines by function applicatiathveach member of the set. It dis-
tributes over each member of the disjunction set, returairsgt that has two members (3.39¢).

Finally, the existential closure applies (3.39d).

(3.39) a. [vP]] = {the Sox beat the Yankees}[vR| = {the Angels lose to the Mariners}

b. [vPorvR] = {the Sox beat the Yankees, the Angels lose to the Mariners}

c. [mus(vPorvR)] = {Aw.vw'[w’e Dy — vPi(W)], Aw.vwW/[w’e Dy — vPy(W)]}

d [[ (must{(vP)ormus{vR))] = {AwW".3p[p € {Aw.yw'[w’e Dy — VP (W')], Aw.vwW'[
w'e Dy — VP2 (W')]} & p(w “)]}

= 1 iff one of the two propositions in the set (the Sox must bi@atrankees, the Angels
must lose to the Mariners) is true.

To derive the narrow scope reading of the modal, the exisiecibsure should apply before

the modal (3.40).
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(3.40) TP

A

DP;

/\
The Sox
must /\
=
ConjP

tjbeat the Yankees /\
onj

or

the Angels lose to the Mariners
The derivation proceeds in the same way as in (3.39) up Unatipbint when the modal enters
the derivation. Before applying the modal, the existerliase operation closes the set of Hamblin
alternatives (3.41a). It gives a singleton set where ond@ftivo propositions is true. In the
next step, the modal applies to the singleton set (3.41bg. mibdal takes scope over disjunction

resulting in the reading that the speaker is uncertain wbithe two requirements holds.

(3.41) a. [[A(vPorvR)] = {Aw.dp[p € {the Sox beat the Yankees, the Angels lose to the
Mariners} & p(w)]}

b. [musB(vPorvR)] ={Aw.vyw'[w’e Dy — {AW" 3p[p € {VvP1, VPo} & p(w ")} w )]}
= 1 iff it is necessary that one of the two propositions {thexBeat the Yankees, the
Angels lose to the Mariners} is true.
| claim that, similar to disjunction, scope of conjuncti@the point of universal closure oper-

ation realized as a universal closure phraBeln English, universal closure can be triggered under

the scope of a modal verb resulting in a wide scope readid@)3.
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DR TP
—_—
Ward /\
T VP
| /\
can
\4 vP
vPy ConjP
—
tieat caviar Conj/\va

and " Mary eat beans

On a Hamblin semantics, each conjunct in (3.42) denotesrtlgieton set containing a propo-
sition (3.43a). The conjunction takes the two singletos setd returns a set with two members
(3.43b). Next, the universal closure operation closes gtetsHamblin alternatives (3.43c). It
gives a singleton set where every propositions is true. émixt step, the modal applies to the

singleton set (3.43d).

(3.43) a. [vP] ={Ward eat caviar}; [vP] = {Mary eat beans}
b. [vPandvB] ={Ward eat caviar, Mary eat beans}
c. [V(vPiandvB)] = {Aw.¥p[p € {Ward eat caviar, Mary eat beans} p(w)]}
d. [[canv(vPiandvB)] = {Aw.vw'[w’e Dy — {AW".¥p[p € {VvP1, VPo} — p(W")]}(w )]}
= 1iffitis possible that every proposition {Ward eat cayilslary eat beans} is true.

We now can derive different scope readings of modal verbgappong in Russian.

3.5.3 Deriving ambiguous cases

Consider the sentence (3.25) again, repeated in (3.44).sdhience has both wide and narrow
scope readings of the modal verb. Applying an alternativeasgic approach to conjunction, we
can derive both readings without altering the syntacticasgntation of the gapping sentences in

Russian.
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(3.44) Odnimogutest’ikru, a drugieest boby.
Somecan eat caviarandotherseat beans
‘Some can eat caviar and others eat beans.’

a. lItis possible that some eat caviar while others eat beans. (can> and)
b. Some can eat caviar and others can eat beans. >(@ad)

3.5.3.1 Wide scope of the modal

To derive a wide scope reading of the modal, universal ceosperation should apply before the

modal verb enters the derivation (3.45).

(3.45) TP
DP, TP
—
Ward /\
T vP
| /\
can
v vP
vPy ConjP
—_
tjeat caviar /\

Conj vPy
|

and " Mary eat beans

(3.46) a. [vP] ={Ward eat caviar}; [vP] = {Mary eat beans}
b. [vPiandvB] = {Ward eat caviar, Mary eat beans}
c. [V(vPiandvB)]] = {Aw.¥p[p € {Ward eat caviar, Mary eat beans} p(w)]}
d. [[canv(vPiandvB)] = {Aw.yw'[w’e Dy — {AW".¥p[p € {VvP1, VPo} — p(W")]}(w )]}
= 1iff it is possible that every proposition {Ward eat cayistary eat beans} is true.

3.5.3.2 Narrow scope of the modal

We derive a narrow scope reading of the modal by applying théainverb first and the universal

closure operation afterwards (3.47).
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(3.47)

N
/\
ﬁ T/\
clm A

ConjP
A
tieat caviar Conj/\va
|

and “Mary eat beans

(3.48) a. [vP] ={Ward eat caviar}; [vP] = {Mary eat beans}

b. [vPandvB] ={Ward eat caviar, Mary eat beans}

c. [[can(vPiandvB)] = {Aw.vw/'[w’e Dy — vP1(W')], Aw.vw'[w’e Dy — vPo(W')]}

d [[ (can(vP)andcarfvR,))] = {Aw".vp[p € {Aw.vw/'[w'e Dy — VP (W')], Aw.vwW'[
w'e Dy — VPo(W')]} & p(w “)]}
= 1 iff every propositions in the set (Ward eat caviar, Marylesans) is true.

Now we can turn to the second puzzling question why thereri®wascope reading of modals
in gapping with conjunction in Russian, but not in Englishtttibute the cross-linguistic variation

to the selectivity property of conjunctions.

3.5.4 Selectivity

In the paper on indeterminate pronouns Kratzer and Shimay@d02) emphasize that cross-
linguistic variation in indeterminate pronouns can be akpmd with the help of selectivity. On
this proposal, the German indeterminate pronwgendein‘someone’ is selective. It has an un-
interpretable featured], which has to be checked against its interpretable copaterin case of
irgendein it has to be an existential quantifier. On the other handaipmnese counterpart does not

have such an uninterpretable feature. It is not selectikie.cbrresponding Japanese indeterminate
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pronoun gets its existential or universal interpretatioegending on the operator it encounters on
its way (for more details see Kratzer and Shimoyama, 2002).

In this section, | adopt the selectivity approach to crasgtistic variation and claim that
conjunction and disjunction can be selective. In the folfay | lay out details of the selectivity
approach to cross-linguistic variation in indeterminatenouns. Then, | extend the approach to
coordination. On this approach, conjunction in English dasininterpretable featur&][which
has to be checked against its interpretable counterpat, as1a universal quantifier. In Russian,
conjunction has an uninterpretable feature [Asp], whichtoedbe checked against an ‘inflectional
category’, such as aspect. The proposed analysis furtipgosis “the no variation hypothesis”
(Matthewson, 2001), which claims that no crosslinguistidation occurs in semantics; rather all

languages share certain basic semantic structures.

3.5.4.1 Indeterminate phrases can be selective

In the paper on indeterminate pronouns, Kratzer and Shimay2002) attribute the difference in
distribution between the Japanese and German indetempheadses to the selectivity property. In
German, the indeterminate pronougenein‘someone’ is selective. It carries an uninterpretable
feature H] that has to be checked against its interpretable countespah as an existential op-
erator. It cannot associate with the universal, questiorwbiat they call, inflectional negation
operators, but only with the existential operator. The eece withirgendeinin (3.49) has the

readings in (3.49a) and (3.49b) but not in (3.49c).

(3.49) IrgendeinsvondiesenKindernkannsprechen.
irgend-oneof these childrencan talk

a. One of those children can talk (the speaker doesn’t knavai@ which one it is).
b. One of those children is allowed to talk (any one is a pesifis option).

c. * Any one of those children can talk (in the sense of ‘any of#ose children has the
ability to talk.”)

(3.49¢) has a generic reading triggered by the presence wivargal operator, butgendein

cannot associate with it. Similarly, the indeterminatenanan cannot associate with the inflectional
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negation ‘nicht’ (3.50a) or the question word ‘ob’ (3.50b).

(3.50) a. *Ichhab’nichtirgendwas gelesen.
| havenot irgend-whatead
‘| didn’t read anything.

b. DerLehrer hat gefragt,ob Hansirgendein Buchgeleserhat.
the teachethasasked whetherHansirgend-onebookread has
‘The teacher asked whether Hans read any book.’
Impossible reading: The teacher asked whether {Hans reakl dadHans read book b,
Hans read book c, ... etc. for all books in the universe ofalisse}

The indeterminate pronourgendeincan associate with a negative quantifier, which closes its

scope existentially. Compare (3.50a), which is ruled oud, the grammatical (3.51).

(3.51) Niemandnusstargendjemand einladen.
nobody had irgend-one invite
‘Nobody had to invite anybody.
In Japanese, indeterminate pronouns do not have any ymietable features. They are not

selective. A pronoun gets its interpretation dependinghenoperator it encounters on its way, as

schematized in (3.52).

(3.52) [indeterminate pronoun]-ka/-mo,
where -ka is avh-question and -mo is a universal quantifier

On this approach, there is no need to provide different séosaior the English and Japanese
indeterminate pronouns relation between the indetermipainoun and its operator can now be

viewed as feature movement that obeys syntactic consrafidre is an example at work.

(3.53) DerlLehrer hat gefragt,ob Hansirgendein Buchgeleserat.
the teacheihasasked whetherHansirgend-onebookread has
‘The teacher asked whether Hans read any book.’

a. irgendein stays within the domain of within the ob-clause
b. *irgendein scopes ovet, but stays within th@b-clause

c. *irgendein scopes out of theb-clause

d. *the alternatives created lrngendein expand beyond
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On the current approach, (3.53b) is ruled out because ofdéirie clash with [Q]. (3.53c)
violates scope constraints, and (3.53d) can’t happen Bedae expanding alternatives are caught

by 4. Let’s now turn to conjunctions.

3.5.4.2 Conjunctions can be selective

| adopt the selectivity approach to cross-linguistic videiaand claim that in English and Russian
coordinators are selective. In Engligtmd has an uninterpretable featuk§ pnd associates with a
universal operator. Disjunction has an uniterpretableufegd] and associates with an existential
operator.
(3.54) a. Johnis (both) laughing and crying.
b. John is (either) laughing or crying.
The selectivity approach predicts different coordinatornisave distinct selection features. The

prediction is born out (3.55).

(3.55) a. *Johnis either laughing and crying.
b. *John is both laughing or crying.
Conjunction cannot associate with the existential quan&ither, and vice versa disjunction
cannot associate with the universal quantifieth
It also cannot appear within the scope of a negative quantiéiherwhich closes its scope

with [d], as shown in (3.56).

(3.56) a. Johnis laughing and crying.
b. *John is neithetaughing and crying.
We conclude that in English conjunction has an uninterptetf/] feature, which has to be
checked against an interpretable feature carried by a tsaveperator such dth
We claim that in Russiaahas uninterpretabkéfeature which has to be checked by an operator.
However, Russian differs from English in theathecks its feature against an ‘inflectional category’
such as aspectual operator (e.g. generic aspect, whigessawr an aspectual verb that carriés

(cf. Schmitt, 1996)). For instance, the sentence in (3.88)deneric reading.
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(3.57) Petjaumeetpet’, a Vanjatancevat'.
Petjacan to-singandVanjato-dance
‘Petja knows how to sing and Vanja knows how to dance.’

On the other hand in (3.58) cannot associate with the universal quantéiegry morningas

the reading in which universal closes the set of alternais@ot possible.

(3.58) Petjamogetkagdoeutro [tj pet’, a Vanjatancevat’].
Petjacan every morning to-singandVanjato-dance
Impossible reading: It is possible that every morning P&it)gs and Vanja dances.

In the following sentence, both verbs are aspectual verlbghay rather correspond to an
existential quantifier (Schmitt, 1996). As a result, theteeroe does not have a wide scope reading

of the modal. Only aspectual verbs that introduce univeygahtifiers can associate wih

(3.59) Petjanojetspet’,a Vanjastancevat.
Petjacan sing andVanjadance
Impossible reading: Petja can sing while Vanja dances.’

a cannot associate with [Q], as shown in (3.60).

(3.60) * Petjane znaetkak pet’, a Vanjatancevat'.
Petjanot know howto-singandVanjato-dance
‘Petja does not know how to sing and Vanja does not know hovatee.’

a cannot associate with [Neg] or a negative operator sucteasrthat carries ).

(3.61) a. Petjgmoget ne [tj pet’,a Vanjatancevat].
Petja allowednot sing andVanjadance
Impossible reading: Petja is allowed not to sing and Van@lmved not to dance.
b. Petjanikogdalne poet,a Vanjane tancuet].
Petjanever notsing andVanjanotdance
Impossible reading: It is never the case that Petja sing&/angh dances.’

3.5.5 Explaining differences in interpretation

We now can turn to the question why there is no wide conjunatéading in English but there
is wide conjunction reading in Russian. The difference ishia different selection properties.

In English,and selects for interpretable featuré][carried by a universal quantifier, whereas in
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Russiana selects for Y] carried by an ‘inflectional category’ such as aspect. The tha features
interact with corresponding operators determines theibligion. Let’s take a look at the English

example first.

(3.62) Ward can’t’/ both eat caviar and his guest eat dried beans.

(3.63) *Wardd both can’'tV eat caviar and his guest eat dried beans.

(3.64) *YgenN Both Ward can’ty eat caviar and his guest eat dried beans.
a. and stays within the domain djoth (wide scope reading of the modal)
b. andscopes over the modal (harrow scope reading of the deonti@aino

c. alternatives created landexpand beyontoth (narrow scope reading of the epistemic
modal)

The only possible reading is (3.62) whexed stays within the scope of. (3.63) is a feature
clash with [] carried by tense or negation. (3.64) is ruled out becaupareking alternatives are

caught byv. Similarly, we derive the readings in Russian.

(3.65) Odni mogut[Asp] est’ ikru, a drugieest’ boby.
Somecan eat caviarand otherseat beans
‘Some can eat caviar and others eat beans.’

(3.66) Odni[Asp] mogutest’ ikru, a drugieest’ boby.
Somecan eat caviarand otherseat beans
‘Some can eat caviar and others eat beans.’

(3.67) [Gen]Odnimogutest’ ikru, a drugieest’ boby.
Somecan eat caviarand otherseat beans
‘Some can eat caviar and others eat beans.’

a. astays within the domain of aspect (wide scope reading of theat)
b. ascopes over the modal (narrow scope reading of the deonti@no

c. alternatives created layexpand beyond carried by aspect (narrow scope reading of
the epistemic modal)

The possible reading in (3.65) is the resultaobccurring within the scope of carried by
aspect. In (3.66)a scopes over the modal but is caughtwgarried by generic aspect. Finally, in

(3.67) alternatives expand until they are caught by geraspect.
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3.6 Some implications: The homophony puzzle

In English, bothand andor can be omitted in coordinate structures with more than twmehts

(3.68).

(3.68) a. John, Bill and Mary left.
b. John, Bill, or Mary left.

On the standard semantic approach to coordination, caatatiomission with botland andor
results in a homophony puzzle. According to the standardogap, the natural language coordi-
natorsand andor denote two different logical connectives. On this view, ve@dto postulate that
there are actually two distinct omitted coordinators: omemjunction, and the other a disjunction

(3.69).

(3.69) a. Johmy,q Bill and Mary left.
b. Johnzr Bill or Mary left.

Such a claim, however, is problematic. First, we will havedmehow ensure that the omitted
coordinator that is a conjunction can't ever occur when tertocoordinator is a disjunction, and

vice versa. In other words, we will have to ensure that thiefahg holds.

(3.70) a. Johmgng/* Dor Bill and Mary left.
b. John@or/* @g4nq Bill or Mary left.

Second, coordinator omission occurs in many differentlaggs (Haspelmath, 2004). We will
have, then, to explain why the accidental homophony betwerdistinct omitted coordinators
holds for a bunch of different languages. If we adopt a Hamd®imantics (Hamblin, 1973; Kratzer
and Shimoyama, 2002) for both conjunction and disjunctwa,void the need to postulate two
homophonous unpronounced coordinators. On this appr@dictoordinators are treated in the
same way, so that and, or, aadform alternative sets.

(3.71) a. [AandB =Vx.x € {A, B}

b. [AorB] = 3Ix.x € {A, B}
c. [AoB] ={A, B}
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For disjunction, alternatives are independently motigdgfdonso-Ovalle, 2006). Using alter-
natives for disjunction requires only changing the naturéhe quantifier. Disjunction can thus
be interpreted as existential quantification over altéveat For conjunction, the quantification is
universal. The omitted coordinator will always do pregysitle same thing. It will form alterna-
tive sets. The approach treating a coordinator as formitggredtive sets voids the problems we

encounter on the standard semantic approach to coordsnator

3.7 Summary and outlook

We started with addressing the interpretation puzzle insRmnsgapping constructions. We have
shown that gapping in Russian shares several propertibsgajping in English. We have ex-
tended the small conjunct approach to gapping in Russiaraaned for a unified analysis for
gapping cross-linguistically. We have proposed a Hamkgimantics for conjunction. We ex-
tended the proposal to coordination in Russian. To accaunhé difference between English and
Russian, we proposed that conjunctions can be selectiveveyahat they carry uninterpretable
features corresponding to the interpretable features eratqrs. In Englishand has an uninter-
pretable featurey] which has to be checked by its interpretable counterpat s the universal
guantifier. In Russiam has also an uninterpretable featuyg, out it has to be checked against
an ‘inflectional category’ such as aspect. The interactietwvben the features and corresponding
operators is subject to syntactic constraints. The laktplagns why there is no wide scope con-
junction reading in English. One implication of the propdsathat it naturally accounts for the
homophony puzzle. The analysis predicts that omitted d¢oatdrs are coordinators that are not
specified or underspecified for selective features. On threguproposal, the difference between
disjunction and conjunction in English and cross-lingaadty is determined by selectivity. It is
interesting to see how the proposal can derive distribuaaits in disjunction and conjunction

outside of gapping. We address this question in the nearefutu
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Chapter 4
SCOPE AMBIGUITY AND MINIMALIST GRAMMARS

One of the key problems in computational linguistics is hgsg linguistic ambiguities of all

kinds. This chapter addresses a computational aspect pé stobiguity in coordinate structures.
| adopt a Minimalist Grammars formalism (Stabler, 1997;b&aand Keenan, 2003; Kobele,
2006) to derive scope ambiguities and suggest a new expmanait scope effects in coordinate

structures.

4.1 Introduction

A key task of computational linguistics is to resolve vasdinds of ambiguities, e.g., lexical am-
biguities, scope ambiguities, structural ambiguitieg] attachment ambiguities. Ambiguities in
natural language create possible readings which can grpanextially! For example, the sen-
tence in (4.1) has two scope elements, i.e. two quantiensethingandeveryone The sentence

allows for 2! (two factorial) possible readings which eqt@inarrow (surface scope) and wide

(inverse scope) scope readings of the object, paraphragédla) and (4.1b).

(4.1) Something devoured everyone.
a. There is something that devoured everyone. (somethiegeryone)
b. For each person, there is something that devoured him.  ery@we> something)

One way to deal with ambiguities in natural language whergssed by a man or a machine is
to enumerate all possible interpretations first and test #oeeptability afterwards. However, the
exponential growth of alternative readings makes such proagh inefficient and often infeasible.

Recently, other formalisms have been introduced to dedl antbiguities in natural language

(e.g. Alshawi, 1990; Geurts and Rentier, 1993; Reyle, 1883; 1996; Muskens, 1999; Egg et al.,

1A sentence containing scope bearing elements which are freely permutable wile v
possible readings. A set af such sentences will haya!)™ possible readings.
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2001; Erk, 2002; Copestake et al., 2005). Common to all treesealisms is the use of underspeci-
fication techniques, which avoid the problem of exponealigrnatives. The main idea underlying
underspecification is to derive a single (constrained) rifatson? of all readings instead of gener-
ating all possible readings. In this chapter, | addressee@wpbiguity in coordination. | adopt a
Minimalist Grammars formalism (Stabler, 1997; Stabler Keénan, 2003; Kobele, 2006), which
uses underspecification in semantic representations. thesermalism to account for different
readings in gapping constructions with disjunction emieeddnder a modal verb. | extend the
coverage of the approach to other scope ambiguity casesjimdtion.

The chapter is organized as follows. Section 4.2 discusseEsept underspecification tech-
niques which deal with scope ambiguity. Section 4.3 intaeda Minimalist Grammars formalism
and direct compositionality. A scope ambiguity puzzle inrbnation and a solution to the puzzle

within the Minimalist Grammars formalism are presenteddat®n 4.4. Section 4.5 concludes.

4.2 Approaches to scope ambiguity

4.2.1 What is scope ambiguity?

Resolving scope ambiguities is a core task of computatiamguistics. The main issue that arises
from scope ambiguity is that there is no one to one relatidwéen syntax and semantics. For
instance, the sentence in (4.2) has two interpretationshadorrespond to the narrow (4.2a) and
wide (4.2b) scope readings of the objecgirl. In (4.2), multiple truth conditions arise from a

single surface form.

(4.2) Every boy adores a girl.
a. For each boy there is some girl that he adores. (evay
b. There is a girl that every boy adores.{avery)

There are three principal ways to deal with the mismatcheissOne way is to assume a

nondeterministic one-to-one mapping between syntax amdustcs (Cooper storage approaches

2A description here is understood as a set of logical sensence
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(Cooper, 1983)). Another way is to assume a different syitatructure for each readir?g.ln

the generative grammar (Chomsky, 1965, 1995; May, 1985n$tem, 1995) scope ambiguity is
resolved at level of logical form (LF), a syntactic level efpresentation that mediates between
surface syntax and truth-conditional semantics. In thengta (4.2), the single surface syntactic
structure maps onto more than one possible LF structurdyaasnsin (4.3). Multiple LFs lead to

multiple distinct interpretations of the sentence.

(4.3) Every boy adores a girl.
a. LFy: [every boy [a girlj [xptj adores {]]]
b. LF: [agirlj [every boy [xp tj adores {]]]

Finally, there is one semantic representation for one syiotatructure (Underspecified Dis-
course Representation Theory (UDRT) (Reyle, 1993), MihiRecursion Semantics (Copestake
et al., 2005), Constraint Language for Lambda Structurgg € al., 2001)).

Any method to treat the syntax-semantics mismatch in anthigstructures outputs multiple
interpretations. As mentioned in the introduction, the wéaylealing with scope ambiguities in
natural language by enumerating all possible interpiatatfirst and testing their acceptability af-
terwards is inefficient and often infeasible due to the exgodial growth of alternative readings.
Another solution to the problem is to employ underspecificatRecently, several formalisms us-
ing underspecification techniques have been introducedabwith scope ambiguities in natural
language, including Quasi Logical Form (Alshawi, 1990),ddrspecified Logical Form (Geurts
and Rentier, 1993), Underspecified Discourse Representatieory (Reyle, 1993), Hole Seman-
tics (Bos, 1996), Description Theory (Muskens, 1999), @amst Language for Lambda Struc-
tures (Egg et al., 2001), and Minimal Recursion SemanticgpéStake et al., 2005). The use of
underspecification techniques — common to all these fosmali- permits to avoid the problem of

exponential alternatives. Instead of generating all fdsseadings, using underlying underspec-

31t is still debatable whether a sentence’s surface stragnaps directly onto a semantic rep-
resentation or whether some linguistic level of representasuch as LF, intervenes between the
surface form and the interpretation of a sentence. Hale/(R@@r example, argues that the parser
need not construct logical forms. In this chapter, | do né¢de or object to logical forms.
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ification one can derive a single (constrained) descriptionthe following subsection, | briefly
discuss computational techniques which employ underBpa&iion in semantic representations to

deal with scope ambiguity.

4.2.2 Underspecification techniques

In this subsection, | survéyunderspecification techniques. Then, | introduce a Minish&@ram-
mars formalism and direct compositionality that uses uspleeification in semantic representa-

tions. | adopt the formalism to account for scope ambigsiitiecoordination.

4.2.2.1 Parsing with logical forms

Several underspecification techniques use an intermddiagiof representation in their set-up. In
particular, they use Logical Forms to resolve scope amtyigeig., Quasi Logical Forms (Alshawi,

1990), Underspecified Logical Forms (Geurts and Rentied3),Description Theory (Muskens,

1999).) Logical Form is a level of representation at whidngghmmatical structure relevant to
semantic interpretation is provided (Hornstein, 1995)t'd eonsider the Description Theory ap-
proach (Muskens, 1999) — one of the techniques that usesaldgprms to resolve scope ambigu-
ity.

The sentence in (4.4) has two scope-taking elem@&wvistyanda, where the objec girl can

take wide or narrow scope with respect to the sulgeety boy

(4.4) Every boy adores a girl.
a. There is a girl that every boy adores {avery)
b. For each boy there is some girl that he adores. (eveay

The Description Theory employs descriptions to represesendence. A description is a set of
atomic (logical) sentences. It specifies a certain cobb@ctif nodes, referred to with the constants

ny, ..., k. The nodes are labelexi np, vp, etc., and stand in certain relations, suchpasper

4See Bunt (2007) for an overview of various underspecificatizhniques.
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dominancg<™) andprecedencé~<). The sentence in (4.4) can be represented as a description i

(4.5).

ni<™np, ng<tngg lab(ng,s)  lab(ngg, every

ni<™ng ng<t nip lab(ny, np) lab(ngq, boy)

no<tng ng<tng3 lab(ng, vp) lab(ngo, adores

No <™ ns  nNg<t nig lab(ng, det) lab(ngg, a)
(45) nz3<™ng ny=<nz lab(ns,n)  lab(nyg, girl)

nz<™n; ng<ng lab(ng, V)

nz<a™ng ng<n; lab(ny, np)

nz<™ng ng<ng lab(ng, def)

ng <™ Nqg lab(ng, n)

The description in (4.5) indicates, for example, that theo8em; properly dominates the NP
noden, and the VP nodes. The constantsvery boy, adores etc., refer to the lexical items which

label certain nodes. We can give the description in (4.5) geroonvenient graphical representation

asin (4.6).
(4.6) S
NP> VP3
Dey N5 v NP,
| | adoregy, 7 o
everylp boyis Detg  Ng
| |
a3 girlg

Here every subscript represents a constant (e.g. the gub2dn NP, refers tony), every
arc represents a proper dominance statement (g.gi" ng), every left-right ordering of sisters
corresponds to a precedence statement (.6« n3), and every category label or lexical element
represents kb statementl@b(ng, vp), lab(ny g, every).

By the Description Theory, sentence interpretation is etedi by Logical Forms (LFs) which
are connected with a certain description. LFs are levelgpfasentation which then get inter-
preted. According to this approach, each quantified NP $iesran extra node, which is labeled
with S and is placed above the surface S node. The &tigde corresponds to the place where

the NP is quantified-in. This is formalized as a link betweeuantified NP and a non-surface S
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nodek;. The NPs remain in situ and the linking arrows tell where qifging-in takes place. In
the example (repeated in 4.7), wide scope reading of thetdgirl can be formalized dsk(n,

ko). The corresponding LF is given in (4.7Db).

(4.7) a. Everyboy adores a girl.
b. S

| ~

S N

NP> VP3 \

Dey  Ns Vg NP;- -

| | adoregy, o
everyyp boyis Detg  Ng

a;3  girlg

By this reasoning, the description in (4.5) is underspetiioe its Logical Forms. The Descrip-
tion Theory parser does not generate either of the readingt®ad it provides a description which
is true of both.

This example shows how descriptions with LFs can providebeay of representing scope
ambiguity. However, Hale (2007) argues that the use of kdiarms in a parser may not be
efficient. For this reason a number of alternative unde$ipation techniques that do not use
LFs but compositionally derive the meaning can be used (Belaantics (Bos, 1996), Constraint
Language for Lambda Structures (Egg et al., 2001; Erk, 20@®)imalist Grammars and direct
compositionality (Kobele, 2006)).

4.3 Interpretation and Minimalist Grammars

In this section, we introduce a grammar formalism — MinistaBrammars (Stabler, 1997; Stabler
and Keenan, 2003; Kobele, 2006). We adopt this grammar i@mao derive scope ambiguities

and suggest a new explanation of scope effects in coordstratetures.
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4.3.1 Minimalist Grammars: A formal definition

Minimalist Grammars (MGSs) is a grammar formalism that ield@ a generative approach to lan-
guage (Chomsky, 1965, 1995, 2004). An MG is a five-tele= (=, F, Types Lex ), which
consists of an alphabet, a set of features, categorial typlegicon and two generating functions
—mergeandmove (4.8) provides a formal definition of MGs (from Stabler anedgfan, 2003, p.

346).

(4.8) Definition. A Minimalist Grammar G= (Z, F, TypesLex F), where
AlphabetZ # 0
Feature$- = base (basic featureg, 0)
U{= f| f € base} (selection features)
U{+ f| f € base} (licensor features)
U{— f| f € base} (licensee features)
Types= {:;, :} (Iexical, derived)
LexiconLex C CT is a finite subset of* x {::} x F*.
Generating functions = {merge mové, partial functions fromg* to E.

The deduction rules for thmergeandmovefunctions are given in (4.9) and (4.10), respectively

(from Stabler and Keenan, 2003, p. 347).

(4.9) merge(E x E) — E is the union of the following three functions, fert € Z*,

-e{,}, fecbaseycF* & cFT,andchainsay,...,ay, 11,...,1] (0<Kk, 1)
su=fy t-f,aq,...,0k , .
a. mergel (concatenation of the strings)
st:y,aq,...,ak
s:=fy,aq,-,ax t-fiq,... . .
Y, a1, Ak 110l merge (concatenation of the strings)

(S:y,a1,..., 0k, 11,...,1|

c s="fyaq,,0¢ t-1d,19,...,1

merge empty string concatenation
S:Y,01, .., QL 8,11, 1) 9 (empty string )

(4.10) moveE — E is the union of the following two functions, f&t € Z*, f € basey € F*,
d € F*, andchainsay,...,ay, I1,--.,1; (0 <k 1); none ofayq,...,aj_1, dj;1,..., 0k
has - as its first feature (the shortest move condition)

a s:+fy,aq,....ai_q,t: —f,0i11,...,0k
ts:y,ay,...,qi_1,0j11,...,0K

movd

SA tuple is an ordered list of elements.
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b s:+fy.ay,...,0_1,t: —10,di41,...,0¢

: . move
s:y,ay,...,0-1,t:90,0Qi4+1,...,0k

Languagd.(G) = closurelex ). For any fe F, the strings of category §;(G) = {s|s- f
L(G) for some: € Type$.

MGs generate tuples of categorized strings or ‘chains’. &rchas a type and features such that
Chains C=Z* x Typesx F*. A sequence of chains forms an expression suchERatessions E

= C™T. Each expression is nonempty and finite.

4.3.2 Minimalist Grammars: An example

In MGs expressions are built by timergeandmoveoperations. The two operations are feature-
driven. As an example, consider a transitive sentence (KpR06, p. 22) and a MG for this

sentence (4.11b).

(4.11) a. John devoured the ointment.
b john::d devoured::=d, =d, t
" the::=n,d ointment::n

In (4.11a),john, devouredthe, andointmentare lexical items, which we combine to build a
complex expression or a sentence. Each lexical itencaiegorial (f) and selection(=f) features.
The nounointmenthas the categorial feature of a nagnjohn andthe have the categorial feature
of a determined; the verbdevouredhas the categorial feature of being a tense phrase the
example, onlytheanddevouredhave selection features. Selection features indicateathaatical
item requires another lexical item with a particular prape¥Whereaghe selects for a noun, the
verbdevouredselects for two determiners. (4.12) is a derivation of theneple sentence with the

MG (4.11b), which shows how the selection features are atkokthe derivation process.
(john,devoured,the ointment):t
([],devoured,the ointment):=dt john::d
devoured::=d =d t ([],the,ointment):d
(4.12) the::=nd ointment::n
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Now, let’s take a look at another example, which involvesttereoperation (4.10). (4.13a) is

an intransitive sentence with a MG in (4.13b).

(4.13) a. John arrived.
b. john:d, -k arrive::=d,v ‘-ed::=v, +k,t
The following derivation steps are involved in building entence. First, we mergehnand
arrive as in (4.14). The label indicates the head of the expression (the \amve) by pointing

toward it.

<

(4.14) arrive:v  john:-k

Then, we merge the derived expression (4.14) with a tensi (det5)®

<
/\
arrive -ed:t +k <

(4.15) john:-k

Notice, that both the tense head alahnare marked for features that initiate movement. The
tense head has the +k feature, which licenses movementdémsdr). The proper nand®hn on
the other hand, has the -k feature (the licensee), whicharggmovement of the DP as soon as the
licensor feature is available. The next step in the devaliringsJohninto SpecTP position by
movement operation and checks the -k feature on the subfetszZhown in (4.16).

>
johr(\<
arrive -ed:it <

(4.16)

A more traditional tree view is provided in (4.17).

5There is a head movementafrive to the tense head of the TP. For more details regarding the
head movement see Kobele (2006).
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4.3.3 Direct compositionality and MGs

A version of MGs proposed in Kobele allows for direct compiosiality of derivation trees. Ac-
cording to this approach, items are interpreted as they niweegh the derivation, including their
intermediate positions. The idea is implemented by astogia semantic value with each feature
of an expression. Objects are interpreted as each featahecked. As an example, consider the
following sentence in (4.18a) and a MG for the sentence (KnI28906, p. 75).

(4.18) a. George shaved some abbot.

george::d some::=nd -k -q abbot::n
" shaved::=d v &€::=v +k =d +q voice

The sentence has the derivation in (4.19), which shows ahga¥ relevant features in the

derivation process.

(some abbot george,shaved,[]):voice
(george,shaved,[]):+q voice,some abbot:-q
([l,shaved,[]):=d +q voice,some abbot:-q george::d
([l,shaved,[]):+k =d +q \‘/oice,some abbot:-k -q
[J::=>Vv +k =d +q voice ([],shaved,[]):v,some abbot:-k -q
shaved::=d v ([],some,abbot):d -k -q

(4.19) some::=nd -k -q abbot::n

The following modes of semantic combination (4.20), assted with themergeand move

operations, are used to provide direct compositional séosaof expressions (Kobele, 2006).

(4.20) a. [mergéa,B)]

b. [mergea, B)]

[allCIBI) (FA)

]
| — [BICIal) (BA)

_)
_>
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c. [mergea,B)] — [af([B]) storg(a) " store(3) (FA)
d. [mergga,B)] — [BI([a]) storg(a) " store(3) (BA)
e. [mergéa,B)] — [a](x) storga) " G( [B])(Ai) " store(B) (Store)
f. [movea)] — [a] storga) (Id)
g. [movéa)] — Q([a]) storg(a) - Q’ (Retrieve)

The derivation proceeds as follows. First, we mesgeeandabbot The denotation of the
noun applies (by function application (4.20a)) to the fumttdenoted by the determiner, resulting
in some(abbot) Next, we mergeshavewith some abbat The denotation oShave(a function
from individuals to predicates) cannot combine with the atation of some abbofa function
from predicates to assignments). To tackle the problem kqB06) suggests to use some storage
mechanism (similar to Cooper, 1983) by feeding a variableealenotation of the verb and storing
the meaning of the DP for later interpretation (4.20e). Témultant denotation of the Véhave
some abbots shavexg) with the functionG(somdabbot))(Ag) in store. Then, we merge the
voice heads: :=v +k =d +q voice with the VP (4.20d). Nowsome abbomoves to check
its case feature -k (4.20f). The stored meaning is not retdeat this point. The subjegeorge
is merged next (4.20d). The result of the subject merge is¢hef assignmentshavexg)(g),
with storedG(somdabbot))(Ag). Now, some abbomoves to check its -q feature (4.20g). We
retrieve the stored meaning of the DP and apply the set ajms&ntsshavexp)(g) to the stored

G(somdabbot))(Ap) as in (4.21).

(4.21) G(somdabbot))(Ag)(shavexp)(g)) = somegabbot)(A g(shavexp)())) = {h: for somef
€ [G — E], g shavedf (h) and f (h) is an abbot}

Another relevant example involves quantifier scope intesadKobele, 2006, p. 80) and in-
troduces the notion of the underspecified semantic reprats@min MGs. The sentence in (4.22)
is ambiguous between the wide and narrow scope reading stithject with respect to the object.
(4.22) Something devoured everyone.

a. There is something that devoured everyone. (somethiegeryone)
b. For each person, there is something that devoured hirary@we> something)

"WhereQ is the stored meaning of the moving constituent.
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The sentence has the single derivation as in (4.23).

(something,devoured,everyone):t

([],devoured,everyo%e):+q t,something:-q

([],devoured,everyone ‘:+k +q t,something:-k -q
0: =>vm,u):v,something:-k q
([],devoured,[]):+q v,ever‘ one:-g,something:-k -q
([],devoured,ﬂ)::dmmg::d -k -q
([1,devoured,[]):+k =d +q v,everyone:-k -q

[J::=>v +k=d +q Vv ([],devoured,[]):v,everyone:-k -q
(4.23) devoured::=d v everyone::d -k -q

The derivationin (4.23) is a underspecified semantic remtasion of the two possible readings
of the sentence. We calculate the narrow scope reading suthject as follows. First, we merge
devour (a function from individuals to predicates) aesleryone(a function from predicates to
assignments) by function application and store the deiootalf everyong4.20e). The resultant
denotation of the VRIevour everyones devour(xg) with the functionG(everyong(A ) in store.
Next, we merge (by function application (4.20c)) the voieadh with the derived expression. We
then moveeveryoneo check its -k feature without retrieving its denotatioonr the store (4.20f).
In the next step, we merggomeone Now, we can retrieve the stored denotationegkryone
(4.20q9) yieldingeveryondA g(someonédevour(xp)))).

To calculate the wide scope reading of the subject we, firstgedevourandeveryoneand
store the denotation afveryone We then merge the voice head and mewveryoneto check
its -k feature. Now, we mergsomethingwith the derived expression and store its denotation
by feeding the VP another variable yieldidgvour(xp)(x1) and the function&(something)@ 1)
and G(everyone)@ ) in store. In the next step, we retrieve the denotatioewaryoneyielding
everyone@ g(devour(xg)(x1))) andG(something)@ 1) in store. Finally, we retrieve the denotation

of somethingand yieldsomething(everyone A g(devour(Xg)(X1)))).
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4.4 Scope ambiguity and coordination

It has been observed, as early as Rooth and Partee (1982)jgfuection shows properties of a
scope-bearing element. In this section, we discuss amicstaf scope ambiguity in coordinate
structures with disjunction. We talk about different reagdi in gapping constructions embedded

under a modal verb.

4.4.1 Scope of modals in gapping with disjunction

The sentence in (4.24) is a gapping sentence with disjumatiovhich the finite verb appears in
the first disjunct (underlined), but it is omitted (markediwa dash) in the second disjunct (Ross,
1967). Although the verb is not present in the second disjovertly, it is interpreted as if it were

there.

(4.24) John ateatto or Bill —rice.

There exist two approaches to gapping with respect to tleeddithe gapped disjunct. On the
one hand, it is assumed that the disjunct containing the gapuch larger than it appears on the
surface and that it is of the size of the ungapped disjuncis &pproach is usually referred to
as the large-conjunct approach (Ross, 1967; Neijt, 197 Qiesouw, 1987; Wilder, 1994, 1997;
Hartmann, 2000). On the other hand, it is hypothesized tlegapped disjunct is smaller than
its ungapped counterpart. This approach has been callesitai-conjunct approach to gapping
(Johnson, 1996, 2009; Coppock, 2001; Lin, 2002).

On the large-conjunct approach, the sentence receivesithe gs in (4.25a), where the strike-
out represents reduced material. According to the smaljucet approach, the sentence is a vP-

coordination and has a parse as in (4.25hb).

(4.25) a. fpJohnatenatto] or frp Bill ate rice]
b. Johnpate[yp tj natto] and {p Bill rice]

In Chapter 3, we have seen that syntactic and semantichdistin of gapping in English

provides evidence for the small-conjunct approach. | asstirat the approach is right and that
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gapping in English involves conjunction of small phrase&retthe “shared” material lies outside

the coordination as in (4.26).

(4.26) TP

vP

vP; ConjP
Cony vy
In English, gapping with disjunction when embedded undemdahverb has more than one

reading (Hulsey, 2008). Consider, for instance, the gappamtence in (4.27) which is ambiguous
between the wide and narrow scope readings of the mmdat On first reading, the modal takes
wide scope over the entire disjunction (4.27a). On thisiregdhe sentence has one requirement
that both characters do not weigh the same, as paraphragé®ita). On second reading, the
modal takes narrow scope with respect to disjunction. Gairgading, the modal distributes into
each disjunct and the sentence denotes two requiremenfBhtedncredible Hulk must outweigh
the Thing and the Thing must outweigh the Hal& indicated by the continuation., but | don’t
remember whicln (4.27b).

(4.27) The Incredible Hulk mustutweigh the Thing or the Thing outweigh the Hulk.
a. They must not weigh the same. (must> or)
b. But | don’t remember which. (or > must)

Hulsey (2008) has observed that under the small-conjunmtoagh of gapping the narrow
scope reading of the modal is not predicted, which is pugzli®n this approach, the gapping
sentence in (4.27) has a parse as in (4.28). Here, the medablitside the disjunction and is

predicted to always take wide scope.

(4.28) Fp The Incredible Hulkmust |p [vp ti outweigh the Thing] or|p the Thing outweigh
the Hulk.]]]

A solution to the puzzle proposed by Hulsey (2008) has a nemasécs for disjunction (in-
dependently argued for in Alonso-Ovalle, 2006). Accordiaghis new approach, disjunction

denotes a set of Hamblin alternatives rather than the lbgicaperator. The alternatives intro-
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duced byor are caught by an existential closure operatariggered under the scope of a modal
verb. Scope of the disjunction is a point of existential alesapplication. According to this ap-
proach, when the existential closure applies before theainetb, the sentence has wide cope
reading. Narrow scope reading of the modal is derived bydwstbining the modal with the dis-
junction phrase using the function application rule anahttiesing the set with existential closure
(for more details see Hulsey, 2008). The two derivations ioflevand narrow scope readings are

schematized in (4.29).

(4.29) Fp The Incredible Hulkmust |p [vp tj outweigh the Thing] or\[p the Thing outweigh
the Hulk.]]]

a. mustd ((the IH outweigh the T) or (the T outweigh the H))
b. 3 ((must(the IH outweigh the T)) or (must(the T outweigh thg)H)

In the next subsection, | implement a new solution to the j[guzging compositional semantics
of Minimalist Grammars (Kobele, 2006). According to the eggch, denotation of a disjunction
phrase can be put on store in the process of derivation andved later for interpretation. We
derive narrow scope reading of the modal by storing the detjan phrase and by allowing the
modal to distribute over each disjunct (by function apglma®. We derive wide scope reading
of the modal in a regular way, without putting the disjunatjghrase on store. Implemented in
such a way, the new solution captures a set-forming propentydoes not abandon the standard

semantics of disjunction.

4.4.2 Deriving scope effects with Minimalist Grammars

In this subsection, we apply the direct compositionalitg 8Gs approach to derive the scope of
modals in gapping with disjunction. Recall, that the seo¢ein (4.30) is ambiguous between the

wide and narrow scope readings of the modal with respecsjartition (Hulsey, 2008).

(4.30) Forthe Red Sox to make the playofts (context)
The Sox must beat the Yankees or the Angels lose to the Mariner
a. Either of two events is sufficient. (must> or)
b. ..., butldon’t remember which. (or > must)
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On the first reading, the modal takes wide scope and the sEntexs the denotation thiamir
the Red Sox to make the playoffs, either of two events isienftijé.30a). On the second reading,
the modal takes narrow scope and the sentence can be cahtifie . ., but | don’'t remember
which (4.30b).

Following previous research on syntax of disjunction (bars1985; Higginbotham, 1989), |
assume thagither marks the left edge of a disjunction. In the grammar (4.3, itlea is im-
plemented as an existential closure phraBewhich host®itheror a phonologically null scopal

elemenbpin its specifier position.

sox::n yankees::n angels::n mariners::n
(4.31) the::=nd the::=nd -k to::=dp beat::=d =d v
) lose::=p=dv must:g+k+qt &:=v=q- op::q-q
or::=v conj w <conj startCategory(t)

The MG parser and grammar in (4.31) output a tree structufe 32).

tP
qm
; dpm

1 d

clp cl/\nP m‘ust m
the n W)y 7 P

n vP conjP

| |
SOX dP/\v conj’

t(é)) mP co{\vP
P

beat d or Vv’
B
tk‘me n‘ d/\nP Io‘se p‘
n tk‘me rl F P
yankees n to d
angels cﬁmP
tk‘me rl
h
(4.32) mar‘iners
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The tree structure (4.32) is an underspecified semantieseptation of the two possible read-
ings of the gapping sentence. The sentence has the singlataer (Figure C.1), which involves

the following (relevant) derivation steps.

1. merge(or::=v conj, v)

2. merge(1,v)

3. merge€::=v =qd, 2)

4. merge(3, op::q -q)

5. merge(must::Z+k +q t, 4)

6. move(5)

7. move(6)

We calculate the modal wide scope reading of the senteng@g}as follows. We assume that
denotations of each disjunct are calculated in a regular Wagn, we merge disjunction with the
first and the second vP disjuncts by function application enofdlsemantic combination (4.20a).
At this point, we do not store the denotations of the disjsnBty function application (4.20a), we
merge the existential closure phrase and the modal. We rheveubject to satisfy thd feature
(by Id mode of semantic combination (4.20f)). No store of dmgunction phrase is required to
derive the wide scope reading of the modal.

We calculate the modal narrow scope reading of the sentdiri@@h) in the following way. We
merge disjunction with the first vP disjunct, assigning tiggshction an indexr(xg) and putting
the denotation of the first disjunct in stoB{the angels lose to the mariners)(p). We use the
Store mode of semantic combination (4.20e). In the next stepmerge the derived expression
with the second disjunar(xg)(x1) and put it in storé&(the sox beat the yankees)(;), G(the an-

gels lose to the mariners){ o). By function application (4.20c), we merge the existentlakure
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phrase and the modalust(or(xg)(x1)), with both disjuncts still being in store. We move the sub-
ject to satisfy thek feature (by Id mode of semantic combination (4.22a)). nale move the
phonologically null scopal element and retrieve the disfafirom the store (by Retrieve mode of
semantic combination (4.22ajjust(or(xg)(X1))(G(the sox beat the yankees);))(G(the angels

lose to the mariners)@ g)), receiving a distributed modal interpretation of the seote

4.4.3 Extending the coverage

In this subsection, | extend the approach to other casesopkseffects in disjunction, including

interaction ofor andeither, tense, and negation.

4.4.3.1 Scope ambiguity

As observed in Rooth and Partee (1982), the sentence in) ({4.88biguous in three ways.

(4.33) Mary is looking for a maid or a cook.

a. Mary is looking for ((a maid) or (a cook)). (de dicto)
b. for somex, a maid or a cook, Mary is looking fo«. (dere)
c. Mary is looking for (a maid) or Mary is looking for (a cook). (wide scope or)

The scope of disjunction correlates with the distributibeibher (Larson, 1985).

(4.34) a. Mary is looking for either a maid or a cook.
b. Either Mary is looking for a maid or a cook.

In (4.34a),eitheris not displaced and marks the left edge of the disjunctioagi All three
of the readings are available. However in (4.34heris displaced from the disjunction phrase.
It occurs clause initially and the sentence has only wid@seeading of disjunction.

Within the approach developed in this chapter, we can caphe facts in (4.33) and (4.34)

with a single description tree (4.35) and a underspecifiaths¢ic representation (Figure C.2).
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PO T

\
' dP1) i
{0t

t gerP
eit#]er (‘1 i‘s qmr
m‘ary t(0) ger vP
v ger P Vv
Io‘ok -ir‘19 t(&) v/\pP
g

o

for m
t(j)) T P
| Man

/A’\ co‘nj’
? n‘P co@P
a rT or }J\
PP
maid a rT
n
|
(4.35) cook

We calculate different scope readings by storing the dddjan phrase and retrieving it when

merged witheitherat different scope marking edges, i.e. when gerP or tP isederg

4.4.3.2 Tense boundary

Another interaction is observed between scoperoéitherand tense.

(4.36) a. John believes that Bill said that Mary was drinkanglaying video games.
b. John believes that Bill said that Mary was either drinkimgplaying video games.

The sentence in (4.36a) is three ways ambiguous hadndictqg de re andwide scope or
readings. However, (4.36b) with oveithermarking the left edge of disjunction is not ambiguous

any more. In fact, the sentence does not have intermediatelerscope readings of disjunction.
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The sentence has to be read as disjunction taking scope instt of the intentional verlizelieve
andsay Moreover, the following set of sentences shows #igtier does not appear outside the

minimal tensed sentence which contains its associateandispn.

(4.37) a. John believes that Bill said that [either Mary wasldng or playing video games]
b. ?7?John believes that Bill said either that [Mary was driglor playing video games]
c. ??John believes that either Bill said that [Mary was driglor playing video games]
d. *Either John believes that Bill said that [Mary was drimftior playing video games]

In (4.37a).eitheroccurs within the tensed sentence containing the disjomciind the sentence
is grammatical. In (4.37b-4.37ditheroccurs outside and the sentences are ungrammatical.
We can capture this intuition with the following structure38) and a derivation tree (Figure

C.3).
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(4.38) game

The structure in (4.38) implements the idea that if thereoisverteither, disjunction can take
wide scope and the phonologically null scopal elenemtan appear clause initially in the tree.
On the other handyelieve said andthat do not check featureq on either, capturing the fact that

the overteithertaking the widest scope is blocked by tense.
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4.4.3.3 Scope of disjunction and negation

This section examines interaction of scope of disjunctiot megation. The descriptive general-
ization is that in sentences such as (4.39), disjunctiomaiatake scope over the negation. The

unavailable wide scope reading of disjunction in (4.39lzoisclusive evidence for that.

(4.39) Mary isn’t looking for a maid or a cook.
a. Mary isn’'t looking for ((a maid) or (a cook)). (de dicto)
b. *Mary isn’t looking for a maid or Mary isn’'t looking for a @x. (wide scope)

Similar distribution is observed itither is present overtly in the sentence. In (4.40a) and
(4.40b), whereeither scopes below negation, disjunction sentences are gracahatn (4.40c)

and (4.40d), negation takes scope cignerresulting in ungrammaticality.

(4.40) a. Maryisn’t looking for either a maid or a cook.
b. (?)Mary isn’t either looking for a maid or a cook.
c. ??Mary either isn't looking for a maid or a cook.
d. ?7?Either Mary isn’t looking for a maid or a cook.

In the tree structure (4.41) and a derivation tree (Figur,Qvide scope okitheris blocked

by feature-q that appears on negation.
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tP

qnoP@)  ©
gnot’ dPﬁ\t
gnot "t negP
op lj ig gnotP neg’
m‘ary t&) neg
n‘ot q ‘ 0)
|

(4.41)

4.5 Summary and outlook

either look -ir‘lg t(&) v

gerP
ger
ger vP
v ger P Vv
| /N
p‘P
p1

In this chapter, | addressed scope ambiguity in coordindtiom a computational point of view.

| adopted a Minimalist Grammars formalism (Stabler, 199&pfr and Keenan, 2003; Kobele,

2006), which uses underspecification in semantic repratens. | used the formalism to account

for different readings in gapping constructions with digjtion embedded under a modal verb. |

extend the coverage of the approach to other scope ambiasgs in disjunction.
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Chapter 5
CONCLUSION

This dissertation provides solutions to several syntames#ics interface puzzles in coordination.
| argue that asymmetric coordination is not exceptionalthatithe distinction between symmetric
and asymmetric coordinate structures is reflected in tyaiax. | further argue that conjunctions
form a set of Hamblin alternatives and that the scope of catian is not its syntactic position
but the point of application of the relevant closure operatéinally | argue that underspecified
semantics is the most efficient way of implementing scopeiguites.

Future work may include extending my results to account fosg-linguistic variation in co-
ordination and looking at processing of scope ambiguitydardination in order to model psy-
cholinguistic behavior using computational methods,udeig the formal grammar | developed in

Chapter 4.
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Appendix A
ENGLISH GRAMMAR

% File: grammar.pl
% Author: I Agafonova
%  Created: Feb 2010

% Last modified: June 2010

/» The grammar.pl covers grammatical and ungrammatical disjunction
%»  sentences from Larson, Richard K. (1985), "On the syntax of

% disjunction scope," Natural language and linguistic theory 3,
% 217-264. It applies a direct compositional semantics for MGs
% as in Kobele, G. (2006), "Generating copies: An investigation

%  into structural identity in language," Ph.D. thesis, UCLA.

i noun phrases
[maid]:: [n].
[cook]::[n].
[airport]::[n].
[burglar]::[n].
[cab]::[n].
[games]::[n].
[house] : : [n].
[mother]::[n].
[thief]::[n].

[videol::[=n,n]. % ’video games’

93



[leave] : : [nid]. % noun used in an idiomatic expression ’went on leave’

% determiner phrases

[mary]::[d].
[bill]::[d].
[john]::[d].
[mary]::[d].

[sherlock]::[d].

% determiners
[D::[=n,d].
[al::[=n,d].

[the]::[=n,d].

% possesives
[johns]::[=n,d].

[johns]::[=n,d,-k].

% quantifiers

[either]::[ql. /» base generated ’either’
[either]::[q,-ql. % QR of ’either’
0::[=d,=q,q].

[1::[=aux,=q,q].

[1::[=ger,=q,q].

% pronouns

[her]::[=n,d].
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[his]::[=n,d].
(her]::[=n,d,-k].
[his]::[=n,d,-k].
[i]::[d,-k].

[shel::[d,-k].

%, prepositions
lat]::[=d,p].
[for]::[=d,p].
[for]::[=q,+q,p].
[for]::[=q,p]l.
fon]::[=nid,pid].

[to]l::[=d,p].

% verbs

% cp/wh selecting verbs

% (do not have ’+q’ feature ==> ’either’ cannot scope over tensed clause)
[believes]::[=c,=d,vcp].

[said]::[=c,=d,vcp].

[claimed]::[=c,v].

[know] : : [=wh,v].

% transitive verbs
[ask]::[=d,+k,v].
[pretended] :: [=inf,=d,t].

[pretended] : : [=inf,+q,=d,t].
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[resigned]::[=d,+k,v].

[went]:: [=pid,v].

% infinitives
[resign]:: [vinf].

[retire] :: [vinf].

% -ing verbs
[drinking]:: [ger].
[driving]::[=d,ger].
[looking]:: [=p,ger].
[looking]:: [=p,+q,ger].
[playing]::[=d,ger].

[taking]::[=d,ger].

% auxiliary verbs

[bel :: [=ger,aux].

[bel :: [=ger,+q,aux] .

[dont]:: [=v,aux].

[is]::[=ger,=d,+q,t].

[is]::[=ger,+q,=d,t].

[is]::[=ger,=d,t].

[is]::[=neg,=d,t]. 7% does not have ’+q’ feature ==>

% ’either’ cannot scope over negation

[is]:: [=adv,+k,t].

[should]:: [=v,modal].

[was] ::[=ger,=d,t].
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[was] ::[=ger,=d,+q,t].
[was]::[=q,=d,t].

[was]::[=q,=d,+q,t].

% complementizers
[that]::[=t,c]. % does not have ’+q’ feature ==>
% ’either’ cannot scope over tensed clause
[that]:: [=vcp,c].
[whether]::[=t,wh].
[J::[=t,c].
[1::[=vcp,c].

% adverbs

[there] :: [adv].

% other

[to]l::[=vinf,inf].
[to]:: [=aux,inf].
[not]::[=ger,negl.

[to]:: [=aux,+q,inf].

% disjunction (as adjunction cf. Munn 1993)
lor]::[=v,conj].

Lor]::[=ger,conj].

lor]::[=d,conj].

[ger]<<[conj].

[dl1<<[conj].
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[vl<<[conjl.

startCategory(c) .
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Appendix B
SET OF GRAMMATICAL AND UNGRAMMATICAL DISJUNCTION SENTENCE

B.1 Grammatical sentences

Mary is looking for a maid or a cook.

Mary is looking for either a maid or a cook.

Either Mary is looking for a maid or a cook.

Mary is either looking for a maid or a cook.

Mary either is looking for a maid or a cook.

Sherlock pretended to be looking for a burglar or a thief.

Sherlock pretended to be looking for either a burglar or efthi

Sherlock pretended to either be looking for a burglar or efthi

Sherlock either pretended to be looking for a burglar or efthi

John believes that Bill said that Mary was drinking or playindeo games.

John believes that Bill said that Mary was either drinkingplarying video games.
John believes that Bill said that either Mary was drinkingplarying video games.
Mary isn’t looking for a maid or a cook.

Mary isn’t looking for either a maid or a cook.

| know whether Bill should ask John to resign or retire.

| don’t know whether Bill claimed that John resigned or wentieave.

Either Mary is driving to the airport or she is taking a cab.

Mary either is driving to the airport or she is taking a cab.

Mary is either driving to the airport or she is taking a cab.

Either Mary is taking a cab to the airport or John is drivingréh

Either Mary is at John’s house or his mother is there.
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B.2 Ungrammatical sentences

??John believes that Bill said either that Mary was drinkinglaying video games.
??John believes that either Bill said that Mary was drinkinglaying video games.
*Either John believes that Bill said that Mary was drinkingotaying video games.
(?)Mary isn’t either looking for a maid or a cook.

??Mary either isn’t looking for a maid or a cook.

??Either Mary isn’t looking for a maid or a cook.

*Mary is driving either to the airport or she is taking a cab.

*Mary is driving to the airport or she either is taking a cab.

*Mary is driving to the airport or she is either taking a cab.

?Mary is either taking a cab to the airport or John is drivieg h

*Mary is either taking a cab to the airport or John is drivihgite.

*Mary is either at John’s house or his mother is there.
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Appendix C
DERIVATION TREES

(op the sox,must,beat the yankees or the angels lose to ttieens:t
(the sox,must,beat the yankees or the angels lose to theergri+q t,op:-q
([1,must,beat the yankees or the angels lose to the mayimkrsq t,the sox:-k,op:-q
must::=I+k +qt ...

Figure C.1: Scope of modals in gapping with disjunction

(either mary,is,look -ing for a maid or a cook):t

(mary,is,look -ing for a maid or a cook):+q1l t,either:-ql

([],is,look -ing for a maid or a cooL +k +g1 t,either:-qlany:-k
is::=ger mw):ger,either:-ql,maw:-
([1,look -ing,foWlmak
-ing::=>v +q ger

Figure C.2: Scope of disjunction aegher

(op john,believes,that bill said that mary was drinking laymg video games):t
(john,believes,that bill said that mary was drinking oryg video games):+g3 t,0p:-q3
john::d

Figure C.3: Tense boundary
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(3 maryi,is,not either look -ing for a maid or a cook):t

(mary,is,not either look -ing for‘ a maid or a cook):+6:tq

([1,is,not either look -ing for a maid ‘or a cook):+k +q t,maky3:-q
is::=neg tk +qt ([],not,either look -ing for a maid or a cook):neg,mary=3kq
([1,not,either look -ing for a maid or a cook):=not neg, maky
not::=ger =not neg (either,look -ing,for a mal‘d or a cook):ger,mary:-k

([1,look -ing,for a maid or a cook):+q ger,either:-q,maky:
//\
-ing::=>v +q ger

Figure C.4: Scope of disjunction and negation
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