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CONSTRUCTION OF A DEMONSTRATION PROTOTYPE OF AN EXPERT

SYSTEM FOR SCHEDULING PART-TIME STUDENT WORKERS IN A

UNIVERSITY RESIDENCE BALL FOODSERVICE OPERATION

BY

Pohsiang Tseng

The purposes of this study were to (1) obtain objective

time data on manual scheduling of part-time student workers

in a university residence hall foodservice operation, (2)

construct an expert system demonstration prototype for

scheduling part-time student workers in a university residence

hall foodservice operation to demonstrate feasibility of use

of expert systems in foodservice management, (3) develop a

method for evaluation of the expert system, and (4) evaluate

the demonstration prototype of the expert system in a

laboratory environment. Time data recorded by residence hall

schedulers for three terms were used to determine total time

needed for scheduling manually per term; mean times for

scheduling one student worker per term at three residence

halls ranged from 16.66 to 62.76 minutes. The demonstration

prototype has completed weekday scheduling in a laboratory

environment. This result suggested that expert systems

technology could effectively be applied to schedule part-time

student workers in a university foodservice operation.
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. Chapter I

INTRODUCTION

In warehouse/distribution facilities, supermarkets,

retail stores, mining operations, hospitals, and accounting

firms, computerized labor scheduling has been viewed as one

way to improve manual labor scheduling. Computerized labor

scheduling has successfully reduced labor-related expenditures

through a combination of efficiency improvements and personnel

cuts, enhanced employee morale and the firm's operations

(Fensholt, 1988; Britton, 1987; Desai, 1987; Burns and.Carter,

1985).

Published information on computerized labor scheduling

in the foodservice industry is limited. Some software

application programs have been identified. In 1984, the CBORD

Group (Ithaca, NY), a leading’ supplier' of institutional

foodservice software, developed Labor Scheduling System, a

multi-functional labor scheduling application program in a

price of around $1000. This system could be used to aid in the

planning of employee work schedules and to analyze the

resulting labor costs. In 1986, SUPERBNED (Management

Robotics, Inc.), in a price of $1395, was developed to

determine work force and scheduling employees. Other similar

software in the price range of $995 to $2000 was: CIDER System.

~(Dining Data System; Benicia, CA), LABORSERVE (Practorcare

Inc.; San Diego, CA), Labor Scheduling (RestaurantComp:



2

Larkspur, CA), and People-Planner Scheduler (Information

Marketing Businesses Inc.: Cambridge, MA) . These programs were

characterized by the ability to schedule full-time employees;

they were not capable of handling part-time employees with

"intermittent" availability (e.g. an employee was available

from 9:00 am to noon and 2:00 pm to 4:00 pm).

In the foodservice industry, large numbers of student

workers were hired on a part-time basis by various segments,

especially in colleges and universities. Residence hall

foodservice personnel supervisors, such as those at Michigan

State University (MSU), had found labor scheduling to be time-

consuming. Each student worker must be matched with work

shifts that did not conflict with his/her class schedule.

Since personnel supervisors were also responsible for other

duties, such as supervising full-time employees and part-time

student workers, part-time student supervisors were employed

to perform some scheduling tasks.

The current study focused on the computerized scheduling

of part-time student workers in residence hall foodservice at

MSU. Results of this study would contribute to the further

development of computerized part-time labor scheduling for the

foodservice and other industries.

Conventional computer software as well as expert systems

have the potential to be used to construct computerized labor

scheduling programs. Conventional software, to date, has not

been equipped with the features described above. The strong
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point of conventional software in general has been the ability

to use highly complex algorithms to sort through information

(words, numbers, data) in thousands of database records and

then read. them 'to determine a final answer. The labor

scheduling problem was not amenable to an algorithmic

solution. 0n the other hand, expert systems were heuristic in

nature. That is, they required the use of rules of thumb to

achieve acceptable solutions for sufficiently narrow problems

(Roadmmer’ and.‘White, 1988). In. addition, expert systems

represented knowledge in a structured way that showed the

relationships among knowledge, which could make the process

of problem solving more efficient (reducing the time spent in

processing unrelated knowledge: Waterman, 1986).

From this point of view, expert systems would seem to be

a better choice for computerized scheduling of part-time

student workers in the residence hall foodservice than '

conventional software. Thus, the expert system technique was

used to develop a computerized program for scheduling part-

time student workers in a residence hall foodservice at MSU.

DSPL (Design Structures and Plans Language), an expert

system building tool, was developed to perform problem solving

of routine design in which standard.methods of completing the

task were fixed and well-known (Brown, 1987) . Scheduling part—

time student workers was not a typical routine design, but it

may stretch the boundaries of routine design (Kern et al.,

1989). Thus, DSPL was chosen to construct this expert system.
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Testing and evaluation, important elements in the

development of expert systems, enabled a feedback process to

take jplace ‘whereby the comments served as a basis for

iterative refinements of the expert system (Liebowitz, 1986).

During the development of an expert system, testing in a

laboratory environment was usually needed before the system

could. be released for field testing (test in the user

environment: Waterman, 1986). Therefore, methods for testing

and evaluation of the expert system in both the laboratory and

user environment should be developed at the time the system

is being designed.

Also, to be able to compare the expert system to the

manual system, a study was done to determine the amount of

time needed for scheduling student workers manually. Data

generated from time study were used to evaluate the completed

expert system.

The evolution of an expert system could be divided into

five stages: demonstration prototype, research prototype,

field prototype, production model, and commercial system.

(Figure 1: Waterman, 1986) . Thus, the objectives of this study

were as follows:

1. To obtain objective time data (e.g. the amount of

time used in term scheduling) on manual scheduling

of part-time student workers in a university

residence hall foodservice operation.



 

Demonstration Prototype: The system solves a

portion of the problem

undertaken, suggesting

that system development

is achievable.

{
Research Prototype: The system displays

- credible performance

on the entire problem

but may be fragile due

to incomplete testing

and revision.

i
Field Prototype: The system displays

good performance and

has been revised based ,

on testing in the user

environment.

1
Production Model: The system exhibits

high quality, reliable,

fast, and efficiency in

the user environment.

Commercial System: The system is a productio

model being used on a

regular commercial basis.

   

 

   

 

  
 

 

   

 
 

' Waterman (1986).

Figure 1. The evolution of an expert system (Waterman,

1986).
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To construct an expert system demonstration

prototype for scheduling part-time student workers

in a university residence hall foodservice operation

to demonstrate feasibility of*use of expert systems

in foodservice management.

To develop a method for evaluation of the expert

system.

To evaluate the demonstration prototype of the

expert system in a laboratory environment.



Chapter II

LITERATURE REVIEW

The literature review for the current study was divided

into five parts: labor scheduling, time study, expert systems,

and building an expert.system.

MW

Discussion of the labor scheduling problem was divided

into five parts: labor' scheduling' warehouse/distribution

facilities, supermarkets, and grocery stores; underground mine

planning labor scheduling: the public accounting firm labor

scheduling; single shift scheduling with variable demands; and

labor scheduling in the foodservice industry.

. _1-o gedu, :- ,g . -,._ - 1'st 'ou '., F. i ' '-s

u a s

In warehouse/distribution facilities, supermarkets, and

grocery stores, the major labor scheduling problem supervisors

had faced was unable to use workers effectively (Fensholt,

1988). First, supervisors often did not know exactly how much

time each_task should take. Therefore, they were unable to

ensure that the right number of people were located in the

right.place:at the right time, and that the appropriate amount

of work was assigned to each worker. Often employees found

themselves with "leftover" empty hours and subsequently job
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efficiency decreased. Also, after supervisors spent many of

their own working hours plotting labor schedules manually,

they had an insufficient amount of time remaining to follow

up on the performance of employees.

Based.on.the observations above, measuring and recording

the amount of time each task should take may be a solution for

such a labor scheduling problem. However, two problems may

arise. First, it was difficult to identify all of the various

tasks and then to give each worker the required number of

working hours when a large number of employees and tasks were

involved. Second, the time requirement for tasks varied with

the number of orders and customers. When the number of

customers or orders increased, so did the time requirement of

tasks. Therefore, to react to changing demands by re-adjusting

schedules in short periods of time was very difficult

(Fensholt, 1988).

Computerized labor scheduling programs have been used in

real world applications (warehouses, supermarkets, and grocery

stores); two examples were the Baum system (EriC' C. Baum

Consulting Firm; Chicago, IL) and COMPU-SKED system (Compu-

Sked Co.: Fort Lee, N.J.). These two programs could

automatically calculate exactly how many people were needed

per shift and print out individual picking orders that told

each employee just how many tasks he/she was responsible for

and how much time they had to finish each task. In this way,

a warehouse/distribution facility has been able to reduce its
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labor-related expenditures by at least 25% through a

combination of efficiency improvements and personnel cuts.

About 200 Compu-sked installations, at Roundy's, Rice

Supermarkets (Houston), Bells (Rochester, N.Y.), Crook's

(Nashville) and others, had reported a fast return on their

investment through a decrease in labor costs because labor

hours (300 to 500 labor hours) were cut (Fensholt, 1988).

J... ,-._ ,. _, ,.- . . ,. , ,- ~_.,, ,.

The workplace of the average underground miner was filled

with unseen hazards, tiring work tasks, and long periods of

isolation. It was important to make an equitable arrangement

(schedule) for all mining workers according to their

experience, job skill required, their performance, acceptable

levels of risk, etc. However, to make an equitable arrangement

for mine managers or superintendents with so little time

before shift changes was difficult (Britton, 1987).

An expert system (called CHOOZ and written in Turbo

Prolog software), developed by Tanoma Coal Co. N.V., was to

automatically search and compile work crews, premium work

lists, and suggest strategies on deploying a work force for

its maximum productive effort and achieving an equitable

arrangement. At the same time, CHOOZ was also expected to

provide varying levels of information based on acceptable

risk, which would be valuable to the ever changing physical

environment of underground mining (Britton, 1987).
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2.1.3 Luuoz Sgneguling in the Public Acgouutiug Eiru

Scheduling was an important administrative, planning, and

operational function of the public accounting firm. When a

scheduling staff was unable to consider all scheduling factors

appropriately (e.g. staff utilization, manpower requirements,

personnel skills, individual development), the firm's

resources would be mis-allocated through the overuse of some

staff and the underuse of others. Such inefficiency was

frustrating for all involved. Administrators complained about

the lack.of chargeable time. Underemployed.professional staff

were dissatisfied because they were not challenged, while

overemployed staff became burned out due to the» heavy

workload.

Since the foundation of a public accounting firm was its

professional staff, a CAP firm incorporated the microcomputer

into the manual scheduling process to enhance the firm's

operations and reduce employee dissatisfaction. This system

would provide a higher outlook on enhancing operations and

employee satisfaction (Desai, 1987).

In recent years, labor negotiations for seven-day-week

organizations such as hospitals, mining companies and chemical

industries have involved an increased emphasis on improving

shift schedules. A study by Burns and Carter (1985) had given

an exact lower boundary on the number of workers required to
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satisfy contractual commitments, such as ensuring that each

employee received at least A out of every B weekends off,

everyone worked exactly five days per week, and no one worked

more than six consecutive days. A linear time algorithm was

presented, which generated .schedules satisfying all the

primary objectives (Burns and Carter, 1985).

WWW

Published information on computerized labor scheduling

in the foodservice industry is limited.— Some software

application programs have been identified. In 1984, the CBORD

Group (Ithaca, NY), a leading' supplier' of institutional

foodservice software, developed Labor Scheduling System, a

multi-functional labor scheduling application program in a

price of around $1000. This system.could.be used to aid in the

planning of employee work schedules and to analyze the

resulting labor costs. In 1986, SUPERSIBD (Management

Robotics, Inc.), in a price of $1395, was developed to

determine work force and schedule employees. That is. this

program could determine how many people were needed on each

shift based on "sales" (presumed indicator of amount of

business. Then this program filled in employees on each shift

(e.g. 6:00 am to 3:00 pm was one shift) according to their

skill levels, maximum number of work day per week, maximum

number of shifts per week, etc.). Other similar software in

the price range of $995 to $2000 was: CIDER System (Dining
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Data System: Benicia, CA), LABORSERVE (Practorcare Inc.; San

Diego, CA), Labor Scheduling (RestaurantComp: Larkspur, CA),

and People-Planner Scheduler (Information Marketing Businesses

Inc.; Cambridge, MA).

However, these programs were characterized by the ability

to schedule full-time employees: they were not capable of

handling part-atime employees with "intermittent" availability

(e.g. an employee was available from 9:00 am to noon and 2:00

pm to 4:00 pm).

In the foodservice industry, large numbers of student

workers were hired on a part-time basis by various segments,

especially in colleges and universities. Residence hall

foodservice personnel supervisors, such as those at Michigan

State University (MSU) , had found labor scheduling to be time-

consuming. Each student worker must be matched with work

shifts that did not conflict with his/her class schedule.

Personnel supervisors were also responsible for other duties,

such as personnel management, determining the amount of work

force for next term, and adjusting the number of shifts.

Personnel supervisors could be better able to use their time

and abilities on the really tough problems if they could be

relieved from handling scheduling problem which, for the

experts, was routine (Briggs and Doney, 1988).

Therefore, efforts should be made to computerize the

scheduling of part-time student workers in university

foodservice operations.
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2 . a

Even though labor scheduling problems varied among

different industries, computerized labor scheduling had been

most often thought of as the best way to improve current

manual labor scheduling. Existing applications had proved that

computerized labor scheduling was more beneficial than manual

scheduling in terms of reducing labor-related expenditures

through a combination of efficiency improvements and personnel

cuts, reducing employee dissatisfaction, and enhancing the

organization's operations.

However, current applications were characterized by

scheduling full-time employees. They were not capable of

handling large numbers of ‘part-time employees with

"intermittent" availability (e.g. an employee was available

from 9:00 am to noon and 2:00 pm to 4:00 pm).

Part-time employment has grown over most of the post-WWII .

period; more than 15% of all adults in non-farm civilian jobs

work less than 35 hours a week (Otten, 1990). Therefore,

efforts should also be made to schedule part-time employees

by extending current available software or developing new

programs._

Residence hall foodservice personnel supervisors, such

as those at Michigan State University (MSU), had found labor

scheduling to be time-consuming. To be better able to use

their 'time and abilities on. the really tough jproblems,

personnel supervisors should be relieved from handling
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scheduling problem which, for the experts, was routine.

Therefore, computerized scheduling of part-time student

workers in the university residence hall foodservice operation

would be needed in the future.

W

Decisions regarding human work activities were often

based on subjective beliefs rather than objective data. Work

study could provide objective data about activities concerning

people, facilities, and equipment as a means to improve those

activities (Currie, 1977).

Two distinct, yet interdependent, approaches were used

in work study: (1) method study that referred to the way in

which work was done and (2) work measurement that pertained

to the time required to complete a particular task (Block et

a1., 1985). One purpose of this study was to determine the

amount of time needed for scheduling student workers.

Therefore, in the section below, attention was given to the

work.measurement approach. Discussion of the work measurement

approach is presented in two phases (Sections 2.2.1 and

2.2.2).

2.2.; The Figst Phase of Wozk Measureuehu

The first phase of work measurement was to identify work

function activities of the object studied. (e.g. labor
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scheduling) and then to classify them into steps referred to

as elements (Mundel, 1978; Block et al., 1985).

In the study by Block et al. (1985) , work function

activities were described as a group of similar activities

that may be recognized by sight and may be considered

homogeneous. Work function activities were categorized into

three major groups: direct work, indirect work, and delays.

Direct work functions were defined as any essential activity

that. contributed. directly' to the jproduction of the end

product. Indirect work functions were any catalytic activity

that contributed to the production of the end product. Delays

were all times when an employee was scheduled to be working

but. was not engaged in either* direct or indirect. work

functions. The time study of a vegetable pre-preparation unit,

an example, is shown in Table 1 (Block et al., 1985).

An element consisted of a unified group of motions, such

as taking hold of an object, moving it, and placing it (Table

2). Each element was the smallest practical unit for time

measurements and had the well-defined end point for timing

(Mundel, 1978).

2.3.2 The Second Phase of Work Measurement

The second phase of work measurement was to choose a work

measurement technique. Work measurement techniques that had

been used were survey, work sampling, Master Standard Data

(MSD) quantity food production code, and MM-3 dietary
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Table 1. Work function activities in a university residence

hall vegetable pre-preparation unit' '

 

Direct Work Function Pre-preparation

carrots

celery

lettuce, head and leaf

onions, yellow mature

all other fruits and

vegetable

 

Indirect Work Function

Transportation of Food

Transportation of

Equipment or Supplies

pot and pan washing

Ahousekeeping

instruction

 

Delay Time

 4  
Personal delay

meal time

break time

Idle Time

 

° Block.et al. (1985)
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Table 2. Elements for carrot pre-preparation in a university

residence hall vegetable pre-preparation unit'

 

Work Function Element

 

Pre-preparati

 

Ol'!

 

1.

2.

3.

4.

5.

6.

8.

9.

10.

11.

12.

move out of storage

open sack

remove from sack

peel and nub

wash

place in container

cover

move into storage

remove onto rack

weigh

remove from container

cut into sticks

  
' Block et al. (1985)
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methodology (Mundel, 1978: Zemel and Matthews, 1982: Olsen and

Meyer, 1987).

The survey work measurement technique involved collecting

data from predetermined samples with a questionnaire or

worksheet, then analyzing data and calculating labor time

spent in each practical unit (Mundel, 1978: Olsen and Meyer,

1987). Two steps for the development of the worksheet were as

follows:

1. Develop a description of the elements of each work

function and check these against the requirements

for good elements (e.g., having easily detected and

defined. beginning/end points for timing, well?

unified group of motions) for time study elements.

2. Adjust the elements as necessary and then detail the

descriptions of the elements one by one.

Work sampling involved nonsequential observations at

random times; the standard number'of minutes that a qualified,

properly trained, and experienced person required to perform

a specific task when working at a normal pace could then be

determined (Olsen and Meyer, 1987).

MSD quantity food production code was the simulation of

production based on predetermined time values for specific

conditions. Scaled layout and standardized production formulas

were used to predetermine production time (Zemel and Matthews,

1982).
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In MM-3 dietary methodology, data needed to calculate

production time included number of batches of product produced

per week, number of portions per week, and distances traveled.

These data were entered onto forms in the 1414-3 Dietary

Methodology Manual to estimate production time (Zemel and

Matthews, 1982).

2.2,3 Sunnanx

The labor intensity of hospital foodservice, coupled with

constantly rising labor costs, demanded that managers

carefully allocated labor resources to the production of menu

items to contain costs (Zemel and Matthews, 1982). In the

public sector or institutional foodservice segment, access to

information and research opportunities had been far greater

than from the private sector (Olsen and Meyer, 1987).

Therefore, work measurement had been a common approach used

in the published research on productivity in institutional

foodservice operations.

While studies of food production in the foodservice

industry had been helpful in gaining the understanding of

productivity, other functions performed by foodservice workers

and supervisors, such as service and scheduling workers, had

largely been ignored (Olsen and Meyer, 1987). Thus,

information was limited on the amount of supervisor time

required to schedule student workers in residence hall

foodservice. Such information would be useful to gain an
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insight into the related labor (supervisor) costs and

usefulness of facilitating scheduling by computer.

212_EKP§IE_§!§§§m§

Expert systems were characterized by a collection of

general strategies that used knowledge in such a way that the

complexity inherent in certain tasks was minimized (Firdman,

1986). Thus, expert systems were also viewed as very

specialized computer programs which were created by using

extensive, high quality, specific knowledge about some narrow

problem area.

Expert systems differed from other computer programs in

that they were characterized by goal-directed behavior

(Firdman, 1986). Given the goals and strategies which

exploited typically heuristic knowledge about the problem

domain for goal achievement, expert systems were able to

explore very large problem spaces to make plausible

alternative options that contributed to goal achievement

effectively and efficiently. For example, the design of an

air-cylinder (AC) consisted of 19 requirements (e.g., rod

diameter, air inlet diameter, air pressure). The values for

each requirement may vary with different applications. Thus,

this design problem could be viewed as a search problem in a

large space. Each requirement of this space reflected a

possible candidate for the answer to the design problem. Given

a goal (e.g. a specific application) and strategies for the
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goal. achievement, a subset of ‘the 19 requirements with

specific values was able to be identified without exhaustive

search in the entire problem space.

The computational methods of conventional computer

programs were not engaging in the exploration of underlying

problem space to make possible hypotheses by use of explicit

knowledge and general exploration strategies.

e- m

The knowledge in a rule-based expert system was organized

in a way that separated the knowledge about the problem domain

from the system's other knowledge, such as general knowledge

about how to solve problems or knowledge about how to interact

with the user (Waterman, 1986). Therefore, an expert system

usually consisted of two elements: a knowledge base and an

inference engine (Figure 2).

The knowledge base, as shown in Figure 2, contained facts

(e.g. student class schedules, job priority), and rules/or

other representations. The rule (or other representation)

referred to the type of knowledge that used.those facts as the

basis for decision making (e.g. if the student worker did not

have<class right before or after the work shifts, then assign

the work shifts to the student worker) (Waterman, 1986:

Roberts, 1988).

The inference engine contained an interpreter that

decided how to apply the rules to infer new knowledge and a
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EXPERT SYSTEM

 

KNOWLEDGE BASE

(Domain knowledge)

L j

l RULES I

 

 

 

tNTERI’RETER

LSCHEDULER

INFERENCE ENGINE

(General

problem-solving

knowledge)

 

   
Figure 2. The structure of knowledge base and inference

engine (Waterman, 1986).

scheduler that decided the order in which the rules (or other.

representations) should be applied. That is, the inference

engine used a predefined control strategy to find the enabled

rules or _other heuristics and decided which one to apply

(Boritz and Brown, 1986).

2.3,; Genenic Tasks; Eugen; Sysgene Beyonu Rules

The separation of knowledge about the problem domain from

that knowledge used in inference processes had resulted in the
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field of expert systems being stuck at too low a level of

abstraction that obscured the essential nature of the tasks

that.current systems perform. For example, the fact that MYCIN

(a medical diagnosis expert system) engaged in some form of

classification problem solving was not readily visible at the

level of the rule representation used to make inferences

(Brown and Chandrasekaran, 1989).

The roots of this problem were two-fold. First, the

designer had to undertake a complex programming effort in

order to make the translation of the form in which knowledge

was needed for design task from that of diagnosis. Second,

seeking uniform mechanisms came at a cost: the architectures

that supported this uniformity did so by suppressing the

distinctions in control and inference between different kinds

of tasks (e.g. routine design task, diagnosis task; Brown and

Chandrasekaran, 1989). i

The available paradigms often forced us to fit the

problem to the programming language rather than to fashion the

programming language to reflect the structure of the problem.

Since structures and control regimes for one specific domain

(e.g. medical diagnosis) continued to be different from other

domains (e.g. labor scheduling), efforts had been made to

propose an alternative level of abstraction for expert system

building. This alternative level of abstraction was called

generic task. The generic task was to reflect a theory

specific for one type of problem solving (e.g. scheduling)
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in the expert-system-building tool (Chandrasekaran, 1983;

Chandrasekaran, 1986: Brown, 1987).

DSPL was one of the efforts to reflect the theory of the

problem solving of routine design tasks. DSPL had been thought

of as a "task level" language. In this way, DSPL.had.been able

to provide exactly the knowledge types and control structures

necessary for the task: and the knowledge engineers were more

easily able to express the domain knowledge in that language,

which dramatically reduced the time required to develop a

system (Brown, 1987).

2.3.; Ingnoduction IQ QSEL

Design Structures and Plans Language (DSPL), developed

by Brown and Chandrasekaran (1989) , was a programming language

for designing expert systems that performed problem solving

on routine design tasks.

Routine design was defined as a type of task in which

standard methods of completing the task were fixed and well-

known. Also, the task had been done many times before, each

time with different but similar requirements, and would be

done in the future again and again. For example, the design

of an air-cylinder (AC) consisted of 19 requirements (e.g. rod

diameter, air inlet diameter, air pressure). With different

applications, the AC needed to be designed and manufactured

again each time according to a subset of the 19 requirements.

On the other hand, all requirements may be involved in the AC
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design but the values for each requirement would vary with

different applications. Nevertheless, the method of designing

an AC was fixed and repeated each time.

DSPL provided two useful knowledge representation

facilities: agents (e.g. specialist, plan) and. a design

database. Domain knowledge was encoded both in the agent

structure (inference structure) and the design database. The

procedural know1edge (e.g. goals and strategies for solving

scheduling problem) was reflected in the agent structure:

while the declarative knowledge, used in agent structure (e.g.

job priority), was represented in the design database (Brown

and Chandrasekaran 1989).

Agents, such as specialist, plan, etc., were organized

into a hierarchy. This hierarchy acted as a reasoning

mechanism: the top levels of this hierarchy were specialists

representing the more general concepts (e.g., designing the

spring of AC); while the lower levels.dealt.with.more specific

instances of those concepts (e.g. showing how to design the

spring, checking the requirements for design, designing the

spring desired). Based on this hierarchy, conclusions were

able to be generated.

The control regime for the DSPL hierarchy was top-down.

The following was done recursively until a complete design was

worked out: a specialist corresponding to a component (e.g.

weekday scheduling) of the task (e.g. term scheduling) was

called; the specialist (e.g. weekday specialist) in turn
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suggested further sub-specialists (e.g. lunch sub-specialist)

to call to set other details of the design. Failures were

passed up until appropriate changes were made by higher level

specialists, so that specialists who failed at the first

attempt may succeed on a re-try (Chandrasekaran, 1986).

DSPL provided a way of writing declarations of agents

(e.g. specialist), which allowed the programmer to represent

the knowledge easily. After all agents required were declared

and checked, DSPL allowed its underlying system to link them

by a top-down control regime and construct a hierarchy. Then

the problem solving could be invoked by requesting a design

from the top-most specialist. After a successful completion,

the design data-base would contain the results of the

completed design (Brown and Chandrasekaran 1989).

2 3.4 e v nt e 8 st ms

Basically, the advantages of expert systems could be

viewed from the following aspects:

1. Expert systems were able tO‘ mimic the reasoning

process of human beings.

2 . - Expert knowledge became distributable and permanent.

3. Expert systems could reduce the time:needed.to solve

the problem and reach a conclusion.

First, as in number one above, when human experts solved

a problem (e.g. decision-making problem), they did not do it

by solving sets of equations or performing other laborious
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mathematical computations. Instead, they chose symbols to

represent the problem concepts and applied various strategies

and.heuristics to manipulate these concepts (Waterman, 1986).

Expert systems understood not just symbols, or

information, but the information and its interconnections.

Therefore, performance of expert systems was closer to that

of human beings.

Second, expert systems could facilitate the preservation

and dissemination of scarce expertise by encoding the relevant

experience of an expert and making it generally available as

a resource. In this way, they were able to help less expert

professionals (e.g. trainees) improve the quality of their

judgments, decisions and, possibly, their general problem-

solving skills across many locations (Lippert, 1987; Boritz

and Brown, 1986).

Third, an expert system. had a perfect ‘memory and

represented the knowledge in an explicit and intelligible

manner. Thus it could help compensate for limitations in human

information-combining abilities and minimize biased

interpretations and incorrect inferences to drastically reduce

the time needed for problem solving (Boritz and Brown, 1986) .

2,4 Builglng en Expent Systen

The evolution of an expert system had been divided into

five stages: demonstration prototype, research prototype,

field prototype, production model, and commercial system
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(Figure 1: Waterman, 1986).

The expert system development could be viewed as five

highly interdependent.and.overlapping phases: identification,

conceptualization, formalization, implementation, and testing

and evaluation (Buchanan et al., 1983). The identification

phase involved identifying the type and scope of the problem,

expert system building tools, and the goals or objectives of

building an expert system. The conceptualization phase

involved.deciding concepts, relations, and control mechanisms

needed to describe problem solving in the domain. The

formalization phase involved expressing the key concepts and

relations in some formal way, suggested by the expert system

building language. These two phases, conceptualization and

formalization, coupled together, could also be thought of as

knowledge acquisition (Kidd, 1987: Waterman, 1986). The

implementation phase turned the formalized knowledge into a

working computer program. Finally, the testing and evaluation

phase involved evaluating the performance and utility of the

prototype program and revising it as necessary (Waterman,

1986).

2 1 h d f’ at'o a

The identification phase involved identifying the type

and scope of the problem, and expert system building tools.

As to the type of problems, the problem targeted for the

expert system development required the use of heuristics (e.g.
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rules of thumb, strategies, etc.). Problems involved in the

use of heuristics were difficult to attack by conventional

approaches, but. may be amenable to expert system

methodologies. In addition, the problem targeted for expert

system development did not require knowledge from a very large

number of areas. If it did, the amount of knowledge needed for

the expert system would be probably beyond its acceptable

limits. Also, it was difficult to combine very heterogeneous

knowledge. Attempts to aggregate knowledge across a number of

areas were certain. to mask. the true structure of that

knowledge (Prerau, 1985; Waterman, 1986).

As to the problem designed for expert system development,

the problem must be neither too easy (e.g. taking a human

expert less than a few minutes) nor too difficult (e.g.

requiring more than a few'hours for an expert). If the problem

was too easy, the development of the system would not warrant

the effort: if too difficult, the amount of knowledge needed

may be beyond the state of the art in knowledge base size. In

other words, the problem targeted should be sufficiently

narrow and self-contained: the aim was not for a system that

was expert in an entire domain, but for a system that was an

expert in a limited task within the domain (Prerau, 1985:

Waterman, 1986).

Expert system building tools were programming languages

and support packages used to build the expert system. Expert

system building tools made it possible to develop an expert
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'system in less time than would be required with the use of

traditional development languages (Gevarter, 1987). However,

selecting the right tool that made the development of an

expert system easy and time saving was difficult because most

tools had been developed to handle only one particular class

of problem (e.g. rule-based problem solving). On the other

hand, AI researches were not really sure what tool features

were required by specific classes of problems. Despite the

fact that there was no easy answer, some basic guidelines for

deciding what tool was appropriate for a specific problem task

were suggested by AI' researchers (Waterman, 1986; Lippert,

1987).

1. Would the tool have the features suggested by the

needs of the problem?

2. What level of nesting of rules and goals would be

allowed?

3. What kind of inference procedure had been included?

Which would be dominant in this tool?

4. Would the tool be reliable?

5. Would the tool have the features suggested by the

-needs of the application?

2.5,; Knowledge ncguisition

Knowledge acquisition was the process of transferring

knowledge from the expert to the computer. One view of

knowledge acquisition had been to consider the expert's head



31

as being filled with bits of knowledge and the problem of

knowledge acquisition as being one of "mining those jewels of

knowledge out of their heads one by one." In short, knowledge

acquisition involved acquiring the right kinds of knowledge

from the expert, mapping that knowledge into a coherent

organizational structure, and then translating the mapped

knowledge into a formal representation suggested by the expert

system building tool to replicate the expert's knowledge

(Naughton, 1989).

From this point of view, three major functions in

knowledge acquisition could be given (Breuker and Wielinga,

1987).

1. The elicitation of domain knowledge. Elicitation was

to "mine the knowledge out of experts heads."

2. The analysis of elicited knowledge. Analysis wasthe

transformation of knowledge into an interpretative

framework.

3. Knowledge representation. The organized knowledge

was translated into a formal representation

suggested by the expert system building tool.

2.5,2,l The elieitetion of denaln knewledge, The

interview was the most acceptable approach used in eliciting

domain knowledge. There were three types of interview that

had been used: ( 1) interview with "thinking-aloud" and

"cross-examination", (2) on-site observation, and (3)
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intuitive interview.

Kuipers and Kassirer (1987) proposed an interview that

began with a "thinking-aloud" segment and ended with a "cross-

examination" technique. In this type of interview, the expert

was asked to explain out loud as much as possible what he/she

thought about as he/she solved a problem. Then the knowledge

engineer asked probing questions about the expert's knowledge

of particular topics. Thus, interview with ”thinking-aloud"

and "cross-examination" experiment was much more effective for

determining the limits of the knowledge represented (Kuipers

and Kassirer, 1987).

On-site observation relied on watching the expert solve

realistic problems within the domain and not to say or do

anything that might influence the expert's problem-solving

approach. In other words, the knowledge engineer observed the

expert solving real problems on the job rather than contrived

problems in a laboratory setting: the knowledge engineer did

not interfere but rather acted as a passive observer. This

approach gave the knowledge engineer some insight into the

complexity of the problem and into the type of interface

facility -needed by the user to interact with the finished

system in the field (Waterman, 1986).

For' the intuitive interview; the 'knowledge engineer

studied and interacted with both experts and the literature

of a field in order to become familiar with problem-solving

methods. Then the investigator developed a representation of
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expertise which was checked against the opinion of other

experts (Waterman, 1986).

WThe second

function of knowledge acquisition was analysis of elicited

knowledge. In this function, elicited data were translated

into an interpretative framework. Breuker and Wielinga (1987)

proposed an interpretation model that could be used for

communication between expert and knowledge engineer to check

consistency and completeness of elicited knowledge and, in

particular, to facilitate the mapping of those data into

structures.

There were five different levels of representation of

knowledge involved in the interpretation model of Breuker and

Wielinga (1987) . These levels were knowledge identification,

knowledge conceptualization, epistemological analysis, logical

analysis, and implementational analysis.

At the level of knowledge identification, individual

concepts were identified. To reduce the amount of data,

individual concepts were organized by identity (e.g. type of

knowledge, such as classification knowledge) . Later on, at the

level of knowledge conceptualization, concepts became

integrated, according to a number of relations between

concepts (e.g. is-a and part-of).

At the level of epistemological analysis, the analysis

uncovered structured properties of expertise by identifying
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and examining the following five types of information: object,

knowledge source, model, structure, and strategy.

Objects were the input or conclusions (output) of

inference processes: a knowledge source was a processor that

inferred new objects from given objects; models were parts of

supporting inference knowledge: structures could be sequences,

resemblance groupings,or hierarchies along with some

relations: and a strategy was a plan invoking problem-solving

in the domain.

At the level of logical analysis, a framework expressing

the relations among knowledge was formed for use at the

implementational analysis level.

Finally, at the implementational analysis level, all

levels previously described were used to make up the mechanism

which then was used for facilitating knowledge representation.

2,5,2,2 Knowledge rennesentatlen. The third function

of knowledge acquisition was knowledge representation. In this

function, key concepts, sub-problems, and control features

were mapped into a more formal representation suggested by an

expert system building tool. An expert system building tool

may support one or more methods for representing knowledge.

From this view, methods for representing knowledge varied with

the expert system building tool chosen.
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ua ' o s 5

Testing involved evaluating the performance and utility

of the expert system prototype and revising it as necessary

(Waterman, 1986). The performance referred to the accuracy of

embedded knowledge and any advice or conclusions that the

software provided: the utility was defined as whether the

software produced useful results, the credibility of its

results, its reliability, its efficiency and speed, its ease

of interaction, and the extent of its capabilities (Gaschnig

et al., 1983).

Evaluation, an important element in the development of

expert systems, could uncover problems with knowledge

representation (e.g. relations and missing concepts), unwieldy

control mechanisms, interface, or conclusions represented at

the wrong level of details. Such problems could suggest

possible improvements for’ the current developed system.

Therefore, evaluation enabled a feedback process to take place

whereby the comments served as a basis for iterative

refinements of the expert system (Liebowitz, 1986).

During the development of expert systems, several tests

in a laboratory environment were usually needed before the

system could be released for field testing. As the field

testing was completed, new complications may arise and take

additional time to correct. Thus, re-testing in a laboratory

environment would again be required, and then field testing

would be repeated (Waterman, 1986).
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Two major‘ tasks were involved in evaluation: the

development of criteria for the evaluation of the test

problems and the determination of evaluation approaches

(Harrison, 1989; Miller et al., 1985). These two tasks are

discussed below (Sections 2.4.3.1 and 2.4.3.2).

2,5,2.l Establlehlng onlgezie, A review of the

literature indicated that various criteria had been used to

evaluate the quality of expert systems (Liebowitz, 1986) .

Boehm. et al. (1978) studied ‘the development of quality _

software and grouped characteristics of quality software into

seven categories: portability, reliability, efficiency , human

engineering, testability, understandability, and

modifiability. Table 3 summaries the criteria in each category

(Liebowitz, 1986).

Gaschnig et a1. (1983) also identified evaluation

characteristics of expert systems. The four characteristics

identified by these authors included quality of the system

decisions and advice, correctness of the reasoning techniques

used, quality of the human-computer interaction (both its

content ,and the mechanical issues involved), system's

efficiency, and cost effectiveness.

Additionally, Miller et al. (1985) proposed four major

sub-tasks for use in the evaluation of a commercial expert

system: (1) evaluating the accuracy of the system, (2)

evaluating the system sizing and the performance of hardware
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and software to find the lowest cost of implementation, (3)

evaluating the quality of human/computer interaction, and (4)

economic evaluation (Does the action carried out by the system

justify the costs of hardware, software, training and

maintenance of developed system).

Because initial goals and requirements of expert systems

differed, criteria also varied with each expert system

developed.

va u a A common approach used

for evaluation of expert systems was the judgment of experts.

There were two ways to use such expert judges. The first way

was to use judges (experts) by giving them the output from the

system and asking them to evaluate the results using pre-

determine criteria. The second way was to use blind

evaluation. That is, both experts and the developed system.

were asked to solve some test problems. The results may be put

into a standard format and the judges (experts) were asked to

evaluate the results without knowing whether the results were

those of an expert or from the computer system

(Chandrasekaran, 1983; Harrison, 1989).

Gaschnig (1982) described several evaluations of the

Prospector System (an expert system used in medical

diagnosis). These evaluations relied on comparisons of the

evaluations by Prospector and by human experts. The data from

each judge were gathered using a questionnaire that required
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numeric answers reflecting the degree of agreement or

disagreement on a scale of -5 to +5 with regard to each

question given. The results were converted into an overall

score that reflected the goodness of fit. Then, the scores

from the expert were compared with the Prospector scores

(Harrison, 1989).

There had been no generally accepted method for

evaluating expert systems, although some work in this

direction had begun (Harrison, 1989; Liebowitz, 1986) . In lieu

of generally accepted methods, the three principles of

evaluation, proposed by Gaschnig et al. (1983), could be used

as a guide for evaluating expert systems.

1. Complex objects or processes could not be evaluated

by a single criterion or number.

2 . The larger the number of distinct criteria evaluated

or measurements taken, the more information would

be available on which to base an overall evaluation.

3. People would disagree about the relative

significance of various criteria according to their

respective interests.

The same problems of reliability and validity that made

behavioral and cognitive evaluations of a human being

difficult also made the evaluation of expert systems difficult

(Harrison, 1989) . Additionally, when expert systems were

applied to the domains in which it was not easy to ascertain
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correct answers or in which there was disagreement about what

the correct answer was, the evaluation would become difficult

to perform (Miller et al., 1985).



Chapter III

HATERIALS AND METHODS

The purposes of this study were to (1) obtain objective

time data (e.g. the amount of time used in term scheduling)

on. manual scheduling' of‘ part-time student ‘workers in a

university residence hall foodservice operation, (2) construct

an expert system.demonstration prototype for scheduling part-

time student workers in a. university residence hall

foodservice operation to demonstrate feasibility of use of

expert systems in foodservice management, (3) develop a method

for evaluation of the expert system, and (4) evaluate the

demonstration prototype of the expert system in a laboratory

environment.

Discussion of methods used in this study was divided into

two parts: (1) collection of time data on manual scheduling

of part-time student workers and ( 2) developing a

demonstration prototype of an expert system for scheduling

part-time student workers in a residence hall foodservice

operation at Michigan State University (MSU). The first part

was conducted.by the researcher'during Spring Term 1989, Fall

Term 1989, and Winter Term 1990. The second part was conducted

using a team approach: the researcher and a knowledge engineer

worked together to lead to complete the demonstration

prototype.

41
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3.1 Collection of Time Data on Manual Scheduling of Part-time

Student Workers

The main objective of collection of time data on manual

scheduling of part-time student workers was to determine the

amount of supervisor time needed for scheduling student

workers each term (4 terms per year) at Michigan State

University (MSU) and then use these data to evaluate the

completed expert system. Based on the study of Block et al.

(1985) and Olsen and Meyer (1987), collection of time data

on manual scheduling of part-time student workers in the

residence hall foodservice operation at MSU was divided into

four steps: (1) developing the worksheet for collection of

time data, (2) determining the sampling frame, (3) conducting

the collection of time data, and (4) analyzing the data.

3.1.1 Developing the Worhsheet fon Collection ef Time Data

The purpose of the worksheet was to enable personnel

supervisors or their’ delegates to record time spent in

scheduling part-time student workers.

As discussed in section 2.2.1, work measurement started

with identifying work function activities and then classifying

them into elements that were smallest units and able to

facilitate time measurement (Block et al, 1985). Therefore,

to develop the worksheet for collection of time data on manual

scheduling of part-time student workers, the food manager and



43

personnel supervisor at Brody Complex, MSU, were contacted

and given brief descriptions of the purpose and methods of

this study. A follow-up meeting with the food manager and

personnel supervisor at Brody Complex was then scheduled by

the researcher to identify scheduling functions (term, final,

and volunteer scheduling), elements of each scheduling

function, and descriptions of the elements. A rough list of

scheduling functions, elements, and descriptions was then

formed and checked by the personnel supervisor at Brody

Complex and other two experts, personnel supervisors at Mason-

Abbot and Shaw Hall, to make sure each element was distinct,

describable, and measurable.

Finally, the worksheet (Table 4) and coding guides (Table

5, 6, and 7) were formulated for collection of time data on

manual scheduling of part-time student workers. Each

scheduling function was assigned a two-digit code number, as

shown in Table 4. As indicated in Tables 5, 6, and 7, each

element was assigned a four-digit code number: the first two

digits indicated the scheduling function and. the last two

digits indicated the element within the specific scheduling

function.

. te ' the Sam 'n am

Three residence halls were chosen among all of the

residence halls at Michigan State University (MSU) , East

Lansing, MI, based on the number of students staying in each
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Table 4. WOrksheet for collection of time data on manual

scheduling of part-time student workers

SUPERVISOR TIME REQUIRED TO SCHEDULE STUDENT WORKERS

 
  

Hall Term Year

Code Number and Supervisor Levels Scheduling Function

I Full-Time Personnel Supervisor 01 Term Scheduling

II Part—Time Student Supervisor 02 Final Scheduling

III Part-Time Student Worker as a 03 Volunteer Scheduling

Dishroom Supervisor

IV Part-Time Student worker as a

Student Secretary

 

Date Supervisor Time Scheduling Element Description!

(code) Start/End Function (code) (code)

(code)

 

 

 

 

 

 

 

 

 

 

 

        
 

Notes:
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Table 5. Code Number and Elements for Term Scheduling

 

Code Number Element Description

 

0101 Organize to

Ekmehfle

 

of student workers and so

them into pre-define

groups (e.g. lunch,

breakfast, and dinner

groups; returning and non-1

returning groups).

Check the job type andk

number of work shifts: add,

delete, or remain the same.

Check the in/out time of

each work shift.

Other (please specify).

Go through all application?

 

0102 Schedule Match student workers wit

available work shifts b

considering their past

experience and performance,

job, work time, and work

day preferences, number of

work hours desired, in/out

time of available work

shifts , alternate weekend,

and class schedules.

Other (please specify).

 

0103 Check Schedule Make sure critical jobs are

full.

Count the number of open

and filled work shifts.

Look for student workers

who can*work.extra to fill

open work shifts.

Other (please specify)

 

 
0104

 
Copy Schedule

 
Copy the schedule for use

of student worker.

Copy the schedule for other

purposes.

Prepare and send letters

to student workers.

Other (please specify).   
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_‘

 

Supervisors file completedl

 

 

 

 

0105 File Schedule 1.

student schedules.

2. Other (please specify).

0106 Reschedule 1. 'Re-do the scheduling when

student workers are unable

to complete their work

shifts as scheduled.due to

illness, bad performance,

drops and adds of classes,

or other conflicts.

2. Other (please specify).

0107 Delegation 1. Supervisors delegate thJ

scheduling to other people.

2. Other (please specify).

0108 Other (please specify)   
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Table 6. Code Number and Elements for Final Scheduling

 

Code Number Element Description

 

0201 Organize to

Sdmfluhe

Collect the final exa

schedule sheet filled on:

by student workers.

Check. the job type an

number of work shifts: add,

delete, or remain the same.

Check the in/out time of

each work shift.

Other (please specify).

 

0202 Schedule Match student workers with)

available work shifts bm

considering their present

position, performance,

job, work time, and work

day preferences, in/out

time of available work

shifts, and exam schedules.

Other (please specify).

 

0203 Check Schedule Make sure critical jobs arel

full.

Check if there are three

work shifts assigned to

each student worker.

Count the number of open

and filled work shifts.

Look for student workers

who can work extra to fill

open work shifts.

Other (please specify)

 

 
0204

 
Copy Schedule

 
Copy the schedule for use

of student worker.

Copy the schedule for other

purposes.

Prepare and send letters

to student workers.

Other (please specify).   
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J

 

Supervisors file completetJ

 

 

 

 

0205 File Schedule 1.

student schedules.

2. Other (please specify).

0206 Reschedule 1. Re-do the scheduling when

student workers are unable:

to complete their worm

shifts as scheduled due to

illness, bad performance,

or other conflicts.

2. Other (please specify).

0207 Delegation l. Supervisors delegate the:

scheduling to other people.

2. Other (please specify).

0208 Other (please specify)    
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Table 7. Code Number and Elements for Volunteer Scheduling

 

Code Number Element - Description

 

 

 

 

    

0301 Organize to 1. Determine the job type and

number of work shifts for

SChedUle holiday or special dinner.

2. Check the in/out time of

each work shift.

3. Post the master schedule

determined on board and ask

student workers to sign up.

4. Other (please spedify).

0302 Schedule 1. Supervisors adjust and

complete the master

schedule.

2. Other (please specify).

0303 Check Schedule 1. Make sure critical jobs are

full. »

2. Count the number of open

and filled work shifts.

3 . Look for student workers

who can work extra to fill

open work shifts.

4. Other (please specify)

0304 Copy Schedule 1. Copy the schedule for use

of student worker.

2 . Copy the schedule for other

purposes.

3 . Prepare and send letters

to student workers.

4. Other (please specify).

0305 File Schedule 1. Supervisors file completed

student schedules.

2. Other (please specify).
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«0306 Reschedule 1. Re-do the scheduling when

student workers are unable

to complete their worm

shifts as scheduled due to

illness or other conflicts.

2. Other (please specify).

0307 Delegation 1. Supervisors delegate the

scheduling to other people.

2. Other (please specify).

0308 Other (please specify)    
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hall. The jpremise ‘was that. scheduling' part-time student

workers in residence halls of various sizes could experience

different problems. The three residence halls chosen were:

Brody Complex, the largest with 2640 students and hiring an

average of 288.33 student workers (N=3: Spring 1989, Fall

1989, and Winter 1990): Shaw Hall, middle with 920 students

and hiring an average of 125 student workers (N=3; Spring

1989, Fall 1989, and Winter 1990): and Mason-Abbot Hall, the

smallest with 750 students and hiring an average of 79.33

student workers (N=3: Spring 1989, Fall 1989, and Winter

1990).

3 . o C

Three separate meetings with personnel supervisors in

each of three halls (one meeting/hall) were held to explain

how the worksheet was to be used. First, scheduling work

functions and elements in each scheduling work function were

explained.by the researcher; Then, personnel supervisors were

shown how to use the coding guides with 24 elements (Tables

5, 6, and 7). Finally, a demonstration of how to fill out the

worksheet (e.g. recording date, supervisor levels, the time

of starting and the time of stopping scheduling) was given.

In summary, personnel supervisors were asked to record the

time of starting and ending scheduling when they performed a

specific element of each of three scheduling functions.



- 52

Weekly visits with personnel supervisors at the three

residence halls were set up to collect the worksheets (Table

4). The collection of time data was completed during Spring

Term 1989, Fall Term 1989, and Winter Term 1990 to obtain an

estimate of the amount of time spent in scheduling student

workers for one school year (most residence halls at MSU were

closed to students during Summer Term).

31114.83a1rzing_the_nata

Summarized data to be obtained from the worksheets were

the amount of time spent in a specific element of one

scheduling function per term. Then, the amount of time needed

for each scheduling function.per term (hours), the total time

needed for scheduling student workers per term (hours), and

the mean time needed for scheduling one student worker per

term (min) were calculated.

3.2 Developing a Demonstration Prototype of an Expert System

for Scheduling Part-Time Student Workers in a Residence Hall

Foodservice Operation at Michigan State University (MSU)

e ' o l Sc ed

- ' u e t Wo s

The residence hall foodservice at Michigan State

University employed a large number of student workers on a

part-time basis. Scheduling these student workers was
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characterized by the following features.

1. The scheduling of part-time student workers in

residence hall foodservice operations (SPRF) had

student constraints and job constraints. Student

constraints included class and activity schedules,

job preference (including position, time, and day

preference), experience, number of work hours

desired per week, and alternate weekend desired

(weekend A or weekend 8). Job constraints included

job priority (critical jobs were on the top

priority), in/out time of work shifts, and meal

priority (lunch was scheduled first, then breakfast,

” and finally dinner).

SPRF dealt.with a large number of students and work

shifts. Because of class conflicts, most of the

student workers could not work continuously for 12

hours. Therefore, each job (12 hours/job) must be

broken into three shifts (breakfast, lunch, dinner)

during the day. Also, on the average, student

workers desired 12-15 hours per week. Thus, to fill

all work shifts, the supervisor must employ a large

number of student workers.

A master schedule was constructed each term. Each

term, new student workers must be integrated into

the scheduling; new class schedules of retained

student workers must also be accommodated.
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4. Since final exam schedules were different from

regular class schedules, all student workers needed

to be rescheduled for the final week each term.

5. Volunteer scheduling was needed for holidays (e.g.

Mother's day, Easter) and for work periods between

terms when student workers would not normally be

available to work. The work shifts needed to be fill

weremdetermined.by'personnel supervisors and.posted

on a bulletin board. Student workers were asked to

sign up if they were available at the time. Then

personnel supervisors adjusted and completed the

schedule.

Based on the features described above, much time would

seem to be needed to implement the sophisticated matching

between the large quantity of student workers and the large

number of work shifts. Further, scheduling part-time student.

workers seemed to be a problem of routine design. Updating

student.constraints (e.g., class schedules, adding new*student

workers) and.job‘constraints (e.g., changing in/out times, job

priorities, etc.), rather than major changes in reasoning or

decision-making processes, was all that was required each

term. Therefore, personnel supervisor time could be saved if

this type of routine design could be performed by a computer

program.

A_. 
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When personnel supervisors did SPRF (an abbreviation of

"scheduling of part-time student workers in the university

residence hall foodservice operation) , they usually broke this

problem into a set of tasks (e.g. decomposing term scheduling

into weekday and weekend scheduling), worked on each task in

a predetermined order (e.g. scheduling weekday first, then

weekend), and then combined the schedules generated from each

task into the master schedule (e.g. combining weekday and

weekend scheduling to form the term schedule) (DHFS, 1988).

SPRF could be thought of as a problem solving process

that tried to satisfy multiple constraints resulting in a goal

state. For instance, one of the goal states was that there was

no conflict between student workers' class schedules and work

shifts scheduled. To meet this goal, personnel supervisors

needed to check students' class schedules and in/out time of

work shifts and saw if they had a class during, right before,

or right after the time of the shift being considered.

The scheduling process may be repeated several times

because all constraints could not be satisfied on the first

attempt. The process of matching student workers and available

jobs may be repeated by only considering one or a small subset

of constraints instead of all constraints at one time. For

example, one student worker had experience as a exit host

(HE), the lowest priority job. According to the experience
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constraint (scheduling student workers to the jobs they had

done before), this student should be scheduled to the HE. At

the same time, the job priority constraint that student

workers should be scheduled into critical jobs first must also

be considered. In such a situation, this student worker could

not meet those two constraints at the first attempt since HE

was the lowest priority job. Therefore, only one constraint

could be considered in the mind of the personnel supervisor

at that time, instead of both constraints (experience and job

priority). Usually the personnel supervisor would schedule

this student worker into one of critical jobs rather than the

job (HE) he/she had previous experience on, because filling

all critical jobs was more important than placing student

workers in jobs for which they had previous experience.

Therefore, to meet the needs of the scheduling task, a

programming language should have the following features: (1)

the ability to decompose a problem (scheduling) into tasks

(e.g. term scheduling) and then combine them into a complete

schedule, (2) the ability to consider'multiple.constraints in

an effective manner (be able to reduce the time for

scheduling), and (3) the ability to mimic personnel

supervisors' (expert) reasoning processes, such as making an

alternate plan if the original one could not satisfy all

constraints.

Conventional software, to date, has not been equipped

with. the features described above. The strong’ point. of
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conventional software has been the ability to manipulate data.

That is, it could perform complex computations very fast: it

could use highly complex algorithms to sort through

information (words, numbers, data, or patterns) in thousands

of database records and then read them to determine the final

answer. Since the SPRF problem was not amenable to an

algorithmic solution, conventional programming could be used

to solve this problem, but the programming process would be

complicated and time-consuming (Rauch-Hindin, 1988).

The primary purpose of expert systems was to perform

tasks that only experts in the given domain could do. To

achieve this purpose, expert systems were equipped with the

ability to mimic the reasoning process of human experts. For

example, information processing in expert systems was

performed in a way that implied reasoning, inferring, and

meaning as done by human experts. Therefore, an expert system

may not only understand the concepts of ”car," "start," and

"gas," but also understand the relationship among them. Then

it could infer "if a car will not start, it may be out of gas"

(Rauch-Hindin, 1988). In addition, they represented

information in a structured way that showed the relationships

among each piece of information, which could facilitate the

decomposition of a problem and make data processing more

efficient (e.g., reducing the time spent in processing

unrelated information; Rauch-Hindin, 1988).
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Based on the above, expert systems seemed to be more

qualified for computerized SPRF than conventional software.

1' - t.s__' o, -,f. -. ;: -fiF you._i

Based on the characteristics of the SPRF problem (Section

3.2.1) , a set of four features of expert system building tools

for the SPRF domain were determined (Section 3.2.2). These

features were problem decomposition, structured organization

of tasks, constraint satisfaction in an effective manner, and

failure handling (e.g. proposing alternate plans that would

be proposed if the original plan was not satisfied; DHFS,

.1988; Brown and Chandrasekaran, 1989).

As discussed in Section 2.3.3, DSPL.provided a hierarchy

that could facilitate problemldecomposition. In addition, the

hierarchy of DSPL‘was organized by a top-down control regime.

Thus, all tasks. could be linked together -by a desired

sequence, which in turn would be able to reduce the search

space and increase the speed of problem solving. Additionally,

DSPL.provided the functions of failure handling and redesign.

That is, if the problem could not be solved on the first

attempt, the process of problem solving would be undertaken

again by adjusting the original plan used in the first

attempt.

Thus, DSPL was chosen as the system-building tool for the

development of a SPRF expert system demonstration prototype.
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3. 4 e v te

W

The process of building an expert system usually has

involved interaction between the expert-system builder,

knowledge engineer, and one or more human experts in some

problem area. That is, the knowledge engineer has transferred

knowledge from the human expert to a computer program and made

the computer program solve problems in much the same manner

as did the human expert.

However, an intermediary between the knowledge engineer

and human expert (personnel supervisor) was needed by the

present study. The human expert (personnel supervisor) was not

available to work with the knowledge engineer for the entire

time needed for expert system development for two reasons.

First, the personnel supervisor was an entry-level position;

people in this position were often promoted to higher

positions after they have been in the position for approximate

6 months. Second, the turnover rate was high in university

foodservice even at the supervisor level. Therefore, the

researcher acted as an intermediary in this study.

Responsibilities of the researcher included gaining

expertise on scheduling part-time student workers,

communicating expertise gained to the knowledge engineer, and

testing and evaluation of the SPRF expert system.

Responsibilities of the knowledge engineer included.knowledge

representation and implementation of the SPRF expert system.
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Based on the discussion in Sections 3.2.1, 3.2.2, and

3.2.3, the objectives for the development of a SPRF expert

system.demonstration prototype in DSPL*were: (1) to construct

a schedule of the same quality as the one constructed by the

personnel supervisor at Brody Complex currently handling the

task, ( 2) to greatly reduce time needed for scheduling student

workers each term, and (3) to allow for easy modification of

the master schedule so that the new schedule could be

constructed easily each term by only updating student

constraints and job constraints (e.g. student class schedules,

job priority, job type).

The process of developing a SPRF expert system

demonstration prototype in DSPL (Figure 3), based on the study

of Buchanan et a1. (Section 2.4) , was divided into four

phases: (1) identifying the scope of the SPRF problem, (2)

knowledge acquisition, (3) implementation of the SPRF expert

system, and (4) testing and evaluation of the SPRF expert

system. The knowledge acquisition phase was to gain expertise

on scheduling part-time student workers as done by the

personnel supervisor at Brody Complex, MSU. The implementation

phase was to turn the formalized knowledge into a working

computer program. The testing and evaluation phase was to

evaluate the SPRF expert system and revise it as necessary.

Recycling through the various steps in the knowledge

acquisition phase was needed to validate knowledge elicited

from the personnel supervisor at Brody Complex and design
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Figure 3. The process of developing a SPRF expert system

demonstration prototype in DSPL.
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concepts. Also, recycling, through the knowledge acquisition

phase, implementation phase, and testing and evaluation

phases, was needed to reformulate the concepts, refine

strategies used in problem solving, and revise the control

flow of problem solving until the objectives for the

development of the SPRF expert system (discussed in the

beginning of Section 3.2.4) could be achieved. In short,

results obtained from the testing and evaluation phase would

contribute to the improvements of the current knowledge

acquisition and implementation phases. After improvements were

implemented in the current knowledge acquisition and

implementation phases, the testing and evaluation phase would

be repeated to validate changes made and evaluate the

performance of the currently improved SPRF expert system.

de ' o o t R b

As may be recalled from section 3.2.2, expert systems

seemed to be more appropriate for computerized SPRF than

conventional software. The problem targeted for expert system

development should be of a manageable size that made the

developed knowledge base interesting and also warranted _ the

effort of developing the SPRF expert system (Section 2.4.1).

Finally, the problem targeted for the SPRF demonstration

prototype development should not require knowledge from a very

large number of areas (Section 2.4.1).
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The SPRF problem at MSU, taken as a whole, seemed not to

be appropriate for expert system development for two reasons.

First, the SPRF problem at MSU included both cafeteria and

kitchen areas. Because those two areas were different in job

types, in/out time of work shifts, etc., working on an expert

system design for both areas at the same time would have made

the problem scope unmanageable in size. Second, the method of

performing SPRF varied slightly with personnel supervisors in

different residence halls. Attempts to aggregate knowledge

across different residence halls would have been certain to

mask the true structure of scheduling methods.

To keep the scope from being beyond the acceptable limits

of expert systems but still sufficiently broad to ensure that

the software had practical application, scheduling part-time

student workers for one area (cafeteria area) at one Hall

(Brody Complex) at a time was considered for initial system

development.

From this point of view, scheduling part-time student

workers at the cafeteria area of Brody Complex was chosen as

the domain for developing the SPRF expert system. The reason

was that Brody Complex was the largest hall at Michigan State

University and hired a greatest number of student workers (an

average of 288.33 i 63.55 student workers; N=3, Spring 1989,

Fall 1989, and.Winter 1990) of all MSU residence halls to fill

approximate 1026 work shifts for the weekly schedule. The

large number of jobs and student workers involved would make
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the SPRF expert system development more interesting and

warrant the effort. Also, if this system was successful, it

could be modified for use in smaller residence halls at MSU.

.2 4. ow ed c s 'o

The major purpose of knowledge acquisition in this study

was to gain expertise on scheduling part-time student workers

and then to use that knowledge as a basis to construct an

expert system demonstration prototype. Since one of the

objectives for the SPRF expert system development is to

construct a schedUle of the same quality as the, one

constructed by the personnel supervisor at Brody Complex, the

SPRF expert system was developed to mimic the problem—solving

process of the expert scheduler. Also, as discussed in section

3.2.4.1, the scheduling in the cafeteria area of Brody Complex

was chosen as the domain for developing the SPRF expert system

demonstration prototype. Therefore, the expert scheduler (the

personnel supervisor at Brody Complex) was used as the

resource for gaining expertise on scheduling part-time student

workers.

The knowledge acquisition process of this study was

divided into three steps: (1) interviewing the expert (the

personnel supervisor at Brody Complex), (2) analyzing

knowledge elicited from interview, and (3) representing

knowledge.
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Interviewing the expert, was undertaken to acquire

knowledge about scheduling part-time student workers through

direct interaction with the personnel supervisor at Brody

Complex. An intuitive interview technique (discussed in

Section 2.4.2.1) was used in this phase. The second phase,

analyzing’ knowledge elicited, was conducted. to 'map that

knowledge into a coherent organizational structure. Finally,

the mapped knowledge was translated into a formal

representation suggested by the expert system building tool

(DSPL) and refined until it replicated important and valuable

parts of the knowledge of the personnel supervisor at Brody

Complex.

4. I e ' 'n e t. The, approach,

combining intuitive interview and on-site observation_methods

(discussed in 2.4.2.1), was used in this.phase. The researcher’

talked with the personnel supervisor at Brody Complex to

become familiar with the method used to schedule part-time

student workers. During this interaction, the personnel

supervisor introspected while solving a problem in front of

the researcher. The researcher jumped in whenever it seemed

appropriate, asking relevant questions to verify his basic

scheduling method. The personnel supervisor was also asked to

provide a step by step list of his scheduling process. At

three follow-up meetings (one hour/meeting), the researcher

and knowledge engineer questioned the personnel supervisor
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about his scheduling procedure to gain more detail about the

method for scheduling part-time student workers.

3 .4. w c' ' te iew.

The purpose of this phase was to map the obtained

knowledge from the personnel supervisor into an interpretative

framework. Four tasks, derived from the study of Breuker and

Wielinga (1987), were involved: (1) identifying knowledge, (2)

conceptualizing knowledge, (3) constructing the reasoning

process of scheduling, and (4) determining the structure of

the scheduling process.

a. Identifying knowledge

Knowledge identification was mainly an information

management task. A large amount of knowledge was gathered from

the interview process, but the relative importance of each

piece of knowledge was yet to be determined. Identifying

knowledge provided an important reduction in the amount of

knowledge through organizing it by knowledge type, such as

classification, prioritization, and design. Classification

referred to knowledge used to break a group of jobs or student

workers into subgroups (e.g. knowledge for sorting student

workers into lunch, breakfast, and dinner). Prioritization

referred to knowledge used to rank jobs and student workers

(e.g. grouping jobs according to job priority). Design

referred to knowledge used implicitly by the scheduler in the

scheduling process, such as decision-making strategies (e.g.
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scheduling experienced student workers first; filling in

critical jobs first).

b. Conceptualizing knowledge

The purpose of knowledge conceptualization was to

integrate individual concepts into a conceptual framework

representing the logical combination of tasks. For example,

breakfast, lunch, and dinner scheduling (individual concepts)

were integrated into weekday and weekend scheduling; weekday

and weekend scheduling (individual concepts) were integrated

into term scheduling. The result was that the concept of term

scheduling was finally constructed.

c. Constructing the reasoning process of scheduling

The construction of a reasoning process was to organize

reasoning strategies used by the personnel supervisor in a.

structured manner. For example, lunches were the hardest to

staff so they were scheduled first, followed by breakfast and

dinner. Weekend scheduling was done last because it was easy

to staff.

d. Determining the structure of the scheduling process

Structural determination of the scheduling process was

done to determine the scheduling structure by mapping the

reasoning process into a conceptual framework, This structure

facilitated interpreting the data and getting a fine-grained

description of the architecture of the SPRF domain.
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s ow The knowledge

representation. was developed. by the knowledge engineer.

Appendix 8, written by the knowledge engineer, shows how the

knowledge was presented in the way suggested by DSPL.

In summary, DSPL provided two useful knowledge

representation facilities, agents (e.g. specialist, plan) and

a design database. Domain knowledge was encoded both in the

agent structure (inference structure) and the design database.

The procedural knowledge (e.g. scheduling method) was

reflected in the agent structure; while the declarative

knowledge, used in agent structure (e.g. job priority, in/out

time of work shifts), was represented in the design database.

The design database also provided the structures for storing

the actual schedules that needed to be filled. Agents (e.g.

specialist, plan) were organized into hierarchies in DSPL to

break down the scheduling problem.

Major functions had a specialist associated with them

along with their sub-specialists. The control regime for the

DSPL hierarchy was top-down. The following was done

recursively until a complete design ‘was worked out: a

specialist corresponding to a component (e.g. weekday

scheduling) of the task (e.g. term scheduling) was called; the

specialist (e.g. week specialist) in turn suggested further

sub-specialists (e.g. lunch sub-specialist) to call to set

other details of the design.
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3 - - -stino .,. -v.” .t,-; or ,- S’i, _ao-, stem

To evaluate the SPRF expert system, objectives with

criteria plus two evaluation approaches were developed, but

were not used in the present study due to time constraints.

Since expert systems needed to be refined and tested in a

laboratory environment before they could be released for field

testing, two evaluation approaches were preposed: laboratory

testing and field testing (user environment).

3. . .3 va ua 'te ‘ . As indicated in the

beginning of Section 3.2.4.2, the SPRF expert system was

developed to mimic the problem-solving process of the expert

scheduler. Therefore, criteria used to evaluate manual

scheduling of part-time student workers were also used to

evaluate the SPRF expert system. Additional criteria used for

evaluating expert systems were derived from the works of Boehm

et a1. (1978), Gaschnig et al. (1983), and Waterman (1986).

These criteria were to evaluated expert systems in terms of

their completeness, consistency, accuracy, ease of use, and

the ability to update.

Finally, criteria for evaluating the SPRF expert system

were formulated by combining criteria for evaluating manual

scheduling' of part-time student. workers and SPRF' expert

systems (Table 8).
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. 3. ' The two evaluation

approaches for the SPRF expert system were: laboratory

evaluation and field evaluation.

A check-list approach was developed for the laboratory

environment evaluation. The researcher examined test results

according to the questions indicated on the check-list. The

check-list (Table 9) used in this study was based on Table 8

(Criteria 1.1, 3.1, 5.17 5.3, 6.1, 6.4, 6.5, and 7.1-7.9).

For field testing, the suggested evaluation approach

consisted of three parts: (1) evaluating the system in terms

of its completeness, consistency, and accuracy (criteria 5.1-

5.3: 6.1-6.6 in Table 8), efficiency (criteria 3.1 in Table

8), ease of use (satisfaction of personnel supervisors and

other users: criteria 2.1-2.4: 7.1—7.9 in Table 8), and

ability to update (criteria 8.1-8.3 in Table 8), (2)

evaluating the system in terms of its speed (Criteria 1.1 in

Table 8), and (3) evaluating the satisfaction of student

workers with schedules given (criteria 4.1-4.2 in Table 8).

For the first part, the method would involve responses

from a group of experts (judges) who rate the SPRF expert

system using a questionnaire. Personnel supervisors of MSU who

havemdone scheduling for at least one year will act as judges.

They will be instructed in the use of the SPRF expert system.

After becoming familiar with this system, they will be asked

to work on the same scheduling problem by using this system.

Based on their expertise in manual scheduling, they will then
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Table 9. A check-list for evaluation of the SPRF' expert

system demonstration prototype in a laboratory environmentb

 

Question

 

1. Are problem-solving strategies that are

incorporated into the SPRF expert system

demonstration prototype complete, accurate

and consistent ?

2. Does the SPRF expert system demonstration

prototype solve problems in the natural way

the expert scheduler prefers ?

3. Are the results of scheduling organized

and presented at the right level of

details that satisfy the schedule's

intended use ?

4. Does the SPRF expert system demonstration

prototype help the user in some significant

way ?

a. Greatly reduce the scheduling time

b. Efficient utilization of available

student workers

5. Is the interface friendly and clear for

different groups of users (e.g. personnel

supervisor, student supervisor) ?    
6 SPRF: Scheduling pert-tine student workers in the university residence hall foodservice operation.

Boehm et el.(1978): Uatennan (1986).
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evaluate the SPRF expert system. Finally, the responses to the

questionnaire from. each 'test site (each judge) will be

gathered and analyzed statistically.

For the second part of the evaluation approach suggested

for field testing, the worksheet used in collection of time

data on manual scheduling of part-time student workers will

be also used to collect time data on scheduling by the SPRF

expert system. However, to make the worksheet specific for

scheduling by the SPRF expert system, the coding at the

worksheet for manual scheduling (Table 4) and coding guides

(Table 5, 6, 7) should be modified. That is, each element in

the scheduling function will be able to represent scheduling

by the SPRF expert system rather than manual scheduling.

For the third part of the evaluation approach suggested

for field testing, a questionnaire to student workers will be

used. as a survey instrument: students ‘who 'work in the

cafeteria area of residence halls that use the SPRF expert

system will act as the sampling frame. Those students will be

asked to fill out the questionnaire and the responses from

each student will be compiled and analyzed statistically. The

development of this questionnaire will be based on related

criteria 4.1-4.2 in Table 8.



Chapter IV

RESULTS AND DISCUSSION

The purposes of this study were to (1) obtain objective

time data (e.g. the amount of time used in term scheduling)

on manual scheduling of part-time student workers in one

university residence hall foodservice operation, (2) construct

an expert system.demonstration.prototype for scheduling part-

time student workers in one university residence hall

foodservice operation to demonstrate feasibility of use of

expert systems in foodservice management, (3) develop a method

for evaluation of the expert system, and (4) evaluate the

demonstration prototype of the expert system in a laboratory

environment.

Discussion of results below was divided into three parts:

(1) manual method to schedule part-time student workers, (2)

collection of time data on manual scheduling of part-time

student workers, and ( 3) the development of a SPRF ' expert

system demonstration prototype.

Information on the manual method to schedule part-time

student workers was obtained through formal meetings with

three personnel supervisors (discussed in Section 3.1.1) and

weekly visits with three personnel supervisors for the

collection of time data on manual scheduling of part-time

student workers (discussed in Section 3.1.3) . These tasks were

done by the researcher.
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The objective of collection of time data on manual

scheduling of part-time student workers was to determine the

amount of time needed for scheduling student workers per term

and then use the information as a basis to evaluate the SPRF

expert system demonstration prototype. This collection of time

data on manual scheduling of part-time student workers was

done by the researcher. Data obtained from the worksheets for

collection of time data were compiled and analyzed. The amount

of time needed for each scheduling function (term, final, and

volunteer scheduling) per term (hours), total time needed for

scheduling student workers per term (hours), and mean time

needed for scheduling one student worker per term (min) were

calculated for each of three residence halls (Tables 10, 11,

12). Findings and implications suggested are discussed in

section 4.2 below.

The development of a SPRF expert system demonstration

prototype was done using a team approach. The researcher, an

intermediary between the knowledge engineer and.human expert,

gained expertise on scheduling part-time student workers from

the human expert, communicated expertise gained to the

knowledge engineer, and then tested and evaluated SPRF expert

system demonstration prototype. The knowledge engineer

represented knowledge (expertiSe) in the formal way suggested

by DSPL, the expert system building tool, and implemented

formalized knowledge on a working computer program to make it

solve problems in much the same manner as the human expert.
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Table 10. Number of students and times used to manually

schedule cafeteria part-time student workers at Mason-Abbot

Hall, Michigan State University.

 

 

 

Tern Spring Fell Uinter Mean of three

lten 1989 1989 1990 terms

tuner of Students 75 88 75 79.33 3 6.13

Time Spent in Term 16.65 78.8 17.5 37.65 I 29.10

Scheduling (hrs)

 

Time Spent in Final 7.42 13.25 4.91 8.53 3. 3.49

Scheduling (hrs)

 

line Spent in

Volmteer 1.00 0.00 0.00 0.33 z 0.47

Scheduling (hrs)

 

total Time Needed 25.07 92.05 22.41 46.51 ; 32.22

Per Tern (hrs)

 

 lean Time Needed 20.06 62.76 17.93 35.12.

Per Student (min)   
 

' (Mean Time Needed For Yerm (bra/Mean Huber of Students Per Term)

* 60 I 35.12 (min)
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Table 11. Number of students and times used to manually

schedule cafeteria part-time student workers at Shaw Hall,

Michigan State University.

 

 

 

Term Spring Fell winter Neon of three

Item 1989 1989 1990 Term

luster of Students 120 135 120 125.00 .3 7.07

Time Spent in Tern 49.06 161.50 100.00 103.52 3 45.97

summing (hrs)

 

tia Spent in Final 12.67 34.5 18.00 21.72 g 9.29

Sounding (hrs)

 

tin Spent in

Volmteer 14.25 0.00 2.00 5.42 z 6.30

mum (hrs)

 

Total Time Needed 75.98 196.00 120.00 130.66 3; 49.57

 

Per term (hrs)

Neon Time Needed 37.99 87.11 60.00 62.72ll

Per Student (mi n)   
  
‘ (lean Time Needed Per Term (hrs)/Nean Number of Students Per Tern)

' 60 a 62.72 (min)
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Table 12. Number of students and times used to manually

schedule cafeteria part-time student workers at Brody

Complex, Michigan State University.

 

 

 

Tern Spring Fell Ninter Neon of Three

ltea 1989 1989 1990 Terms

Nmr of Students 235 200 250 288.33 3 63.55

lilo Spent in Ter- 46.92 40.30 78.49 55.24 1 16.66

~ Scheduling (hrs)

 

Time Spent in Final 9.52 8.75 42.50 20.26 3 15.73

Scheduing (hrs)

 

Time Spent in

Volmteer 13.72 0.00 0.00 4.57 3 6.47

Schechllng (hrs)

 

total Tine Needed 70.16 49.05 120.99 80.07 g 30.19

Per Tera (hrs)

 

Neon 1m Needed 17.91 14.72 29.04 16.66“

Per Student (min)     
' (Neon Tine Needed Per Tern (hrsmlean later of Students Per Tern)

* 60 8 16.66 (min)
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The SPRF expert system demonstration prototype has

completed weekday scheduling (vs. weekend, final, and

volunteer scheduling) and.heen evaluated in a laboratory

environment. This suggested that expert systems

technology could effectively be applied to the scheduling

problem, and that the system development would be

beneficial for the university foodservice operation.

Based on the results of testing and evaluation,

suggestions for improving the SPRF expert system

demonstration prototype are given in Section 4. 3. In

addition, criteria and approaches for evaluating the SPRF

expert system demonstration prototype were also developed

(and were presented in Sections 3.2.4.3.1 and 3.2.4.3.2.

4. 9:1, ._ 9’ -1". o .. 1'1. ‘ 'te-T1: .t_-.-1 W0 =

The basic manual method, used to schedule part-time

student workers by personnel supervisors at Brody

Complex, Shaw Hall, and Mason-Abbot Hall, consisted of

term scheduling, final scheduling, and volunteer

scheduling. The term scheduling procedure below was

obtained from written (DHFS, 1988) and oral information

provided by the personnel supervisors at Brody Complex,

Shaw Hall, and Mason-Abbot Hall, which was similar in

part to the written method of MSU's Department of Housing

and Food Service (DHFS, 1988).
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Briefly look through.all student applications,

make mental notes of those with lunch work

shifts open, check for returning and

outstanding student workers, and check specific

jobs that student workers want. The personnel

supervisor at Brody Complex sorted all

applications into lunch, breakfast, and dinner

groups at the same time (Personnel supervisors

at Shaw and Mason-Abbot Hall did not do this

task).

Take all of student applications and begin

filling in jobs. Student workers who turned in

their applications first were scheduled first.

Lunch work shifts were scheduled first, then

breakfast, dinner, and weekend..Also, critical

jobs were filled first.

Schedule student workers.

a. Consider previous positions or experience

held by student workers.,

b. Consider job preference of student

workers.

c. Consider the number of work hours desired

by student workers.

d. Consider work time and day preferred by

student workers.
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Consider class schedules of student

workers.

Give student workers the work time and day

they prefer unless they have lunch work

shifts open but not mark preferred.

. Give student workers the jobs they prefer.

Otherwise, try to fill in critical jobs

first. The personnel supervisor at Brody

Hall filled critical jobs first and did

not consider student worker preference

(the personnel supervisors at Shaw and

Mason-Abbot Hall did do this).

If the student worker only had certain

time periods open that were early filled

by other student workers, then supervisor

went back through the completed schedules

and made some changes.

If there were still open work shifts during the

week, split any remaining work shift as a last

resort so that two student workers shared one

work shift.

The personnel supervisor filled breakfast work

shifts with student workers who had no class

at 10:20 am (personnel supervisors at Shaw and

Mason-Abbot Hall did not do this).

Double check the completed schedule.
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final scheduling contained the following steps:

Fill in the last.meal served first and work

backwards (e.g. Friday Dinner, Friday Lunch,

Friday Breakfast, then Thursday Dinner, etc.)

because the last meal during final week is the

hardest to fill.

If possible, schedule student workers to the

jobs they have done during the term (The

personnel supervisor at Brody Hall did not

follow this rule). At the same time, consider

student worker job preferences (The personnel

supervisor at Brody Hall did not do this).

Give a similar amount of work shifts to each

student worker.

Fill in each meal completely before going on

to the next meal.

Double check the completed schedule.

The volunteer scheduling was needed for holidays

(e.gu Mother's Day, Easter) and:for work.periods between

terms when student workers would not normally be

available to work. The work shifts needed were determined

by personnel supervisors and posted on the bulletin

board. Student.workers were asked to sign.up if they were

available at the time. Then personnel supervisors

adjusted and completed the schedule.
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4 c o n

ef_Eart:Iime_§tudent_flerkers

As indicated in Table 13, the amount of supervisor time

needed for scheduling student workers varied among terms

(Spring Term 1989, Fall Term 1989, and.Winter Term 1990) in

each of three residence halls. For example, the personnel

supervisor at Mason-Abbot Hall spent 25.07 hours scheduling

75 student workers during Spring Term 1989, 92.05 hours

scheduling 88 student workers during Fall Term 1989, and 22.41

hours scheduling 75 student workers during Winter Term 1990.

Also at Mason-Abbot Hall, mean times needed for scheduling one

.student worker Spring Term 1989, Fall Term 1989, and Winter

Term 1990 ranged from 17.93 to 62.76 minutes whereas times

required by supervisors at Shaw Hall ranged from 37.99 to

87.11 minutes, and at Brody complex from 14.72 to 29.04

minutes.

The amount of supervisor time needed for scheduling

student workers did not appear to be related to the number of

student workers scheduled. Time required for scheduling did

not increase directly with number of student workers

scheduled. For example, schedulers at Mason-Abbot Hall, with

an average of 79.33 i 6.13 student workers (N=3: Spring 1989,

Fall 1989, and Winter 1990), spent an average of 46.51 1 32.22

hours in scheduling student workers per term: Shaw Hall with

an average of 125 i 7.07 student workers spent an average of

130.66 i 49.57 hours: and Brody Complex with an average of
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288.33 1 63.55 student workers spent an average of 80.07 i

30.19 hours. -

The results were discussed with personnel supervisors

(schedulers) in three residence halls to determine possible

factors accounting for“the‘variability'of'results. The factors

are listed immediately' below‘ and are then. discussed in

Sections 4.2.1 to 4.2.6.

When the personnel supervisors were in training for their

job, those personnel supervisors had only been given brief,

basic oral instruction on scheduling (e.g. when do the term

and final scheduling need to be started: the requirements of

scheduling, such as scheduling critical job first) and then

required to practice scheduling on a given sample: no written

material that showed how to schedule student workers step by

step had been provided to them. These three personnel

supervisors learned scheduling on the job. Therefore,

scheduling' methods used. by each of the three jpersonnel

supervisor were not expected to be the same. With different

methods used, the time spent in scheduling could be expected

to be different.

In addition, the quantity of returning vs. new student

workers varied. Also, human error effecting the precision of

time data collection on manual scheduling of part-time student

workers was also a possible factor accounting for the

variability of results among halls.
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4 e ' t d ' e

The manual method of scheduling used at Brody Complex was

not entirely suitable for Shaw or Mason-Abbot Hall because of

the smaller quantity of student workers. There were only a

limited number of student workers at Shaw and Mason-Abbot

Hall: the average number of student workers per term was 125

and 79.33 respectively vs. 228 at Brody Complex (Table 13).

With such a limited number of student workers, personnel

supervisors at Shaw and Mason-Abbot Hall briefly looked

through all the applications, made mental notes of those

student.workers with lunch.open, and checked for returning and

outstanding student workers, instead of physically breaking

all student job applications into lunch” breakfast, and dinner

piles. Also, personnel supervisors at Shaw and Mason-Abbot

Hall were better able to be more concerned with the needs of

student workers (e.g. job preference, work“ time and day

preferences) when scheduling a smaller number of student

workers.

Thus, not only the number of student workers employed,

but also the scheduling method used by personnel supervisors

in different residence balls at MSU accounted for the

variation in the amount of time needed for scheduling student

workers.
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4 . g-gu,7 . .- .._ - f-_ AmOg- Sc ‘1 - ~ ' One Hall

Student supervisors, assigned by the personnel supervisor

to do some scheduling, may not have had adequate training and

practice to perform the scheduling task using the preferred

method with "normal" amount of time. Thus, scheduler was also

a.factor effecting the amount of time needed. For example, the

student supervisor at Brody Complex, Winter Term 1990,

considered the job preference of student workers when

performing final scheduling. Thus, rather than looking at the

individual final exam student employment schedule sheet

(Figure 4), he also referred to the individual application for

student foodservice employment sheet (Figure 5) which

indicated the job preference of student workers. In this way,

more time*was needed for assigning to student workers the jobs

which they preferred.

4 . The uan t f etu n' vs New u e Wo ke's

The quantity of returning student workers was a factor

which, in part, accounted for the time needed for scheduling

at Brody Complex, Show, and.Mason-Abbot Hall. For example, in

Spring Term 1989, Mason-Abbot Hall had a greater number of

returning student workers: nine out of 10 student workers were

returning student workers.in.Spring'Term 1989, while three out

of 10 student workers were returning student workers in Fall

Term 1989. As indicated in Table 10, the mean time needed to

schedule one student worker was 20.06 minutes in Spring Term
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1989, while 62.76 minutes were required in Fall Term 1989.

Because those returning students were familiar with jobs

and shifts possible for them to work, they wrote down the

shifts they were able to work on individual application sheets

in Section C (Figure 5). Normally only supervisors filled out

this section. However, returning student workers, who knew

their supervisor well, completed this task for him whereas new

student workers did not complete Section C (Figure 5). Thus,

when looking at their applications, the personnel supervisor

at Mason-Abbot Hall gave returning student workers the shifts

they requested if those shifts were on the list of top job

priorities. Since the personnel supervisor at Mason-Abbot Hall

did not need to go through student worker class schedules, job

preference, number of work hours desired, etc. as they had to

do for new student workers, much supervisor time was saved.

On the other hand, in Fall Term 1989, Mason-Abbot Hall

employed many new student workers (75 percent of 88 student

workers were new student workers). As they turned in

application sheets, the personnel supervisor at Mason-Abbot

Hall scheduled them right away. Since they turned in

application sheets with only Sections A and B (Figure 5)

completed individually, the personnel supervisor at Mason-

Abbot Hall was required to perform scheduling in Section C

(Figure 5) and, at the same time, communicate with new student

workers individually. Therefore, more supervisor time was

spent in this way.
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4. u'a o ' m a a

In this study, schedulers were asked to record the amount

of time they spent in scheduling on the worksheet (Table 4).

However, schedulers did not always remember to record the time

spent in scheduling immediately after each scheduling session.

When they tried to go back at a later time and recall how much

time they had spent, schedulers could only estimate the time.

Also, schedulers forgot to consider the amount of time taken

by interruptions (e.g. answering the phone, asked to meet’ some

people or help something) during scheduling.

Because the researcher was unable to be with schedulers

100% of the time, scheduler accuracy could not be evaluated.

Based on weekly interaction with schedulers (to collect the

worksheet) in three residence halls, the researcher estimated

that such a human error (e.g. not always remember to record

the time spent in scheduling immediately after each scheduling

session) occurred 40% of the time.

4. .5 0 er O 3

Personnel supervisors in the three residence halls

usually delegated part of scheduling task to student

supervisors. Time needed for communicating with student

supervisors, frequency of delegation, and the productivity of

student supervisors also accounted for differences in the

amount of time needed for scheduling student workers per term.
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4. .

Table 14 summarizes the possible reasons accounting for

differences in the amount of time needed for scheduling

student workers per term at three residence halls.

4 e 0 st

emo 'o o t e

The development of . a SPRF expert system demonstration

prototype was done using a team approach. The researcher, an

intermediary between the knowledge engineer and.human expert,

gained expertise on scheduling part-time student workers from

the human expert, communicated expertise gained to the

knowledge‘ engineer, and then tested and evaluated the

demonstration prototype. The knowledge engineer represented

knowledge (expertise) in the formal way suggested by DSPL (the

expert system. building' tool) and implemented. formalized

knowledge on a working computer program to make it solve

problems in much the same manner as the human expert.

The SPRF expert system. demonstration jprototype has

completed weekday scheduling (vs. weekend, final, and

[volunteer scheduling) and been evaluated in a laboratory

environment. This suggested that expert systems technology

could effectively be applied to the scheduling problem, and

that the system development would be beneficial for the

university foodservice operation. The results of evaluation

are discussed in Section 4.3.2.
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The interface and scheduling strategies implemented in

the SPRF expert system demonstration prototype were developed

by the knowledge engineer. Appendix C, written by the.

knowledge engineer, is a detailed description of the interface

and scheduling method used by the SPRF expert system

demonstration prototype.

In summary, Figure 6 displays the basic scheduling

structure implemented in the SPRF expert system demonstration

prototype. This scheduling structure consisted of the top

specialist and its sub-specialists. The Term Scheduler was

responsible for all of the scheduling. The plan it used called

the Partition Students specialist, then the Week Scheduler

specialist, and finally the‘leekend Scheduler specialist. The

Partition Students specialist loaded in student workers from

the file and placed them into lunch, breakfast, and dinner

groups by examining their class schedules to determine into’

which meal during the week student workers could be scheduled.

The Week Scheduler specialist was to schedule lunch, then

breakfast, and finally'dinnera The plan used by the Lunch sub-

specialist was to call the Priority specialist until all of

student workers in lunch group had been scheduled. The

Priority specialist's plan was to set up a group of jobs and

student workers needed to fill the jobs, and then to call the

sub-specialist Group. The sub-specialist Group was responsible

for scheduling a group student workers into a group of jobs.
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Figure 6. The scheduling structure implemented in the

SPRF expert system demonstration prototype (Appendix C).
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Laboratory testing of the SPRF expert system

demonstration prototype consisted of scheduling the 213 actual

student workers of Brody Complex, Winter Term 1990. This test

was evaluated using a predetermined check-list (Table 9 in

Section 3.2.4.3.2). After the answer to each question,

suggestions were given for further improvements of the SPRF

expert system demonstration prototype. Results of the

evaluation were summarized in Table 15.

For the first question in the check-list "Are problem-

solving strategies that are incorporated into the SPRF expert

system demonstration prototype complete, accurate, and

consistent 7", the answer was no. The problem-solving

strategies incorporated in the SPRF expert system

demonstration prototype were not complete for two reasons:

1. Rather than just considered student worker class

schedules as the SPRF expert system demonstration

prototype did, the personnel supervisor also

considered student worker job preference, work time

preference, and work day preference.

2. The personnel supervisor tried to give each student

worker the number of shifts he/she desired rather

than to schedule each student workers into three

shifts per week as the SPRF expert system

demonstration prototype did.
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Table 15. The results of evaluation of the SPRFa expert

system demonstration prototype in a laboratory environment

 

Question Evaluation

 

1. Are problem-solving strategies that are No

incorporated into the SPRF expert system

demonstration prototype cowlete, accurate,

and consistent ?

2. Does the SPRF expert systu demonstration No

prototype solve problems in the natural way

the expert scheduler prefers 7

3. Are the results of scheduling organized Yes

and presented at the right level of

details that satisfy the schemle's

intended use ?

4. Does the SPRF expert system demonstration

prototype help the user in some simificant

way 7

a. Greatly reduce the scheduling time *

b. Efficient utilization of available *

student workers

5. Is the interface friendly and clear for "

different grows of users (e.g. persomel

stpervisor, student supervisor) 7     
. SPRF 8 Scheduling part-time student workers in the university residence hall foodservice

b operation.

Boehm et al. (1978); waterman (1986).

* There is no answer available yet.
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To satisfy student workers but at the same time make'sure

their needs were fulfilled, personnel supervisors usually gave

student workers the work time and day they preferred unless

they had lunch work shifts open but not marked preferred.

The SPRF expert system demonstration prototype did not

consider student workers' preferences of job, time and day at

all because these considerations could make the SPRF expert

system demonstration prototype too large. Thus, it could be

possible that student workers would ask to be rescheduled if

they were not happy with the work time and day assigned. With

this demonstration prototype, human judgement (from human

scheduler) would still be part of the final solution

(rescheduling student workers to meet their needs).

deHass (1983) pointed out that computer programs to

handle a scheduling problem on a large scale were relatively

simple, but could be expensive to use due to the large number

of human judgments going into the solution. The SPRF expert

system demonstration prototype could result in excessive

costs. However, considering student workers' preferences of

job, time and day could be done by further programming efforts

in the stage of research prototype (Figure 1).

The SPRF expert system demonstration prototype attempted

to schedule each student worker into 3 shifts for weekday

scheduling and 2 shifts for weekend scheduling instead of

considering the number of work hours desired by student

‘workers. The quantity, three and two shifts, were the average
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number of work shifts assigned to each student worker for

weekday and weekend scheduling respectively each term.

However, some student workers could not work.more work shifts

than they had indicated on their applications because they

may have wanted to spend more time in studying and/or other

employment activities; in the meantime, other student workers

who wanted to obtain more work shifts to earn extra money may

not get the extra work shifts. The method used by the SPRF

expert system demonstration prototype may have been able to

speed the scheduling process due to less complexity in

decision-making process, but would require extra time of

personnel supervisors to reschedule student‘workers according

to their specific desires.

For the second question in the check-list "Does the SPRF

expert system demonstration prototype solve problems in the

natural way the expert scheduler prefers t", the answer was

no. The embedded reasoning process of scheduling did not seem

to work in the natural way preferred by the expert scheduler.

For example, lunches had traditionally been the hardest to

staff ; therefore, lunch work shifts were scheduled first.

However, in a laboratory test, 20 lunch work shifts,

pertaining to the first six job priorities, were not filled

after the scheduling was completed by the SPRF expert system

demonstration prototype (Table 16). On the other hand, only

eight lunch work shifts were not filled after the same

scheduling (Winter Term 1990) was completed by the personnel
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Table 16. The contrast between manual scheduling of part-

time student workers (MSPS) and scheduling by the SPRF“ expert.

system demonstration prototype on the number of open work

shifts of the completed weekday lunches schedule at Brody

Complex, Michigan State University, Winter Term 1990.

 

 

 

 

 

 

  
 

Priority Job lame Total The lumber of The umber of Difference

Possible Open Work Open Work of WSPS

Shifts Shifts by Shifts by vs. SPRF

"SP8 SPRF

1 MM" 5 0 6 4

nCONi 5 1 0 1

eFLUT 5 0 0 0

eCOfli S 0 0 0

sTc1 5 0 0 0

dDRT 5 0 O 0

2 nsoi 5 0 0 0

e801 5 0 0 0

sUT1 S 1 l 0 1

sTCZ S 0 0 0

dP&P1 S 0 6 -4

3 nCONZ S 0 0 0

eCONZ 5 0 0 0

dDRZ S 0 0 0

dDR3 S 1 0 1

6 nBDZ S 0 0 '0

e802 5 O 0 0

sL-Stock 5 3 3 0

dP&P2 5 2 4 -2

5 nSD3 S 0 0 0

e803 5 0 0 0

sUTZ 5 0 0 0

dDR4 5 0 2 -2

6 nDESS S 0 -3

dDRS 5 0 0 0

Total 125 8 (6.4%) 20 (16%) -12       
a SPRF = Scheduling part-time student workers in the university residence hall foodservice

operation.
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supervisor at Brody Complex. Therefore, to make sure that

critical jobs in lunch scheduling were filled by student

workers, improvements should be implemented in the SPRF expert

system demonstration prototype.

For the third question in the check-list "Are the results

of scheduling organised and presented at the right level of

details that satisfy the schedule's intended use 7", the

answer was yes. The master schedule, indicated in Appendix D,

generated by the SPRF expert system demonstration prototype,

was similar to that generated by the expert scheduler

manually. The only difference was that the student number was

shown in the master schedule generated by the SPRF expert

system demonstration prototype, instead of the student worker

name. However, it would be very easy for the knowledge

engineer to change student worker number into student worker

name. As to the list of all student workers (indicated in '

Appendix E), personal information such as address and phone

number, job preference, work time and day preferences, and the

number of work hour desired need to be included to keep a

complete student worker data file for the use of personnel

management (e.g. rescheduling).

Additionally, the flexibility for'determining the format

and content of outputs would be beneficial, which could be an

improvement in the SPRF expert system demonstration prototype.

For the fourth question in the check-list "Does the SPRF

expert system demonstration prototype help the user in some
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significant way 2", there was no answer available yet. The

SPRF expert system demonstration prototype seemed to be faster

than manual scheduling when performing the element of term

scheduling function, Schedule, under the same condition

(scheduling 213 student workers at Brody Complex, Winter Term

1990) . Schedule was defined as the process of matching student

workers with available work shifts by considering their past

experience and performance, alternative weekend, job, work

time, and work day preferences; number of work.hours desired:

in/out time of available work shifts; and class schedule

(Table 5). .

The total time that the personnel supervisor at Brody

Complex spent in performing the element "Schedule" of term

scheduling during Winter Term 1990 was 44.33 hours. The

personnel supervisor was unable to exactly separate the time

spent in weekday scheduling from. that spent in weekend

scheduling; he estimated that one-eighth of the total time

spent in term scheduling was used to perform weekend

scheduling. In other words, approximate 38.79 hours were spent

in weekday scheduling. Compared to 2.18 hours that the SPRF

expert system demonstration prototype spent for performing the

element. "Schedule" of ‘weekday scheduling ‘under the same

condition (scheduling 213 student workers at Brody Cpmplex,

Winter Term 1990) , the SPRF expert system demonstration

prototype seemed to be faster than manual scheduling.
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With the same number of shifts and student workers, the

percent of weekly shifts filled by the SPRF expert system

demonstration prototype was 86.86%, while that by the manual

labor scheduling was 92.21% (Table 17). At this point, manual

scheduling was more efficient; however, the efficiency of the

SPRF expert system demonstration prototype could be increased

by further programming improvements.

For the fifth question in the check-list "Is the

interface friendly and clear for different groups of users

(e.g. personnel supervisors, student supervisors) 2", there

was no answer available yet. The SPRF expert system

demonstration prototype did not yet have a friendly and clear

interface. The criteria (7.1-7.9) indicated in Table 8 would

be the goal to achieve in the near future.
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Table 17. The contrast between manual scheduling of part-

time student workers (MSPS) and scheduling by the SPRF' expert

system demonstration prototype on the number of open work

shifts of the completed weekday schedule at Brody Complex,

Michigan State University, Winter Term 1990.

 

 

al Lunch Breakfast Dimer Total Per

it- Day

Total Mariner of 195 100 216 611

Weekday Work Shifts

 

The timber of men Work 22 10 0 32

Shifts Ike-mining by MSPS

 

 

Percent of Work Shifts 88.72% 90.00% 100.00: 92.21%

filled by MSPS

The later of Open Work 56 0 0 56

Shifts Reamining After

Scheduling by SPRF

Expert System

 

Percent of Work Shifts 72.31% 100.00% 100.00% 06.86%

Filled by the SPRF Expert

System    
a SPRF: Scheduling part-time student workers in the miversity residence hall foodservice

operation.



Chapter V

CONCLUSIONS

W

W

AI research papers described only scantily the methods

employed in the development of expert systems, which were not

specifically related to foodservice applications. Therefore,

the method used in this study to construct the SPRF expert

system may provide the foodservice industry with a model of

how expert systems could be developed and used.

The process of building an expert system usually involved

interaction between the , expert-system builder, knowledge

engineer, and one or more human experts in some problem area.

However, an intermediary between the knowledge engineer and

human experts (personnel supervisors) was needed by the

present study. The human expert (personnel supervisor) was not

be able to work with the knowledge engineer for the entire

time needed for the expert system development for two reasons.

First, the personnel supervisor was a entry-level position:

people in this position were often promoted to higher

positions after they had been in the position for approximate

6 months. Second, the turnover rate was high in the university

foodservice even at the supervisor level. Therefore, an

intermediary was needed for this study; it may be necessary

for the expert system development in the foodservice industry.

109
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W

Discussion of difficulties occurred in the development

of SPRF expert system could be divided into two parts: (1)

inherent limitations of expert systems and (2) limitations of

the expert system building tool "DSPL". Each part is discussed

further below (Sections 5.2.1 and 5.2.2).

WW

Even though expert systems have better ability than

conventional computer programs to mimic thehuman reasoning

process of problem solving (discussed in Section 3.2.2), they

still could not behave totally as humans experts for the

foreseeable future (Vedder, 1987). In this way, a challenge

faced. in. the development. of ‘the SPRF' expert system is

balancing time efficiency and performance quality to produce.

the most optimal results.

Additionally, the power and utility of the resulting SPRF

expert system depends on the quality of the underlying

representation of human scheduler knowledge. The human

knowledge may not all be mapped into the system; therefore,

eliciting the right amount. of“ knowledge form the human

scheduler and representing that knowledge at the right level

of details, which allows the- developed expert system to

replicate important and valuable parts of the performance of

expert schedulers, becomes another challenge.
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DSPL could not recognize incorrect or inconsistent

knowledge. Therefore it is likely to produce incorrect results

or advice when inconsistencies and/or errors are incorporated

into the knowledge base (e.g. job priority).

DSPL was a programming language for designing expert

systems that performed problem solving on routine design tasks

(see Section 2.5). However, the SPRF problem domain was not

a typical routine design. Some tasks in SPRF problem were of

a classificatory nature. For example, the personnel supervisor

at Brody Complex sorted student workers into lunch, breakfast,

and dinner groups. Some tasks in the SPRF problem were of

rule-based nature (if. . , then. .) , such as scheduling n student

workers into m jobs (e.g. if the student worker could not fill

in any lunch shifts, then place this student worker on the

underscheduled list).

As to the problem of rule-based nature, the domain

knowledge was usually represented as sets of rules that were

checked against a collection of facts about the current

situation. For example, a rule in the SPRF domain may be that

if the student worker have previous experience on one critical

job, then the student worker is a candidate for this job. Each

time, when the computer reads in one student worker, this rule

would be checked against the previous experience (the fact)

of the student worker. When the IF portion of a rule was

satisfied by the fact (student previous experience), the
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action specified by the THEN portion was performed. That is,

this student worker would be moved into the candidate list for

the job.

Since DSPL.did not support classification and rule-based

methods for representing knowledge and controlling the process

of problem solving, some tasks. performed by the human

scheduler could not efficiently be modeled using DSPL. In the

present study, the programmer developed a LISP function to

classify student workers into lunch, breakfast, and dinner

group and to do the basic scheduling of n students into m

jobs. The LISP function returned the problem back to DSPL when

the scheduling process (scheduling n students into In jobs) was

done. Thus, DSPL was able to function more effectively.

5,; The Eotential Benefits of Using

t F e S s e

The completion of weekday scheduling has suggested that

system development would be possible.Based on the testing of

weekday scheduling in a laboratory environment and data

obtained from collection of time data on manual scheduling of

part-time student workers (discussed in Section 4.2) , the

following potential benefits would be expected in the future

by using a well-developed version of the SPRF expert system

to facilitate scheduling.
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MW

(A human scheduler at different times or schedulers in

different places may reach different conclusions about a

particular scheduling situation (discussed in Section 4.2).

An expert system always provides the same conclusion to the

same problem. This consistency is an obvious advantage in

using the SPRF expert system in matters of fairness among

employees. In addition, the SPRF expert system would be able

to eliminate the occasional inadvertent omissions or errors

that schedulers make (e.g. forgetting to write the shift

planned to give the student worker on his/her individual

schedule sheet).

. ' o m e

The SPRF expert system has a potential to greatly reduce

the time needed to schedule student workers per term and

relieve supervisors from handling problems which, for the

experts, are routine. Consequently, the Department of Housing

and Food Service at MSU would be better able to use its

supervisors' time and abilities on the really tough problems,

such as personnel management, determining the amount of work

force for next term, and adjusting the number of shifts. This

switch in emphasis would also help the human experts by making

their jobs more interesting and rewarding.
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5. Labo Co 3

The personnel supervisor at Brody Complex:delegated.most

of the scheduling tasks to student supervisors in Fall Term

1989 and Winter Term 1990. The hourly salary for a student

supervisor was approximately $5.00 per hour. As discussed in

Section 4.3.2, the amount of time needed to perform the

element ”schedule" of weekday scheduling manually was 38.79

hours, while the SPRF expert system took only 2.18 hours. In

other words, by using the SPRF expert system demonstration

prototype, 36.61 hours of labor at a cost $5.00/hour (hiring

student supervisor to do scheduling) , $183.05, could be saved.

Overall, savings in labor costs are hard to determine at

this time. A formal cost benefit analysis, including the cost

of this system and of hiring employees to perform scheduling,

should be completed.

5. .4 r rv ' E e ise

The SPRF expert system. can help preserve existing

knowledge. Also, expertise may be extended to all residence

halls at MSU, even foodservice operations at other

institutions employing part-time workers, through use of

portable floppy disks.



Chapter VI

RECOMMENDATIONS FOR FURTHER RESEARCH

The SPRF expert system. demonstration prototype has

completed weekday scheduling (vs. weekend, final, and

volunteer scheduling) in a laboratory environment. This

suggested that expert systems technology could effectively be

applied to the scheduling part-time student workers problem,

and that the system development would be beneficial for the

university foodservice operation. Therefore, the current SPRF

expert system has passed the stage of demonstration prototype

and has entered the stage of research prototype, and then will

enter the stages of field prototype, production model and

commercial system, as shown in Figure 1.

§il_B§§§eI§h_EIQEQE¥E§

Further developments in the research prototype stage '

should include the following:

1. To improve the current SPRF expert system in terms

of efficient use of available student workers,

scheduling time, completeness of embedded problem-

solving strategies, and accuracy of the reasoning

process of scheduling (discussed in 4.3).

2. To extend the current SPRF expert system to include

the final scheduling and volunteer scheduling

functions.
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3. To develop the selective use of the following

elements of scheduling functions:

a. Rescheduling of a single (or few) student

worker.

b. Check schedule

c. Copy schedule

d. File schedule

e. Change and update student database, job

database, and completed schedule database.

4. To establish the user interface. The criteria 7.1-

7.9 in Table 8 (Section 3.2.4.3.1) can act as a

guide for the development of user interface.

5. To test and refine the research prototype by (1)

bringing in additional experts to help validate the

system's accuracy, and (2) using test cases not

encountered by the system during its previous

development (Waterman, 1986).

In addition, one of objectives of all expert systems was

to help less expert professionals (e.g.-trainees) improve the

quality of their judgments and.decisions and, possibly, their

general problem-solving skills (Boritz and Brown, 1986). This

Objective was not included in this study. However, faced with

turn over of labor schedulers (e.g. three personnel

supervisors had taken over the scheduling between Spring Term

1989 and Winter Term 1990 at Shaw Hall, two in Mason-Abbot
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Hall, and three in Brody Complex), it would be beneficial to

have the SPRF expert system also acting as a trainer.

To be able to play a role in training new schedulers, the

SPRF expert system needs to be equipped with the capabilities

of explaining how the scheduling is done, which would allow

users to explore each facet of their reasoning. Thus, a new

scheduler could be allowed to track, step-by-step, the

analysis leading to the solution or recommended decision.

Also, a new scheduler could use this system to support or

contradict their solution to a problem. In this way, the SPRF

expert system also holds promise to reduce training costs and

ensure consistency in the presentation of problem solving

skills.

As the SPRF expert system performs with adequate

reliability in the laboratory environment, it could pass from

the research prototype to the stage of field prototype.

LAW

In the field prototype stage, the SPRF expert system

research prototype could be revised and refined based on

extensive testing in the user environment (cafeteria

foodservice at a residence hall of MSU) . The further research

at this stage should include:

1. To design and conduct the experiment of collection

of time data on manual labor scheduling by taking

the variables discussed in Section 4.2 into account.
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2. To design and conduct the experiment of collection

of time data on scheduling by the SPRF expert

system.

3. To evaluate the SPRF expert system on the aspect of

time-saving according to the time data obtained from

1 and 2.

4. To evaluate the SPRF expert system according to the

criteria shown in Table 8. The approach to evaluate

the SPRF expert system has been proposed in Section

3.2.4.3.2.

5. Compare the SPRF expert system scheduling to manual

scheduling in terms of labor cost and investment.

6 ' l C e ' S 5

At the stage of production model, the further work would

be to transfer the whole program from a sun computer system

to an IBM or Apple computer and run the program on-site at

residence halls of MSU. The portability of the completed SPRF

expert system field prototype can be troublesome. DSPL used

to build the SPRF expert system requires LISP or LISP-based

software (and even hardware) environments which are not

readily available for the user. A finished SPRF expert system

field prototype may need to be recorded in a more conventional

programming language (like C) for the sake of portability. To

use a production model on a regular commercial basis, more

effort would be needed, especially in determining the target
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market, the needs of target market, and identifying existing

or/and possible competitors. In addition, the user interface

may need to be tailored to fit the needs of different groups

of users.

 



GLOSSARY

Artificial intelligence (A1). The sub-field of computer

science concerned with developing intelligent computer

programs. This includes programs that can solve problems,

learn from experience, interpret visual scenes, and, in

general, behave in a way that would be considered

intelligence if observed in a human.

Domain expert. A person who, through years of training and

experience, has become extremely proficient at problem

solving in a particular domain.

Domain knowledge. Knowledge about the problem domain (e.g.

knowledge about scheduling part-time student workers in

a university residence hall foodservice operation).

User. The person who uses the finished expert system: the

person for whom the system was developed.

Expert system. A computer program that uses expert knowledge

to attain high levels of performance in a narrow problem

area. These programs typically represent knowledge by

using heuristics, and examining and explaining their

reasoning processes.

Expert-system-building tool. The programming language and

support package used to build the expert system.

Heuristic. A rule of thumb or simplification that limits the

search for solutions in problem domains that are

difficult and poorly understood.

Inference engine. The part of a knowledge-based system or

expert system that contains the general problem-solving

knowledge. The inference engine processes the domain

knowledge (located in the knowledge base) to reach new

conclusions.

Inference method. The technique used by the inference engine

to access and apply the domain knowledge (e.g. forward

chaining and backward chaining).
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Knowledge acquisition, The process of extracting,

structuring, and organizing knowledge from some source,

usually human experts, so it can be used in a program.

Knowledge base. The portion of a knowledge-based system of

an expert system that contains the domain knowledge.

Knowledge engineer.- The person who designs and builds the

expert system. This person is usually a computer

scientist experienced in applied artificial intelligence

methods.

Knowledge engineering. The process of building an expert

system.

Knowledge representation. The process of structuring

knowledge about a problem in a way that makes the problem

easier to solve.

Master schedule. A schedule consisting of the jobs

(including the starting and ending times) that need to

be filled for each meal on each day.

Rule. A formal way of specifying a recommendation,

directive, or strategy, expressed as IF (premise), THEN

(conclusion) or IF (condition), THEN (action).

Search. The process of looking through the set of possible

solutions to a problem in order to find an acceptable

solution.

SPRF. The problem domain of scheduling part-time student

workers in the university residence hall foodservice

operation.

SPRF expert system. The computer program developed by this

study to perform scheduling'of'partetime student workers

in a residence hall foodservice operation.

Symbol. A string of characters that stands for some real-

world concept.

Symbolic reasoning. Problem solving based on the application

of strategies and heuristics to ‘manipulate symbols

standing for problem concepts.

Work shift. A particular job for a particular meal on a

particular day.
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Appendix B. Knowledge Representation in DSPL (By Robert

Hauser, Department of Computer Science, Michigan State

University)

The knowledge elicited from the expert led to its

presentation in DSPL. DSPL provides two useful knowledge

representation facilities, agents (e.g. specialist, plan,

task, step, etc.) and a design database. Expert knowledge on

the scheduling process was encoded both in the agent structure

and the design database. The procedural knowledge (scheduling

method) was reflected in the agent structure while the

declarative knowledge (e.g. job priority, the in/out times of

work shifts) was represented in the design database. The other

major function of the design database was to provide the

structures for constructing the schedules. Agents and the

design database are detailed below.

Agents were organized into hierarchies in DSPL to break

down the problem. Major functions had a specialist associated

with them along with their sub-hierarchy of agents. The SPRF

expert system had the term specialist at the top of the

hierarchy and it was responsible for the successful design of

a complete term schedule. Other specialists were responsible

for designing weekday, weekend, lunch, breakfast, and dinner

parts of the term schedule.

The interaction of these agents, their corresponding

functions provided the implementation of the problem solving

method of the expert as determined from the steps of
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interviewing the expert and analysis of elicited knowledge.

The agents functioned by changing attributes in the design

database. These changes constitute the design activity and

the scheduling process.

The design database contained knowledge used in the

scheduling process of the agents (e.g. job priority, the

in/out times of work shifts) and also the structures for

storing the actual schedules that needed to be filled. Both

kinds of knowledge were represented in attributes of

components. Attributes were very small pieces of knowledge

that could have only one value (e.g. student number).

Components were related groups of attributes (e.g. student

workers).

As the problem solving is expanded beyond term

scheduling, more agents and design database components may be

added.
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Appendix C. FSA (Foodservice Scheduling Assistant: the SPRF

expert system demonstration prototype) interface and

scheduling strategies (By Robert Hauser, Department of

Computer Science, Michigan State University).

1 FSA Interface

The following sections describe the current working aspects of the FSA software.

A windowing interface based on Xwindows is being added to the software.

1.1 Entering the Master Schedules

The master schedules consist of the jobs, including the starting and ending

times, that need to be filled for each meal on each day. These schedules must

be complete and provided to the FSA software.

Since the schedules may change over time facilities for modifying them must

be provided. The schedules are currently hard coded and not modifiable.

1.2 Entering the Students

The students must. all be entered before scheduling. Students may be entered

by selecting the “Modify Schedules/Students” choice from the FSA MENU and

then selecting “Enter New Students”. The user is prompted for the name of the

student file. If the file exists the students are added to the file otherwise the file

is created.

Then the user is prompted for the student last name, followed by the student

number.

Then the student’s schedule must be entered, one day at. a time. Each day

is entered as a list of free time periods having a starting time and ending time

for each time period. A sample list for Monday could be “((400 1000) (1400

2000))”. The times are entered as military time without colons. The sample

indicates that the student has free time on Monday from 4am to 10am and from

2pm to 8pm.

The last. entry for a student is a list of the student’s previous jobs experience.

The experience is represented as the types ofjobs a student has had. An example

would be “(flut tc dr)”.

To finish entering students, the return key is pressed when prompted for

the student’s last name.

Currently entered students are not modifiable.

1.3 Changing Scheduling Parameters

Some parameters to the FSA scheduling software are deeply related to the al-

gorithm itself and modification of these cannot be done. Other parameters

could be modified by knowledgeable users to tune the scheduling. Currently all

parameters are hard coded and not. modifiable.
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1.4 Running the Scheduler

To schedule the students that have been entered one just selects the “Run

Scheduler” Option on the FSA MENU. This begins scheduling. When prompted

the user enters the file name of the file containing the students. The rest of the

scheduling is non-interactive.

During the scheduling the time for different parts of the scheduling process

is written to a file “FSA.B.unCase”.

1.5 Generating Output

Upon completion of the scheduling two reports are automatically generated.

The first report is a listing of the master schedule generated with the jobs filled

in with the students that were given that shift. This report is stored in the file

“FSA.WeekSchedule.Report” .

The other report generated is listing of all the students. Each student print-

out includes the shifts in which he or she was scheduled. This report is stored

in the file “FSA.FinishedStudents.Report”.

An optional report, which shows the number of empty and full shifts can

be generated by selecting “Utilities” from the FSA MENU then “Analyze Jobs

Empty/Filled”. The report is stored in the file “FSA.Analysis.Report”.

Any of the files may be printed to the local line printer.

2 FSA Scheduling Strategies

This section, written by Robert Hauser, is an high level description of the

scheduling method used by the I"SA software. The boxes roughly correspond to

the specialist agents in the DSPL problem solver. For each specialist, the plan

that is used is outlined. '

2.1 Term Scheduler

Figure 1 displays the top specialist and its sub-specialists. The FSA Term

Scheduler is responsible for all of the scheduling. The plan it uses calls the

Partition Students specialist, then the week scheduler specialist, and finally the

weekend scheduler specialist.

The partition students specialist loads in the students from the file and places

them into lunch, breakfast and dinner groups by examining their schedules to

determine which meal during the week the student could be scheduled into.

Also experienced students are moved to the front of each list. Other students

are kept in first-come-first-served order.

The weekend scheduler is much the same as the week scheduler( see section

2.2),There are two major differences. The first is that two separate weekends are

to be scheduled and used alternately during the term. The second is that each
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FSA Term

Scheduler

   

 V  
 

 

    
Partition Students I Week Scheduler A Weekend Scheduler

    
 

Figure 1: FSA Term Scheduler

meal of each day is considered separately. That is, Friday’s dinner is scheduled,

then Saturday’s breakfast, then Saturday’s lunch and so on.

2.2 Week Scheduler

Figure 2 shows the sub-specialists of the week specialist. The plan used by

the week specialist is to schedule lunch then breakfast then dinner. Lunch is

scheduled first because it is the most difficult meal to schedule.

Breakfast and dinner scheduling is done in the same way as lunch.

 

  
, Week Scheduler
 

    

 

     

 

Dinner  Breakfast
 

Figure 2: Week Scheduler

2.3 Lunch

The lunch sub-specialists are shown in figure 3. The plan that the lunch spe-

cialist uses is to call the priority specialist until all of the students in the lunch

group have been scheduled. Then the fixer specialist is called.

Some of the students may not have been scheduled and some of the jobs

may not be full. The fixer specialist notifies the user of any problem students

or jobs.
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Lunch

 

   
Priority
 

Figure 3: Lunch

2.4 Priority

The priority specialist’s plan is to set up a group of jobs to schedule, set up

the number of students needed to try to fill the jobs, and then to call the sub-

specialist prioritygroups, figure 4, to schedule the group of students into the

group of jobs.

 

  
Priority
 

 L...

l—GToup
fl‘  

Figure 4: Priority

The jobs are listed in priority order in the design database. Therefore, the

most important jobs will be filled first.

2.5 Group

The group specialist, shown in figure 4. is responsible for scheduling a group of

students into a group of jobs. No sub-specialists are called.

The plan is to select a student and a job and schedule the student into the

job until no more students remain. If the student doesn’t fit another job is

selected. If no job is found the start and end times of the shifts are relaxed and

a fit is tried again for the jobs. If the student still does not fit then he/she joins

the next group of students to be scheduled unless this type of failure has already

occurred in which case the student joins the group of students designated for

the next meal.

In the process of selecting a job for the student, the student’s previous ex-

perience is considered. Jobs in which the student has experience are attempted

first.
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Appendix D. Master schedule (a sample print-out before

completion of user interface).

Friday's Breakfast Schedule

src1 --—----- (1061412 640 1015)

roasr -------- (1132330 615 1000)

SUTl --------- (1133794 635 1000)

SL-SETUPl ---- (113015 515 930)

sr-srrurz ---- (1135736 515 930)

SLSl. --------- (1139871 640 1000)

EFLUT -------- (1104450 640 1015)

acou1 -------- (1132510 640 1015)

rcouz -------- (1118725 700 1005)

EEHl -------- (1126347 700 1005)

EEHZ --------- (1112655 715 1005)

EBDl --------- (1123875 640 1000)

EDD2 ------- (1051148 700 1000)

EBDB --------- (1136092 715 1000)

DDR1 ---4----- (1134555 710 1030)

DDR2 --------- (1084356 710 1030)

DDR3 -------- (123 730 1030)

VDDR4 -------- (1138492 730 1030)

DPPl --------- (1130239 630 1030)

DPPZ -------- (1114661 715 1030)
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Appendix E. Student worker list (a sample print-out before

completion of user interface).

Student Name Student Number Previous Experience

MAZZUIHI 1135826 (NONE)

Shifts

((BREAKFASTTUESDAY DPPl 630 1030) (LUNCHTUESDAY NCONl 1025 1430)

(LUNCHTHURSDAY NCONl 1025 1430))

Class Schedule

((MONDAY (1455 2200)) (TUESDAY (400 2200)) (WEDNESDAY (1455 2200))

(THURSDAY (400 2200)) (FRIDAY (1455 2200)))

Student Name Student Number Previous Experience

HAYS 1127438 (PP BD DR)

Shifts

NIL

Class Schedule

((MDNDAY (1345 1545)) (TUESDAY (1345 1845)) (WEDNESDAY (1345 1545))

(THURSDAY (1345 1845)) (FRIDAY (1345 1545)))

Student Name Student Number Previous Experience

MAYFIELD 1106216 (NONE)

Shifts

((BREAKFASTMDNDAY SUTl 635 1000) (BREAKFASTWEDNESDAY SUTl 635 1000)

(LUNCHFRIDAY DDR7 1145 1530))

Class Schedule

((MONDAY (400 1005) (1455 2200)) (TUESDAY (1455 2200)) (WEDNESDAY (AC?

1005) (1455 2200)) (THURSDAY (1455 2200)) (FRIDAY (400 2200)))
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