
.
I
E
.
.
.
-
.
U
f
w
.

.
.
.
.
v
$
I
;v
.

.;::;-i!._'!:.

(
O
u
a
fl
u
o
r
fl

.
»
1
7
$

u
.

n
o
.
.
.

I
V
,

.
I
.
3
.
3
9
5
”

.
"
f
-
-

a
1
.
3
.
1
!
!
!

o
.

:
I

I
’
D
i
g
i
t
!

a
l
l
-
‘
0
‘

f
u
n
.
.
.

.
5
z
i
t
l
l
c
r
t
l
l
c

t
!
1
.
5
4
.
3
t
i
.
i
.
.
.
1
[
t
o

£
1
3
.
”
!
a
n

I
r
t
’
o
i
h
n
.
.
‘
,
I
a
o
h
a
r
f
f
n
h
t
l
.
f
!
?
l
l
n
n

2
3
"
.
.
.

1
.
.
.
.
.
.

.
.

o
f
!
!
!

.
0
0
.
1
1
.
«
I
I

0
0
.
3
1
.
1
1
.
5
v
a

A
‘
H
g
l
l
f
'
l
'

’
1
.

g
i
f
t
!

:
-
I
t
]
,

‘
.

0
.
.
.
:

,
<
v
u
.
b
i
.
o

.
.
0

.
.

l
.
.

r
.
|
.
.
.
.
.

.

I
1
1
1
-
.
.

I
}

.
.

.
1
.
.
.

.
u
.

.

fi
-

)
1

I
.

v
‘

‘
5
.
.
.

I
y
»

.
f
2
.
1

v
!

-
.
.
p
r
t
l
i

.
.

4
0
9
3
;
.
-
1
’

.
?
.
r
.
'
o
r
_
|
3

1
3
.
4
.

3
1
0
:
.

A
.
.
.

.
.

.
.
1

 
.

‘
.

t
h
u
r
>

A
u
a
.
‘

I
I

.
I
l
i
-
I
I
I
-

.
.
.
"
’
u
l
e

,
I



“mm 87A \

lll‘lllllllll

 

\\\ Wt

This is to certify that the

dissertation entitled

"CO on Pt(111) and Stepped Pt(335) Surfaces:

Vibrational Stark Effect

and Electron Energy Loss Investigation"

presented by

JihrShiuan Luo

has been accepted towards fulfillment

of the requirements for

Ph . D . degree in PhVSiCS

I Major p‘ofessor

Date November 12. 1992

MSU is an Affirmative Action/Equal Opportunity Institution 0-12771



 F

 '\

Michigan State

W

LIBRARY

University

 1'

PLACE IN RETURN BOX to remove this checkout from your record.

TO AVOID FINES return on or betore date due.

 

DATE DUE DATE DUE DATE DUE

 

   

  
  
 

  
   

 

 

 

 

  

 
 

 

  
   

 
   

 

    

  

MSU le An Affirmative Action/Equal Opportunity Institution

cmmun

 

— -—— v—



CO ON Pt(111) AND STEPPED Pt(335) SURFACES: VIBRATIONAL STARK

EFFECT AND ELECTRON ENERGY LOSS INVESTIGATION

by

Jih-Shiuan LuO

A DISSERTATION

Submitted to

Michigan State University

DOCTOR OF PHILOSOPHY

Department of Physics and Astronomy

and Center for Fundamental Materials Research

1992



ABSTRACT

CO ON Pt(lll) AND STEPPED Pt(335) SURFACES: VIBRATIONAL STARK

EFFECT AND ELECTRON ENERGY LOSS INVESTIGATION

BY

Jih-Shiuan Luo

Three experiments were designed to clarify the source of a surprising

difference observed earlier between the vibrational Stark shift of two

different atop C=O stretch modes, CO on the step edge and CO on the (111)

terrace, on the stepped Pt(335) surface.

First, we found that the observed data of CO on Pt(335) cannot be

explained by a difference in intramolecular structure between the two CO

species -- a chemical mechanism. Our electron energy loss spectroscopy

(EELS) measurements for CO on Pt(335) indicate that any such differences are

too small to account for the data. Consequently, an alternative, physical

mechanism has to be responsible. We found that the observed Stark effect of

CO on Pt(335) results from strong screening of the static field at terrace sites,

even though no difference in the screening of the IR field is observed.

Second, we developed a model for the populations of four CO species

versus coverage for CO on Pt(335), which plausibly accounts for our EELS and

temperature programmed desorption data. In this work bridge-bonded CO is

first observed on this highly stepped surface.

Third, we used reflection absorption infrared spectroscopy (RAIRS) and

electroreflectance vibrational infrared spectroscopy (EVS) to confirm that the



Stark shift of terrace CO on Pt(335) is significantly suppressed. The Stark shift

of CO on Pt(111) is quite comparable to that of edge CO and is significantly

bigger than that of terrace CO on Pt(335). In the same experiment, we

observed that the screening effects for the IR field and the static field are

fundamentally different. Most importantly, this result and the conclusion for

CO on Pt(335) suggest that the present physical picture of electric field

screening at surfaces isWwrong. We also found that our measured

Stark shift of CO on Pt( 1 11) in ultrahigh vacuum (UHV) is only one half that in

electrochemical cells. Such a difference is possibly related to extra screening

of the static electric field in UHV.
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CHAPTER 1

INTRODUCTION

This work deals with the vibrational properties of a simple molecule

(CO) adsorbed on both flat and stepped Pt surfaces, both with and without an

applied electrostatic field. Through the use of a variety of experimental

techniques, we have been able to characterize both the chemical and physical

effects resulting from the presence of a monatomic step. We have shown, for

the first time, that the step profoundly influences the local screening of

applied electric fields in ways that are not foreseen by existing theories of

surface electrodynamics. Furthermore, a careful study of screening on a flat

surface reveals that even in that simpler case the electrodynamics is not well

understood.

These studies are significant in a number of ways.

First, the discovery of large and unexpected electrostatic screening

effects on both flat and stepped surfaces reveals that the current

understanding of surface electrodynamics is still seriously incomplete. Both

the near-surface response of conduction electrons in the metal and the

screening due to the polarizability of other adsorbates need to be reexamined

theoretically. Because stepped surfaces are far more difficult to study, both

experimentally and theoretically, our discovery of screening anomalies on the

flat Pt(lll) surface is of particular importance.

Second, the study of stepped transition metal surfaces is important for

understanding heterogeneous catalysis. Transition metals, such as platinum,

are important catalysts in the petroleum and chemical industries and in

pollution control. The study of regularly stepped surfaces is a step toward the

understanding of real catalysts, which contain large concentrations of surface

1
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defects, steps and kinks, which have a major impact on the catalytic activity of

the surface [1,2,3]. In addition to providing new and surprising data on

chemisorption on stepped surfaces, our work demonstrates the possibility of

separating competing effects through a combination of experimental probes.

Third, the study of the response of adsorbates to electrostatic fields in

ultrahigh vacuum (UHV) is important to the understanding of

electrochernistry, in which large electrostatic fields are present at the surface.

Because the metal/vacuum interface is much simpler than the

metal/electrolyte interface, and because the fields in UHV experiments are

much smaller, the results of UHV experiments are more easily understood.

Previous measurements by Lambert [4] of CO on flat Ni surface provided

support for prevailing models of the metal/electrolyte interface. Our results

on Pt(111), however, are not in agreement with electrochemical data, as will

be discussed in Chapter 6. 2

Finally, in a more speculative vein, the electric effects of CO on stepped

surfaces are in principle applicable to the development of atomic scale

electronic devices. Stroscio and Eigler [5] have demonstrated the ability to

manipulate individual CO molecules on Pt(111) with a scanning tunneling

microscope (STM) at 4 K. Because edge and terrace CO display dramatically

different responses to an applied electrostatic field, one could envision a

single CO molecule on a stepped Pt surface as a "bit" of information that can be

"written" with an STM tip and "read" spectroscopically.

The immediate motivation for this work comes from a measurement of

the Stark tuning rate (the ratio of shift in vibrational frequency to intensity

of an applied electrostatic field) of CO on the stepped Pt(335) by Lambert and

Tobin [6] using polarization modulated reflection absorption infrared

spectroscopy (RAIRS) [4,7,8] and electroreflectance vibrational infrared
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spectroscopy (EVS) [4,7,8]. These techniques, and the other surface probes

used in this work, are described in Chapter 2. The Pt(335) surface is regularly

stepped, with (111) terraces four atoms wide and (100) steps of monatomic

height, as shown in Figure 1-1.

In their experiment, Lambert and Tobin [6] observed two CO species that

adsorbed on (111) terrace sites and on step edges. They found that terrace CO is

similar to CO on the flat (111) surface in vibrational frequency, dynamic dipole

moment, and desorption temperature [6,9]. However, they observed that the

response to the electrostatic field is at least ten times smaller for CO adsorbed

on terraces than for C0 adsorbed at edges, while the response to the infrared

(IR) electric field is about the same for both species. A detailed summary of

the experiment is presented in Chapter 3, along with a theoretical analysis of

the vibrational Stark effect for adsorbates.

Two mechanisms can be proposed to account for these results. The first

mechanism is physical: the small Stark tuning rate of terrace CO may be due to

a much smaller local electrostatic field at terrace sites than at edge sites.

However, both Lambert and Tobin [6] and Reutt-Robey et al. [10] found that the

IR cross section for terrace CO is quite comparable to that of edge C0, implying

that there is no significant difference in the screening of the IR field at the

two sites. Standard models of screening at surfaces do not predict such strong

screening, and they cannot account for a large difference between the

screening of the IR and static fields. For example, a simple classical

calculation by Greenler et al. [1 1] estimated that the field would be a factor 1.5

lower on the terrace than at the step edge, not nearly enough to account for

the difference in Stark tuning rates.

The second possibility is a chemical mechanism: there could be a

significant difference in intramolecular structure between CO adsorbed at the
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two sites. In this case, the fields at the two sites could be nearly the same, and

the small Stark tuning rate of the terrace CO would be caused by a change in its

internal electronic structure. Specifically, as shown in Chapter 4, the

nonlinearity of the dipole moment function would need to be significantly

enhanced. A consequence would be an enhancement of the intensity of the

first overtone of the CO stretch vibration for terrace CO compared to edge CO;

this enhancement should be detectable through electron energy loss

spectroscopy (EELS).

I performed three different investigations in order to determine which

of these mechanisms accounts for the difference in Stark tuning rate between

edge and terrace CO, and to explore the nature of that mechanism. I found that

the dominant mechanism is screening; there is little difference in internal

structure between the two CO species. I also found that surprising screening

effects are not confined to stepped surfaces. Anomalous screening is also

found on the flat Pt(111) surface, though the effects are more subtle.

Chapter 4 presents the results of EELS overtone measurements for CO on

Pt(335). As mentioned above, a chemical difference between step and terrace

CO should be revealed as an enhancement of the overtone intensity for terrace

CO. No such enhancement was found; consequently, a significant difference

in internal electronic structure is not likely. These results exclude the

possibility of a chemical explanation for the difference in Stark tuning rates.

We can therefore conclude that screening of the static field at terrace sites

must be responsible.

Analysis of the overtone intensities requires knowledge of the

concentrations of the different CO species on the surface. Our EELS data

revealed [12] that all previous models [6,9,13] of C0 adsorption on Pt(335) and

similar surfaces had been incorrect in that they assumed only atop sites
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(where CO is bonded on top of a single Pt atom) were occupied. We showed that

there is also substantial occupation of bridge sites (where CO is bonded

between two Pt atoms). At certain coverages, bridge-bonded CO accounts for

more than 40% of the total. Through a quantitative analysis of EELS and

temperature programmed desorption (TPD) data, I was able to develop a

satisfactory model for the coverage of all four CO species (edge atop, edge

bridge, terrace atop and terrace bridge) as a function of total CO coverage.

This work is described in Chapter 5.

The third experiment, presented in Chapter 6, was a measurement of the

Stark tuning rate of CO on the flat Pt(111) surface using RAIRS and EVS. The

tuning rate on Pt(111) is similar to that of edge CO on Pt(335) and nearly ten

times larger than that of terrace CO. The difference in tuning rates on the

stepped surface therefore represents a suppression of the response at terrace

sites, rather than an enhancement at edge sites. The tuning rate measured on

Pt( 1 1 1) in UHV, however, is only one half that inferred from electrochemical

measurements. This is the first direct comparison of Stark tuning rates for the

same adsorbate on the same surface in the two different environments, and

suggests that models relating the two are less well understood than previously

believed [4].

Since the Stark tuning rate depends on the screening of the static field,

while the IR absorption intensity depends on the screening of the IR field, a

comparison of the two can be used to test screening models. Standard models of

dipole-dipole coupling between adsorbates, discussed in Chapter 6, predict that

the screening of static and IR fields should be essentially the same.

Measurements at different coverages of CO on Pt(111), however, show that

there is a significant difference in the screening of the two fields. The

discovery of anomalous screening in this relatively simple and intensively
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studied system reinforces our conclusions for the more complicated (335)

surface and provides a simpler platform for future experimental and

theoretical studies of screening.

In summary, these measurements have determined the mechanism

responsible for the surprising results of Lambert and Tobin [6], revealed

significant deficiencies in the present understanding of surface

electrodynamics, and demonstrated the power of EVS, in combination with

other surface probes, to give new information about surface chemistry and

physics.



(335) Edge C0 Possible sites

(1 1 1) \ of terrace C0

 

 

Figure 1-1. Side view of the Pt(335) surface, showing atop adsorption sites for

edge and terrace CO.
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Chapter 2

TECHNIQUES

I. Introduction

Three surface-sensitive vibrational techniques were used in the

experiments: two infrared spectroscopies (IRS), reflection absorption infrared

spectroscopy (RAIRS) and electroreflectance vibrational infrared

spectroscopy (EVS), and electron energy loss spectroscopy (EELS). The EVS

technique is unique in being able to measure the Stark shift of adsorbates in

ultrahigh vacuum (UHV). But the techniques RAIRS and EELS are widely used

in modern surface analysis. Review articles for RAIRS and EELS are widely

available, and remarks made in this chapter are largely based on several of

these reviews [1,2,3,4,5,6,7].

So far, EELS is one of the most prevalent techniques used in surface

vibrational spectroscopy. A monochromatic electron beam, 1-10 eV, is directed

onto a surface and the energy distribution of the scattered beam is measured.

More specifically, the impinging EELS electrons excite vibrational modes of

adsorbates through short-range impact or long-range dipole interactions

(more detailed discussion is presented below and in Chapter 3). The total

energy of the EELS electrons is reduced due to these interactions. Information

about the surfaces is then obtained by measuring the loss energy spectrum of

the EIS electrons.

Among the reasons for the popularity of EELS are high sensitivity,

making possible the investigation of partial monolayers on perfect single-

crystal surfaces; large dynamic range; and commercial availability [4]. The
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principal negative aspects of EELS are the UHV requirements, less reliable

quantitative intensity and relatively poor resolution. By trading off the

sensitivity, the best resolution that has been achieved with EELS is 7.9 cm“1 [8]

while for routine surface analysis it is degraded to around 80 cmrl. Although

this is fine for species identification and fingerprinting (due to the limitation

of resolution, two species with vibrational frequencies less than 40 cm'1 apart

are essentially indistinguishable [9.101), it is inadequate for lineshape studies

that are required for dynamic studies [4,11,12].

Instead of using electrons to interact with adsorbed molecules as in

EELS, IRS uses photons. In IRS, the change in reflectivity with and without an

adsorbate on the surface is measured. When surface analysis requires the

precise measurement of vibrational frequency [13,14,15,16,17], width [12,18],

intensity and the coverage-dependent shift of vibrational bands [13,14,19,20],

IRS is the preferred technique due to its intrinsically high resolution. In

addition, IRS gives information on the multiplicity of adsorption states

[15,16,17], on lateral interactions and thus on adlayer growth and order-

disorder phenomena [12], and on vibrational lifetimes and dephasing effects

[4]. IRS has a further advantage: it is a "photons in and photons out"

technique and is thus pressure-independent, making possible in situ

experiments on single-crystal metal surfaces during heterogeneous reactions

as well as on electrode surfaces. While the sensitivity of IRS is approximately

the same as EELS, EELS still has some advantages over IRS: it is difficult to

apply IRS at vibrational frequencies below 1000 cm“1 .

In this chapter, descriptions of the two techniques are presented. The

description is lengthier for IRS because we have used a diode laser as the IR

source and because the technique is quite complicated. The IRS apparatus was

designed and built by David K. Lambert; the techniques are well documented
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in several papers [21,22,23,24]. Preliminary EELS work was done in

collaboration with F. Wagner and T. Moylan, and more extensive work with G.

Fisher and C. DiMaggio. While the GM Researchers made the actual EELS

measurements, I performed extensive analysis of the spectra. Because I did not

personally perform the measurements, the discussion about EEIS will be short.

A short description of temperature programmed desorption (TPD), a

widely used surface technique, is also presented. Mainly, TPD provides

important information on adsorbate coverage and adsorption sites.

In the end, I briefly describe the process of sample preparation and

characterization.

[1. IRS

II-l. General Requirements

In IRS, our intention is to extract information about the interaction

between the IR electromagnetic field and the oscillating dipole of the

adsorbate associated with a particular normal vibration mode. In order to

maximize the signal obtained from the rather small quantity of adsorbed

molecules on metallic substrates, a careful choice of experimental conditions is

required. One of the most important choices was first pointed out by Francis

and Ellison [25]: only the p-polarized component of the IR beam incident on a

metal surface is able to interact strongly with an adsorbate, and the

interaction is enhanced at near-grazing incidence. The electric fields of s-

and p-polarized radiation are perpendicular and parallel to the plane of

incidence, respectively, as shown in Figure 2-1.

These considerations were first investigated theoretically by Greenler

[26], who calculated the absorption intensity as a function of the angle of
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incidence. The basis of Greenler's calculation is to consider the reflection of

IR radiation from a clean and highly reflecting metal surface. The incident IR

impinges at an angle 6 relative to the surface normal. In Figure 2-2, we

demonstrate the dependence of the electric field strength F/Eo, on the angle of

incidence, 9, for both p- and s-polarized light at a platinum surface with v =

2000 cm'1 [1]. Here, E0 is the amplitude of the electric field in the incident

beam and E is the resultant amplitude at the surface. In Figure 2-2a, p-

polarized light is further split into components EFL and En“ perpendicular and

parallel to the surface, respectively. For p—polarized light, the field strength

E/Fn increases with increasing 6, reaching a maximum between 80 and 90° but

falling rapidly to zero at 90°. The important quantity is really the total

luminosity on the surface, (E/Eo)2/cos0. In Figure 2-2b, we plot the total

luminosity for 13,,l ; the other two components are at least 1000 times smaller

[6]. It is clear that the parallel components are effectively screened. The

metal surface that screens the parallel field will also screen out any dynamic

dipole moment appearing on the molecule in a direction parallel to the

surface. This can be visualized in Figure 2-3. Figure 2-3 shows two

instantaneous dipoles, which are perpendicular and parallel to a metal

surface. Because, for the dipole oriented normal to the surface, the image

dipole is in the same direction, reinforcement occurs; for the parallel dipole,

there is a very effective cancellation. Here, it is clear that only vibrations

with a dynamic dipole moment perpendicular to the surface will be observed

in IRS. This is the well known surface selection rule for metal surfaces [27,28].

Also, the interaction of an electric field with a dipole moment will only

happen when the vector of the electric field has components parallel to the

orientation of the dipole moment. This indicates that only EFL needs to be

considered for observing the vibrational spectrum of adsorbed molecules on a
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metal surface. From Figure 2-2, it is clear that an angle of incidence between

80 and 90° will optimize the sensitivity of IRS.

At least two spectral scans are required for IRS. The first scan is of the

clean metal and the second scan is of the metal surface with the adsorbate. The

reflectivity change is then obtained by subtracting the spectrum of clean

surface from that of the surface with adsorbate, as demonstrated in Figure 2-4;

such a change is due to a vibrational interaction of adsorbate with light.

To measure the change in reflectivity, high signal/noise ratio with

high stability is usually necessary. Such a change could be as small as 0.1%

because the amount of molecule is usually less than a monolayer on the metal

surface. The coverage could be less than 0.1 ML (1 ML corresponds to 1

adsorbate per surface substrate atom). Three different sources of apparent

noise or instability can be introduced in IRS [6]. The first is- the true noise

associated with short-term fluctuations, such as photon shot noise, Johnson

noise in the detector, and noise from additional electronic components such as

amplifiers. Noise-like features in the spectrum can also arise from longer

term drifts during the course of a scan. Such drifts are likely to be produced

by slow changes in source temperature, detector responsivity, optical

alignment, water vapor levels in the atmosphere, and similar factors. A third

‘ effect, obviously related to the second, is that of driftsover a yet longer time-

scale in the interval between running the background spectrum and the

adsorbate spectrum. How small a signal one can measure really depends on

how well one can control or eliminate those unwanted noises or instabilities.
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II-Z. EVS

II-2(A) Introduction

The purpose of our experiments was to measure the Stark shift of CO on

Pt surfaces. Two infrared spectroscopies are required: EVS and polarization

modulated RAIRS (P5 is used in Lambert's papers [21,22,23,24]). With EVS, the

reflectivity change induced by an applied electric field is measured. With

RAIRS, the change in reflectivity induced by an adsorbed gas is measured.

Only one scan is required to obtain an EVS spectrum. EVS detects the

difference between the laser signal reflected from the sample with and

without an electrostatic field. Because the change due to the applied field is

quite small, EVS is a derivative technique. The EVS signal is very sensitive to

the line shape of any vibrational mode. Essentially, only a vibrational mode

with a sharp (narrow) line shape can be observed with EVS. There is a

fundamental difference between the response of adsorbed molecules and that

of gas phase molecules to the applied field: adsorbed molecules are oriented

with respect to the field, while gas phase molecules are not. As a consequence,

the response of adsorbed molecules is first order in the field while the

response of gas phase molecules is second order. Also, there are eight orders

of magnitude more adsorbed molecules than gas phase molecules at the area

where the electric field is applied, 2 x 10’10 mole of adsorbed molecules at 25

mm2 and 2 x 10'18 mole of gas phase molecules in 100 mm3 at 4 x 10-10 torr. No

EVS signal is received from bare metal because the resonant frequencies of

substrate vibrations are out of the scanning range. So EVS is a zero

background technique since only adsorbed molecules are detected.

The primary effect of an applied electrostatic field is to shift the

frequency of the vibrational mode by on the order of 10"3 cm'l. To observe
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such a small frequency shift, the electric field is modulated and the signal

from the detector is demodulated by a lock-in amplifier. The lock-in amplifier

subtracts the signal without electric field from the signal with electric field.

For a single mode, a derivative of the RAIRS spectrum is obtained as

demonstrated in Figure 2-5. The combination of EVS and RAIRS provides a

direct measurement of the Stark tuning rate dv/dE for adsorbed molecules,

where v is the vibrational frequency and E is the applied field.

Using a diode laser is particularly important for EVS. The peak to peak

EVS signal, with 2.4 x 103 Vrms and 0.4 mm between sample and electrode, could

be as small as 3 x 10"6 normalized to the intensity of incident light for CO on

Ni(110). A conventional thermal (blackbody) IR source is not bright enough

to achieve this sensitivity, given the limited throughput achievable in an EVS

experiment. Thus a stripe-geometry double-heterostructure diode laser,

grown by molecular-beam epitaxy on a PbTe substrate with

Pbo,9335Euo,oo15Te0,00195e0,9931 active region, is used. The diode laser can be

tuned by controlling the laser current and heat-sink temperature and the

optical power with single-mode frequency reaching the detector is in the

range of 0.2 - 6 pW.

II-2(B) Experimental Set Up for EVS

The set up for EVS is demonstrated in Figure 2—6. Light from a tunable

diode laser is reflected from the sample surface to an IR detector. Light

reaching the detector is modulated both by a mechanical chopper and by the

electric field applied to the surface. Two lock-in amplifiers are used to

determine simultaneously the two modulation signals. The output from the

lock-in in the upper channel is proportional to the intensity change induced
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by the applied field, and the output from the lock-in in the lower channel is

proportional to the total intensity of the IR beam. The ratio of the two lock-in

outputs can eliminate the non-reproducibility in intensity of the diode laser.

The optical system used for both EVS and RAIRS is shown in detail in

Figure 2-7. Not all the components shown are in place during EVS and RAIRS.

Tiny mirror B (which serves as a beam splitter) and M3 are in place only

during calibration of the laser with the wavemeter and are removed during

EVS and RAIRS. Mirror M6 is in place only during alignment. With M6

removed, a visible laser beam, collinear with the IR beam, is used to check the

position of the IR beam arriving at the sample, which is supposed to be

underneath the electrode. The same visible laser beam is also used to

determine the angle of incidence on the sample. In this study, the angle of

incidence is about 85°. Once the optical alignment is set, the only change

between operating RAIRS and EVS is adjusting the angle set up on polarizers

P1 and P2.

The rms electric field applied to the sample is about 3 x 104 V/cm. For

EVS, the stronger the electric field E that is applied, the bigger the signal that

is observed. However, if E is too large breakdown will occur. With a 0.4-mm

gap between the sample and the 9.5-mm diameter spherical electrode, the

breakdown field in vacuum (< 10'5 torr) is on the order of 105 V/cm.

The diode laser is stepped through a set of predetermined laser currents

and heat sink temperatures; the current is about 0.1 Ampere and the

temperature is slowly raised from about 70 to 100 K. This results in single-

mode output. The frequency of each single mode is calibrated with the

wavemeter [29]. The wavemeter, shown in Figure 2-8, is operated open loop

under computer control and is essentially a variable path length Michelson

interferometer in which the two separated beams reflect from back-to-back
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corner cube reflectors carried by translation a stage. A beam splitter is used to

combine the beam from the diode laser and the beam from a 0.6328-um He-Ne

laser into a single collinear beam incident to the interferometer. The

interferometer beam splitter is ZnSe coated for use at the Brewster angle in

the 4-12-mm range and at 0.6328 um. Separate IR and visible light

interferograms are obtained by using a small mirror to reflect visible light to

a silicon photodiode, while transmitted IR light is focused on a HngTe detector.

Two interferograms (IR and visible) form the input to a counter-timer used to

determine their frequency ratio. The frequency of beam from the diode laser

can be determined from the relationship [29]

(um - any,s 2:; x 115.

"m fvis

Here, fm/fV15 is the measured ratio of fringes from the IR laser to fringes from

the He-Ne laser; 11,,Is and nIR are the index of refraction of air at the He—Ne

laser and the IR frequencies, respectively; and to“, and arm are the

frequencies of the visible and IR beams, respectively. The largest systematic

error observed by Lambert was 0.034 cm"1 [21] The frequency generated by

the diode laser under single-mode lasing is quite reproducible: 9596 of the

frequencies differ by no more than 0.4 cm"1 within 24 hours.

However, the laser intensity can vary by as much as 2096 between

successive scans (at the same operating condition). In repeating a scan

through many modes, the change in reflectivity caused by the adsorbate is

typically small relative to the change in detected intensity caused by the laser.

For example, in the present study, the maximum change in reflectance caused

by adsorbed CO is smaller than 1096. The variation in laser intensity between

scans could change the spectral baseline and affect the quantitative analysis.
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Consequently, to study adsorbate vibrations, a technique must respond to

reflectivity changes without being sensitive to variations in source intensity.

This is achieved in our experiments by using two simultaneous modulations to

measure the total reflected intensity and the surface response separately.

Three important points about operating a diode laser should be

mentioned here. (1) The direction of linear polarization of light from the

laser can vary with laser operating conditions; a 90° variation has been

observed in a previous study [21]. (2) The spectral range for a diode laser is

limited. A given mode can be continuously tuned through a range of ~ 1 cm“

1. (3) To study adsorbate vibrations, a much larger optical frequency range is

needed. Our laser can be tuned through many modes with gaps ~ 1.5 cm"1 to

give the required range. The frequency of a single mode generated by the

diode laser lies between 1800 and 2050 cm‘l.

We used a photoconductive HngTe detector with 0.1 eV bandgap, l-mm2

sensitive area, and 60° field of view to 300-K blackbody radiation. The diode

laser signal is very small compared to the background blackbody radiation.

This detector, cooled by liquid nitrogen, has noise low enough to be dominated

by the statistics of room-temperature blackbody radiation from the field of

view. The linearity of the detector is then achieved owing two reasons: (1) we

avoid saturating the detector, and (2) the detector signal is small.

The output of a detector staring at a tunable diode laser gives a spectrum

of voltage versus electrical frequency that is dominated by l/f noise at low

frequencies (s 10 kHz [30]; the modulation frequencies for EVS and RAIRS are

100 kHz and 76 kHz, respectively.) At higher frequencies, the spectrum

flattens out, and either detector noise or laser noise becomes the dominant

noise source. In our experiment, the effect of current noise was negligible.
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During EVS measurements, polarizers P1 and P2 are used to fix the

direction of linear polarization so that only p-polarized light (required in

order to observe the vibrational mode) is incident on the sample.

II—2(C) (brantitative Description for EVS

The objective of EVS is to measure the effect of the electric field applied

to the surface on the reflectivity R, to p-polarized light. The measured effect

will be described using the notation [21]

rrns variation of RP caused by E

s - . 1
5 RP without E ( )

 

If f,E is the frequency of the ac electric field applied to the surface (100

kHz in the present case), then the rms voltage V(fE) measured by the lock-in

operating at fl; is [21]

V(fz)- BI(fE)D(fE)T(fE)COS(5£)o (2)

Here, B is the time average of the fraction of incident power transmitted by

the mechanical chopper. Also, I(fE) is the rms modulation at frequency fE of

the optical power incident on the detector when the optical beam is not

blocked by the chopper, D(f,_.) is the detector responsivity defined as (rms

output voltage)/(rms optical power modulation), T(fE) is the voltage transfer

function of the circuitry between the detector and lock-in amplifier, and 65 is

the difference in lock-in reference phase from the phase that would give the

maximum output.

If fc is the frequency at which the mechanical chopper interrupts the

light, the rms voltage V( fc) measured by the lock-in at fc is [21]

V(fc)' IoGafc)T(fc)c°S(6C)° (3)
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Here, I0 is the power incident on the detector when the Optical beam is not

blocked by the chopper, G = (rms optical power modulation at fC caused by the

chopper)/Io, and 6C is the difference in lock-in reference phase from the

phase that would give the maximum output. From the above equations [21], we

get

S. _ HIE) _ 9009) mg) costéc) thg)
- 4

I0 BD(fE)D(fE)cos(65)V(fc) H

We used a chopper blade with two symmetrical blades with a 5096 duty

cycle. The chopper reduces the average intensity reaching the detector by a

factor B-0.50 [21]. For a perfect square intensity versus time waveform,

G - JE/u -o.45 [21].

The ratio of D(fC)/D(f5) has been measured by Iambert. He found that

the data of D(fC) versus f is well fit by the empirical equation [21]

A

f3+f"

where to 9096 confidence, 169 kHz < [D < 220 kHz. Here, fl, is the detector roll-

 

D(f)- (5)

off frequency. In the present experiment, D(fC)/D(f£)= 1.278 t 0.044.

The ratio of T(f,)/T(f5) is measured by replacing the detector by an

attenuator with the same output impedance and comparing the rms voltage

input to the network with the rms voltage output at f5 and fc. The

measurement gives T(fc)/T(f5) - 4.4 x 107, accurate to within 596.

The effect of the phase 65 on the measured signal, proportional to

cos(65), is measured by a comparison between the maximum signal with the

phase set as for the spectra, and the maximum signal with the phase changed

by 90°. The phase be can usually be set quite accurately. In most cases,

cos(6C)/cos(65) ~ 1.
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Usually, only 005(65) may change slightly. So, SE in Equation (4) can

be written as

_WEE, (6)
E cos(65) V(fC)

A typical EVS spectrum of CO on Pt(111) is shown in Figure 6-4 of

Chapter 6.

II-3. Polarization Modulated RAIRS

II-3 (A) Experimental Set Up for Polarization Modulated RAIRS

The set up for polarization modulated RAIRS is shown in Figure 2-9 [21].

A commercial zinc selenide photoelastic modulator (PEM) is used for this work.

Briefly, A PEM is a transparent cubic crystal that, when unstressed, has an

isotropic index of refraction. A periodic strain is induced in one axis of the

crystal by driving it at the frequency of its fundamental longitudinal mode.

This strain results in a periodically changing index of refraction for radiation

polarized in that axis; this, in turn, causes a periodic phase retardation for

radiation with that polarization. The polarization modulation technique has

been used previously by several other groups [3 1,32], and is described in detail

by Golden et al. [31]. In Figure 2-9, the upper channel lock-ins give the

intensity difference of s- and p-polarized beams, (1p - Is), and the lower

channel lock-in gives the intensity sum of the two polarized beams, (1p + 15).

Because Ip and [3 are, on the average, attenuated to the same extent by

randomly oriented gas phase molecules, but only 1p is attenuated by adsorbed

surface species, presumably no reference scan is necessary for this

technique. This technique gives the ratio (1p - Is)/(Ip +15), allowing

cancellation of the absorption by the randomly oriented molecules. The
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resulting signal contains only the spectrum of the adsorbed surface molecules,

and the non-reproducibility of diode laser beam is eliminated. However, a

spurious signal is observed in lock-in (A), possibly due to an ambient

blackbody radiation and modulated with the PEM frequency, and is removed by

using an extra lock-in (B) referenced at the chopper frequency.

In practice, to obtain a useful polarization modulated RAIRS spectrum, it

is still necessary to subtract a spectrum of the clean surface from a spectrum

with the adsorbate present because of the variation (usually quite small) in

polarization of the IR beam at different frequencies. Since polarization

modulated RAIRS measures the difference in intensity between s- and p-

polarized light, anything that changes that difference between the two

spectra should be avoided. Sources of such irreproducibility include changes

in the angle of incidence of light on the sample and changes in the

polarization state of the light from the laser. Also, a change of the focal point

of the light on the sample can cause the difference in reflectivity between 5-

and p-polarized light to vary and can therefore be a source of

irreproducibility. Unfortunately, such a change is sometimes unavoidable.

The sample position is believed to be slightly changed, for example, during the

process of heating and recooling the sample to determine the coverage of

adsorbates. A small change in sample position usually reveals a significant

irreproducibility when subtracting two spectra.

The major source of noise seems to come from an effect of Fabry-Perot

interference. The IR signal versus IR frequency varies in a cycle of 1 cmrl.

The component that causes this interference is estimated to be 5 m/n thick

(n is the index of refraction of the material causing such an effect). However,

we have not been able to locate this component. This kind of noise is
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significantly enhanced in spectra subtraction if the optical alignment is

changed between RAIRS scans.

Polarizers P1 and P2 are used to reduce the maximum variation in

polarization incident on the sample. The polarizers are set to reduce the

maximum variation to 1.80 when the polarization of incident light is changed

by 90° [21]. The PEM is oriented with its stress axis 45° from the direction of p-

polarization.

The first step in the optical alignment procedure is the same for both

EVS and RAIRS. We first set P1, P2, and P3 to transmit only p-polarized light.

Then the PEM stress amplitude is set so that the detector voltage waveform, as

monitored on an oscilloscope, is nearly sinusoidal at twice the stress oscillation

frequency. The lock-in amplifier referenced to twice the stress oscillation

frequency of the PEM is adjusted in phase to give maximum signal. During

EVS, the PEM is turned off while the set up for the rest of the optical

components remains the same. During RAIRS, polarizers P1 and P2 are rotated

to null the signal from the lock-in referenced to PEM. A spectrum is obtained

of the ratio of the two lock-in outputs for the clean surface. An adsorbate

layer is prepared on the surface and a second spectrum is obtained of the ratio

of the two lock-in outputs. The difference between the two spectra is

proportional to the reflectivity change induced by the adsorbate layer. The

PEM stress amplitude, with about 80-kHz stress frequency, has been kept

constant since only a small frequency range is scanned.



24

II-3(B) Quantitative Description for Polarization Modulated RAIRS

The objective of RAIRS is to measure the effect of adsorbed molecules on

RP (reflection of p—polarized light; changes in reflection of s-polarized light

are also detected, but they are small.). The corresponding physical quantity

will be denoted [21] as

 

E. R, with co— R, without co 7

R R, without co ( )

The optical system used for RAIRS is shown in Figure 2-7. In

considering the effect of the PEM and polarizer P3 on transmitted light, I, is

the transmitted intensity with PEM turned off and with polarizer P3 set to pass

only s-polarized light; I, is the transmitted intensity with the PEM turned off

and with polarizer P3 set to pass only p-polarized light; A is the ellipsometric

phase difference between the optical E fields of the s- and p—polarized light as

shown in Figure 2-10 incident on the PEM; ¢(t) is the optical phase difference

induced by the PEM between the component of transmitted light polarized

along the stress axis and the orthogonal polarization state. The PEM is assumed

to be oriented with its stress axis 45° from the direction of p-polarization. The

intensity I(t) transmitted with polarizer P3 to pass p-polarized light is [21]

I(t) - £52114)- + gig—goodflnl +"IPI, sin( A)sin[¢(t)] . (8)

The alignment procedure for RAIRS is described in section II-3(A). It

involves polarizers P1 and P2, the phase of the lock-in amplifier, and the

amplitude of stress oscillation in the PEM. Equation (8) can be used to justify

the alignment procedure. With polarizers P1 and P2 set to pass only p-

polarized light, Equation (8) becomes
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(1 + cos{¢(t)l).
2 (9)1,0) - I,

If we let [M be the stress oscillation frequency of the PEM, the

waveform of 1.0) is most nearly sinusoidal at 2 f“ if the stress amplitude of the

PEM is chosen so that [21]

¢(t) - Jrcos(21rfMt). (10)

Setting the reference phase of the lock-in amplifier (at 2f“) to obtain

maximum signal and P1 and P2 to pass p-polarized light makes the lock-in

sensitive only to the cos(4:¢Mt) Fourier component of the signal, since the

orthogonal reference phase gives

L'cos[1rcos(x)]sin(2x)dx - 0. (11)

With lock-in reference phase and PEM amplitude set in this way, the

lock-in output is independent of A angle [21]. The term in Equation (8) that

involves A makes no contribution since

fiin[1rcos(x)]cos(2x)dx - 0. V (12)

Consequently, the lock-in output is proportional to (If 1,). the

difference in reflectivity between s- and p- polarized light incident on the

PEM.

A complete measurement requires at least four scans of laser frequency.

One essential scan is of the clean surface. The second essential scan is of the

adsorbate covered surface. Calibration requires two additional scans that are

not sensitive to the surface condition.

The surface sensitive scans will be discussed first. We define V(2f“) as

the rms voltage measured by a lock-in at reference frequency 2 f“. Before
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beginning, polarizers P1 and P2 are set to null V(2fM) (at laser frequencies

different from C0 vibrational frequency). The rms voltage, output from lock-

in A, can be written as [21]

I —I

mm) - hgiazfumzn)(F(fc)){008[¢(t)l}+ s. (13)

. O O<21t(fct)sl/2

With PU") - {1 1/2 <ZJr(fCt)s l '

Here, the step function I‘(fc) originates from the signal chopped by a

mechanical chopper. The detector responsivity D(2fu) and the electrical

transfer function T(2fM) are defined as in Equation (4). The lock-in is

operated at 2f”, so only the 2f“ frequency component remains and, taking

the ms, is denoted [ ]. The last term, S, is a constant spurious signal, which

may be caused by ambient radiation and may go through the PEM.

Lock-in B, referenced to fc, serves as a filter to eliminate signals that

are not chopped by the mechanical chopper. The spurious signal is thus

removed. The rms voltage output from the lock-in B is

I ~10, '

mi.)-Q’Lz—Jaziuirtzfumwamr(fa). (14)

Here, T’(fc) is the electrical transfer function from lock-in A to lock—in B.

Similarly, if we define VC(fC) as the rms voltage measured by a lock-in

C referenced to fc during the null scan, then

I I I -I

Var.) - we)r(f.)((—°L§i) +£l’L-Z—°’3cosmm) (15)

~ D(fc)T(fc)Io,,-

At a frequency other than resonant frequency during the null scan, the

intensities of the two polarized IR beams are essentially equal in that 10, ~ 10,
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and (lop-910,) >>(IoP-Io,). Here, D(fC)T(fC) is similar to D(2fM)T(2fM) but

relates to a different frequency. () is the time average and I0 is the
PU)

intensity transmitted by polarizer P3 with polarizers P1 and P2 set to null

V(2fM). Finally, the ratio of the two lock-in rms voltages from surface

sensitive scans is

QI M-MXY (16)

"Veda I... ’

1x2fflmzfu ){cos[¢(t)l}T'(fc) .

D(fc)T(fc)

where y -

Here, i refers to either "with CO" or "without CO" in Equation (16).

The calibration scans are made with polarizers P1 and P2 set to pass only

p-polarized light. During one scan, both rms voltage referenced to 2 [M and [C

are measured. During the other calibration scan, the PEM is turned off and

only rms voltages referenced to fC are measured. The rms voltage measured

by the lock-ins at frequencies 2 f“ and fC, respectively, with the PEM turned

on can be written as

I

Va.(fc) - j“0(2fu)T(2fu){COS[¢(t)l}T'(fc) .

1+ cosI¢(t)])
72 (1)VC+<fC ) ' I+pafC)T(fC)<

2

Q“ ' ml“ costar»)

Here, I”, is the intensity incident on the detector with the PEM off and with

 

polarizers P1 and P2 set to pass only p-polarized light. When the PEM is turned

off, VC,(fC) becomes

VC+(fC)- I+pD(fc)T(fc)- (13)
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We actually measure the ratio of rms voltage with PEM turned on and off

at reference frequency fC:

VC*(fC)E§Mm <14- cos[¢(l)]>
- - __—— .

Q8 VC+(fC )PEMoff 2 (19)

In theory, Q; can be calculated to be [1+ lawn/2 - 0.3481 [21]; J0 is the

Bessel function of zero order. Experimental measurements of Q8 fall within

0.38 to 0.45. The measurement of Q3 is almost insensitive to frequency and

may vary slightly from day to day. However, most importantly, Q, x Q3 is quite

reproducible, differing no more than 1096 from day to day.

As a consequence, we can rewrite Equation (7) as

95 - (IOP)CO -(Iopyk.

R 10,,

-.QQILng.

QAxQB

 

(20)

The difference in lo, between the clean surface and the CO-adsorbed surface is

negligible. Typical polarization modulated RAIR spectra of CO on Pt(111) is

shown in Figure 6-3 of Chapter 6.

II-4. Determination of Stark Tuning Rate

II-4(A) Spectral Analysis

To determine the Stark tuning rate of adsorbed molecules, it is necessary

to combine RAIRS and EVS. Both RAIRS and EVS measure an induced change

in reflectivity for p-polarized light. The notation used for change in

reflectivity R caused by CO adsorption or by applied E field is

R(With X)- R(With0ut X)

A" R(without X)

 

(21)
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Here, X is the effect causing the change. With RAIRS, the quantity ACO is

measured as essentially

ARM.

R(V)

 

ACO( V,E - O) - (22)

With EVS, the quantity SE - AE is measured. For our purposes, we demonstrate

the case with single-mode absorption only. With ACO - Aco(v, E), the relation

between AE and ACO can be written as

AL - dA£0(v, E) _ dACO(v,0)ivi+ 6ACO(V,E) . (23)

(E) (115 av (15’ 615

In Equation (23), the first term is the change of ACO due to a vibrational

frequency shift by the applied field and the second term is the change in

intensity of Am at resonant frequency v0 caused by the applied field. For

small electric fields, the derivatives can be evaluated at E- 0. Note that

(dvo/dE) in the second term of Equation (23) is a constant. It is easier to

compare the first term with the second term quantitatively in Equation (23) by

integrating Equation (23) over frequency:

fAAv'Mv’

(E)

For CO on Ni and Pd, at frequencies near or above resonance (v2 v0), the

dV
6 v I '

' (739' 2.0 Ammo) +EfAco(V ,E)dv 15.0 . (24)

second term in Equation (24) has been shown to be a factor 50 smaller than the

first [22,33]. In other words, the 511135;; effect of the electric field on the IR

intensity is much smaller than the indirect intensity change arising from the

change in resonant frequency. Neglecting the second term, then the EVS

signal becomes
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aAco( v,0) 111,-

SE(v,E)-AE .( é‘v dE)(E). (25)

Here, (dvo/dE) is the Stark tuning rate and SE is the signal obtained from EVS

measurement.

By integrating SE, the relationship between EVS and RAIRS

measurements becomes clear:

fissdv' ~ACO( v.0)(dvo/dE)(E) - -A§-(Edeo/dE) (26)

LTdVIIIV'SE ~ (EKL‘Lt-k-dedvo/dli‘) (27)

where v”... < v0 < V... is the scanning frequency range of the diode laser. That

is, the first integral of SE(v) is proportional to the RAIRS signal ARIR

(Equation (26)) and the second integral is proportional to the integrated RAIRS

intensity (Equation (27)). Either relation provides a means of experimentally

determining the Stark tuning rate (dvo/dE). In practice, we determine the

Stark tuning rate in both ways: comparing absorption peak height and

comparing absorption cross-section.

V0 , AR(V )

(mum-f SEdv/(-R(—vj(15)) (28)

(dvo/dE) ~11:dvfiiv'SE/(my:7dv (29)

In principle, either way should produce the same Stark tuning rate.

However, our diode laser spectrum has a gap of about 1.5 cm’1 following every

1 cm"1 continuous mode, meaning that parts of the vibrational line shape

information are missing due to the gaps. In our analysis, we have applied the

spline fit to fill these gaps. The Stark tuning rates obtained using the two

methods usually differ by no more than 1096. Previously, the Stark tuning

rates differed by as much as a factor of two when the gap appeared in the
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crucial part of vibrational line shape. The gaps usually cause more

uncertainty for EVS than for RAIRS.

lI-4(B) Determination of Electric Field

From Equations (28) and (29), the quantity (E) used to modulate the CO

vibrational frequency during EVS must be known in order to determine the

Stark tuning rate. In EVS, we actually measure the rms voltage between

electrode and sample. To exactly determine (E), we must know several

quantities. (E) can be written as [22]

(E) - 9mm (30)

Here, (V) is measured rms voltage during EVS, d is the distance between

sample and electrode, (K)((V)/d) is the effective field when the alignment is

perfect, and A is the off-aligning factor for determining (K).

The electric field varies with position on the surface. To a good

approximation of linear response, the reflectivity modulation caused by the

actual electric field is the same that would be produced by a uniform "effective

field",

IE(x)I(x)d1x

4 - 17(15)de

 

(31)

The integration in Equation (31) is two dimensional. Here, I is the intensity

profile of the IR laser beam and E is the externally applied electrostatic field.

Determining I(x) involved translating a knife edge through the focus and

measuring the change in detected light. E(x) also can be written as

5(1) - Eof(x)- (32)
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Here, E0 I E(0) - (V)/d and f(x) can be calculated theoretically [22] as shown

in Figure 2-11. With the center position of I(x) perfectly aligned with that of

E(x) , shown in Figure 2-11, (K) can be calculated as

 

IE(x)I(x)dx

(K) Eofuxmx '
(33)

The alignment between the center of the electric field and the center of

IR intensity is not always perfect. This indicates that the actual (K) is smaller

by a factor of A since the maxima for both quantities locate on the center

positions; where A can be written as

IEO + Ax)I(x)dx

- fE(x)I(x)dx

 

(34)

Here, Ax is the deviation in position from the perfect alignment. We measure

A by changing optical alignment to obtain an optimized EVS signal after

concluding our EVS experiments. Consequently, we ratio the signal measured

during EVS to the optimized signal to obtain A:

- Gian-SM. (35)

(SE)optimized

The sample-to-electrode rms voltage, <V>, is measured using a capacitive

voltage divider. The voltage divider was calibrated in three independent ways

at the EVS modulation frequency by Lambert [22]. The largest fractional

deviation from the mean was 5.696.

Finally, we measure the distance, d , between sample and electrode by

using a capacitance bridge. We measure a series of capacitances by varying

d. We cannot obtain an absolute value of d but can determine relative

positions from a micrometer on the sample manipulator. Absolute d is
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determined by fitting experimental measurements of capacitance versus d

into a theoretical calculation that assumes sample size is infinitely large [22].

Certainly, the real the sample size is limited to approximately 0.7 cm x 1.4 cm.

However, the calculated capacitance versus (1 should match experimental

measurements quite well when d is very small (d < 2 mm). We convert our

measurement of capacitance versus relative d into capacitance versus

absolute d . The converted data at small (1 have nearly the same value as

calculated data, as shown in Figure 2-12.

Figure 2-12 shows that our measured data do not fit well with the

calculated curve; previous measurements on Ni samples by Lambert obtained a

much better fit with the calculated capacitance [22]. We took measurements

on the same Pt(111) sample more than 15 times, and some of the measurements

were done by Lambert. The data are very consistent except for two

measurements where the sample was found shorted to ground (the sample was

short through defective electric wiring). The two anomalies are in

surprisingly good agreement with the calculations. The spacing between

sample and electrode was always visually checked. Spacing determined from

our analysis was consistent with our visual estimates. Overall, we obtained at

least 9096 confidence with our measurements of d . The reasons for the

deviation between our data and the calculations is not clear.

The uncertainty in d is a lot less than the discrepancy in Figure 2-12

suggests. The only thing we need from the capacitance measurements is to

find where d = 0; after that we can find the position from the micrometer

reading. Since capacitance must diverge as d - 0, good agreement between

the measured data and the calculations at large (1 is not essential for the

determination of d .
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III. EELS

Electron energy loss spectroscopy uses electrons as a means of

excitation, as well as to carry information back from the surface. Therefore,

not only must the analyzer be capable of high energy resolution, but the

incident beam must be highly monochromatic; i.e., it must contain electrons

within an energy window not broader than a few millielectron volts. No

physical source of electron emission is known with such a narrow energy

distribution. Therefore, spectrometers must use a thermionic or field emitter

followed by an electron optical device that acts as a monochromator. The

monochromator is typically followed by a lens system that allows the energy

of the electrons at the target to be independently chosen from the

monochromator pass energy. The basic configuration required for an EELS

system is represented by a block diagram as shown in Figure 2-13. Briefly,

thermal electrons at relatively high energy are retarded and focused into a

dispersive monochromator where only a small fraction in a narrow energy

band are transmitted. The monochromatized beam is then accelerated to the

desired energy and focused onto the surface of interest at a relatively large

angle of incidence, Oi, typically set at 45-70°.

For most of the vibrational measurements, we are interested only in

electrons coherently reflected from the surface. In this way, scattered

electrons experiencing essentially no momentum transfer are confined to a

small cone about the specularly reflected beam (oi :- er). To achieve high

resolution, electrons inelastically scattered from the surface are retarded and

focused into a second dispersive energy analyzer, usually, but not necessarily,

of the same type as that in the monochromator. Finally, electrons
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adventitiously scattered from the electron optical components and which

would otherwise reach the electron detector should be suppressed.

The specific EELS system applied in our experiments is well documented

by Sexton [34]. A schematic of the system is shown in Figure 2-14. It consists

of two 127° cylindrical energy selectors (which act as monochromator and

energy analyzer) with 3S-mm mean radius, mounted in a fixed geometry.

Electrons are accelerated from the hairpin tungsten cathode and focused by

the einzel lens on the input slit of the monochromator. The monochromator

selects an electron beam with energy width 55-80 cm‘1 that is accelerated onto

the sample at a fixed angle of 60° from the normal and a variable energy of 2-5

eV. After reflection from the crystal surface, the beam is retarded and focused

onto the entrance slit, which is scanned at constant resolution to reveal the

beam profile and energy loss features. Exiting electrons are multiplied by a

channeltron and counted as pulses. The half angle of acceptance (size of

electron lobe allowed to go through the entrance slit) is l.5°.

During operation, the monochromator is usually run continuously and

the specimen surface is placed at the reflecting position and manipulated to

find the reflected beam. Other electronic instruments are usually turned off to

avoid flooding the energy loss spectrometer with electrons.

Spectral analysis is relatively straightforward. To obtain the cross-

section of electrons interacting with an adsorbed molecule, the peak height of

an observed vibrational peak in the EL spectrum is normalized by the elastic

peak height. The EEI. spectral range is 0-4500 cm-1 and the resolution is 60—80

cm-l. A typical EEL spectrum is shown in Figure 4—2 of Chapter 4.
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IV. TPD

Temperature programmed desorption (TPD) is a technique to measure

desorption that yields equilibrium adsorption information. In the case of CO

on Pt(111) at saturation coverage, adsorbed CO starts to desorb from the surface

into vacuum at sample temperatures above 300 K. The schematic set up for TPD

is shown in Figure 2-15. In TPD, we heat up the sample at a constant rate.

Higher sample temperature can significantly increase the probability for

adsorbed molecules to escape from the surface. In the case of CO on Pt(111), a

simple estimate indicates that the probability of CO desorption increases by

factor of 10 at 300 K compared to 200 K; this is discussed in more detail below.

The desorption causes the pressure in the UHV chamber to increase and a mass

spectrometer is used to measure the increase in partial pressure caused by the

desorbed CO. With an ideal pump of infinite efficiency, we find the relation

between the change of pressure and desorption rate to be [3 5]

p“ at -d0/d1 , (36)

where p*- p-p0 and T-To +fit.

Here, 0 is coverage of CO; po and p are baseline pressure and pressure

measured during TPD, respectively; T0 is initial temperature before TPD; and fl

- dTIdt is heating rate. We then can construct a plot of pressure change p*

versus temperature T, and information on relative coverage is obtained by

integrating the total area under the desorption curve as indicated below:

fl’p *dTo:afi'-—dT-f°-(—)d0-”pa (37)

Here, To and T, are the beginning and end, respectively, of the temperature

ramp and 00 is initial (total adlayer) coverage before TPD.
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Absolute coverage is usually obtained by some other techniques. One

example is to combine LEED and vibrational spectroscopic measurements. For

CO on Pt(111), coverage of one CO molecule for every two Pt atoms is

determined by: (1) a LEED pattern that indicates a c(4 x 2) structure, and (2)

EELS spectra that indicate two species, atop and bridge CO, on Pt(111) [36]. One

can reconstruct the structure based on the information indicated above. The

result is shown in Figure 2-16 and gives a coverage of "one CO per two Pt

atoms". The other absolute coverages are then obtained by comparing TPD

results with that of known coverage.

A useful equation that is associated with the rate of desorption from unit

surface area is shown in the following [35,37]:

d_p:, p_*, v.e~exp<-E./m

dT fit 590 ’ (38)

where n is the order of the desorption reaction,

v" is the pre-exponential factor,

1: is associated with pumping speed. (1 -r 0 for an ideal pump

and the second term in LHS becomes dominant.),

and Ed is the activation energy of desorption (kcal/mole).

In the left-hand side of Equation (38), the first term is usually much smaller

than the second term and negligible. Later, we will use Equation (38) to fit TPD

spectra and to determine coverage of edge and terrace CO species on Pt(335).

This will be discussed in detail in Chapter 5.

Species identification is a secondary function of TPD. Adsorbates at

different sites may have different activation energies. However, such

differences are not usually big enough to be distinguished in the TPD

spectrum; atop and bridge CO on Pt(111), for example. For CO on Pt(335), two
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distinctive desorption features are observed and identified as terrace and edge

CO [16,17]. More detail is presented in Chapter 5.

V. Experimental

V-l. Application of IRS and EELS

To detect the C=O stretch mode on Pt surfaces, we can use either 12C150

(effective mass = 6.857 amu) to detect bridge CO or l3C130 (effective mass = 7.548

amu) to detect atop CO, as indicated in Table 2-1. Due to the limitation in

frequency range of our diode laser (1800-2050 cm‘l), we can only detect one CO

species using a single isotope. Despite the limitation in frequency range, the

two IRS techniques provide detailed spectral information and unique

information about the Stark effect of adsorbed molecules on surfaces.

EELS is used to study CO on Pt(335) because it is necessary to detect

bridge and atop CO modes simultaneously. Also, we have used EELS to measure

the overtone intensity of CO on Pt(335), which requires a much wider spectral

range and is not accessible by using our diode laser.

Table 2-1

Vibrational frequencies of two CO species vs. two different CO isotopes.

 

isotope/species atop CO frequency bridge CO frequency

 

12050 2090-2105 cm'1 1850-1890 cm-1

13€180 1992-2006 cm‘1 1760-1800 cm'1
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V-2. Sample Preparation and Characterization

Pt crystals with (33S) and (111) surface orientations were mounted in

two separated UHV chambers equipped with EELS and IRS, respectively.

The Pt(335) was oriented to within 0.50 using Laue X-ray diffraction.

The sample was spot welded to two Ta wires, which were also used for heating.

The sample was cleaned by sequential cycling in oxygen between 600 K and

1000 K, Ar+ ions sputtering at 300 K and annealing at 1275 K. Sample

cleanliness was carefully checked by both Auger spectroscopy and EELS.

The Pt(111) crystal was also oriented to within 0.5° using Laue X-ray

diffraction. The sample was cleaned in cycles of oxygen treatment and Ar

sputtering. Sputtering was performed at room temperature for one to two

hours with Ar pressure at above 5 x 10'5 torr. The kinetic energy of Ar+ ions

is about 600 eV and the ion current reaching the sample is about 1 (A. The

sample was then annealed at 1350 K for 3 minutes after sputtering. Oxygen

treatment was performed at 1000 K with oxygen pressure at greater than 5 x

10"7 torr for about 20 minutes, and the sample was then annealed at 1375 K for

30 minutes to 1 hour. Auger spectroscopy was used to ensure sample

cleanliness before the CO was adsorbed. The sample was checked repeatedly

until the Auger peak height ratio of O(503)/Pt(237) was smaller than about 596

(noise level). The width of the C20 stretch vibrational line was found to be

even more sensitive to surface preparation; the sample was cleaned until no

further reduction in line width was seen. With the sample fully cleaned, and

with 0.5 ML CO coverage, the FWHM line width at 200 K was ~ 3.5 cm‘l.
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VI. Summary

Techniques necessary to obtain diode laser vibrational spectra with

both polarization modulated RAIRS and EVS have been discussed in detail. A

technique to obtain electron energy loss spectroscopy has also been discussed.

Advantages and disadvantages of using IR and electron techniques were

compared. Finally, descriptions of temperature programmed desorption and

sample preparation and characterization were presented.
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Figure 2-1. The reflection geometry showing the s and p components of an

applied electric field E with wavevector I; .
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Figure 2-2. The surface electric field E/E0 in (a), and the quantity

(E/Eoy/COSH in (b) for platinum at 2100 cm'1 (s = -375 - 200i) as a function of

the angle of incidence, 0 (Bradshaw and Schweizer [1]).
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Figure 2-3. The image dipoles appearing on an adsorbed diatomic molecule

oriented perpendicular and parallel to a metal surface.
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Figure 2-4. Illustration of a process for obtaining RAIR spectrum from two

scans of IR reflection measurements: scans with clean sample and with CO on

the sample.
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Figure 2-5. Illustration of a process for obtaining EVS spectrum by modulating

the electrostatic field applied to the surface.
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Figure 2-6. Schematic of the system used for electroreflectance vibrational

infrared spectroscopy (EVS) (Lambert [21]).
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Figure 2-7. Optical system for RAIRS and EVS showing small mirror B (used as

a beam splitter), detector D, electrode E, lens 1., mirrors M, off-axis paraboloidal

mirrors OAP, polarizers P, and sample S (Lambert [21]).
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of its travel where a beaded chain coupling becomes rigid and reverses its

motion. A small mirror BS is used like a beam splitter before the detectors.

Light from the diode laser is collimated using a mirror M and off-axis

paraboloid (OAP) (Lambert [29]).
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Figure 2-10. Optical E field with ellipsometric phase difference A between s-

and p-polarized light incident on the PEM.
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Figure 2-13. Block diagram of an electron energy loss spectrometer.
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CHAPTER 3

VIBRATIONAL STARK EFFECT AT SURFACES

I. Introduction

Two vibrational effects occur for an adsorbate when an electric field is

applied to the surface. The first effect is a shift in the vibrational frequency

and the second is a change in the vibrational intensity [1]. For CO on

transition metals, the second effect is less significant than the first effect

because the intensity change is tOO small to be Observed in our EVS

measurements. Theoretical calculations also indicate that the second effect is

about 50 times smaller than the first effect for CO on Pt(111) (see section II-4

in Chapter 2 [2,3]). Therefore, we will discuss only the first effect, the Stark

shift, here.

There are several theoretical approaches currently available in

studying the Stark shift [1,3,4,S]. A phenomenological approach [3] Obtains

. essentially the same first order result as more elaborate semiclassical or ab

initio calculations. Since the applied electrostatic field is estimated to be at

least 100 times smaller than the surface electric field provided by surface

electrons, first order is sufficient to explain the Observed data. Here, we will

review the simplest phenomenological calculation by Lambert [3]. The

phenomenological theory is also used to analyze the data Of CO on Pt(335) by

Lambert and Tobin [6].

II. Stark Tuning Rate Theory

The Stark tuning rate Of an adsorbed molecule can be theoretically

Obtained given the Hamiltonian [3]

60
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H - 192/2); — M-Eo(0) + 112fflr)6(r)dV

=PQ/2y+V(Q),
(1)

where V(Q)-am+a20Q3+a3(Q3+

In Equation (1), we define Q as a generalized coordinate corresponding to

oscillation Of a normal mode and P as the corresponding generalized

momentum with effective mass p. Also, V(Q) is the generalized

intramolecular potential of an adsorbate; this will be explained in more detail

below. The charge distribution p and electrostatic potential distribution If at

the surface can be described in two situations: without an adsorbed molecule

[p0(r), 4:00)] and with an adsorbed molecule [po(r)+p(r), ¢o(r)+$(r)]. In

Equation (1), E0 is provided by substrate atoms, so E0 - -V¢0. M is the dipole

moment of the adsorbate obtained from expansion Of p(r). Essentially, the first

term of potential energy in Equation (1) is related tO interaction between the

adsorbed molecule and the surface atoms and the second term is associated with

self energy Of the adsorbate.

When an external electric field E is applied, the Hamiltonian will
applied

change. The external field will also change the generalized adsorbate dipole

moment M(Q) and V( Q). Such a change will result in a change in the

electronic wavefunctions of the adsorbate for a fixed nuclear position. Since

we applied a very small electric field, Emw<< E0, field-induced change in

M(Q) and V(Q) are ignored to good approximation. If we assume that the

applied field is parallel to the dipole moment Of adsorbate, and we define the

local field EM is the total electric field (the applied field plus induced fields

due to the applied field) that acts upon the individual adsorbate treated as

polarizable point, the Hamiltonian becomes:

H - P2/2p + V(Q) - M(Q) - Em" (2)
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With Elocal a YDCEapplr'ed‘

Here, y DC is a screening factor of the elecuostatic field, as is discussed in more

detail in Chapter 6. Also, the dipole moment in general coordinates can be

expressed as

M(Q)--(am+anQ+auQ2-I- ...) (3)

From Equation (2), with application of Equations (1) and (3), we can

calculate the frequency with applied electric field to the first order of

perturbation. The Hamiltonian with two perturbed terms due to the local field

can be written as

H - Ho + (01 .51....)Q+ (42.5....)02. ( 4)

with H0 - P2/2u + asz + 0300’.

Note that H0 is the Hamiltonian without being perturbed by the electric field

but with the small anharmonic term 030. By solving H0, we obtain the

following eigenfunction at the nth energy level [7]

 Ifi)-In)-3a ("gl’JInnmoEIMo

 
 

 
 

 

 

g [(n +3Xn+2)(n+ l) g In(n -l)(n-2) _

3 V 2 In+3)+ 3 V 2 In 3)

...... (S)

with a--—£3°—— l h .

4uzczpv3 21wpvo

where In) is the eigenfunction of a harmonic oscillator and v0 - Jag21:2ch is

the harmonic oscillator vibrational frequency. The first-order perturbation

energy at the nth energy level can be obtained by calculating

A151" - (Fila, IQ+ a,,Q2|n'). The required calculations are as follows:
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(filQle)--3J50IJ—7§(n+l)* “IF/ox " (6)
2.1m; vO

 

  (rileli'r)~(n+l/2)XJ h (7)

2mm v0

Here, the terms that contain (am)2 in Equation (7) are neglected.

Applying Equations (6) and (7), we obtain the final energy for the

Hamiltonian H. The final vibrational frequency with applied field can be

calculated as:

V- (E. —E0)/(hc) ~ Vo+(AEll) “AES")/(h6). (8)

Here, E, and E0 are the final energies for the first excited state and the ground

state, respectively. Combining Equations (6), (7), and (8) we obtain the final

vibrational frequency

a -

41r2c2uvo 2' 4nzczuv§

The second term in Equation (9) is the frequency shift due to the applied field;

only the linear electric effect is considered sufficient enough for a small field.

The local field Stark tuning rate (dv/dEW) can be easily Obtained by

differentiating Equation (9) with respect to Emu:

dV/dEw-I 0. (En-fl). (10)

43" 2W2o an “20

Here, the units for Equation (10) are "cm-l/(V/cm)", a20 is related to the

vibrational frequency, (In is related to the unscreened dynamic dipole

moment, a3‘) is the cubic anharmonicity Of the potential and is also related to

the dissociation energy of CO, and a2‘ is the quadratic term in the dipole

moment expansion. The curvature Of the potential a20 and the linear dynamic

dipole moment all can be determined from the measurements of RAIRS. The
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cubic anharmonicity 030 is estimated by an indirect method described in

Chapter 4. The quadratic a2| can be estimated from the overtone intensity in

the EEL spectrum. For CO on Ni(100) [1], the first term is negligible compared

to the second term in Equation (10), and the value of the Stark tuning rate

estimated by using the parameters shows good agreement with the measured

value.

Experimentally, we can measure only the external field Stark tuning

rate, dv/dE directly. The relationship between the external and local field
applied’

Stark tuning rate is as follows:

dv

d(Elocal/YDC)

where Em, - yDCEamw is defined earlier in Equation (2). Derivation of yDC is

 

(dV/dE applied) ' ' ch(dV/dElocal)’ (1 1)

referred to in Chapter 6. The external applied field EM,“ polarizes the

neighboring adsorbed molecules which are treated as polarizable points; the

induced dipole moments Of the polarized adsorbates produce an electric field

that cancels part of the applied field. The final field is the local field Em,

reduced by a factor Of y DC; therefore the EVS signal is related to the Stark

tuning rate.

111. Earlier Results Of CO on Pt(335)

The major motivation for this work comes from an interesting result

observed by Lambert and Tobin [6]. They studied CO on Pt(335) using

polarization modulated RAIRS, and EVS, as discussed in Chapter 2. The Pt(335)

surface is stepped, with (1 1 1) terraces four atoms wide and (100) steps one atom

high as shown in Figure 1-1 of Chapter 1. The spectra cover the 2000-2160 cm-

1 range, so Lambert and Tobin measured only atop CO in this study. Some other
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studies of the same or similar systems [8,9,10,11,12] indicate that, at low

coverage, CO adsorbs only on the step edges, which are characterized by a

vibrational frequency in the 2057-2080 cm-1 range as shown in Figure 3-1 and

a desorption temperature of 500-600 K as shown in Figure 5-2 Of Chapter 5.

When nearly all the edge sites are filled, CO begins to occupy terrace sites.

Terrace CO has a vibrational frequency in the 2085-2100 cm-1 range as shown

in Figure 3-1, and desorbs in the 350-450 K range as shown in Figure 5-2 of

Chapter 5; in this respect, terrace CO is very similar to CO on Pt(111).

Results of CO on Pt(335) obtained by Lambert and Tobin [6] are basically

consistent with the other studies [8,9,10,11,12]. At low coverage, they observed

only a single mode at 2066 cm‘1 as shown in Figure 3-1. At this coverage, TPD

shows only the high-temperature peak. This spectral feature is therefore

assigned to CO adsorbed on the step edges (edge CO). The low-coverage mode

shifts to higher frequency as the coverage increases, and a second mode

appears at 2088 cm"1 as CO begins to occupy the terrace sites. As the coverage

increases further, the high-frequency mode shifts to higher frequency and

' increases in intensity while the intensity of the lOw-frequency mode

diminishes. The high-temperature peak in the TPD spectrum does nOt shrink

at high coverage, however, so it is difficult to explain the loss Of intensity

from the low-frequency mode by an actual shift of molecules between sites.

Dipole-dipole coupling between the two species may explain the

Observed loss of intensity [6]. Such a coupling results in intensity borrowing;

intensity of the low-frequency mode is transferred into intensity of the high-

frequency mode due to the coupling effect. The smaller the difference in

frequency between the two modes, the stronger the dipole coupling. For CO on

Pt(355), edge CO and terrace C0 are separated by no more than 40 cm.1 [6,11],

so the dipole coupling is expected to be quite significant. When edge sites are
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nearly filled and increasing amounts of CO occupy the terrace sites, the

intensity borrowing effect (coupling) increases with increasing CO coverage.

The intensity of low-frequency mode (edge CO) gradually diminishes while the

intensity of the high-frequency mode (terrace CO) is gradually enhanced with

increasing CO coverage. Eventually, only one mode is observed at saturation in

RAIRS.

Turning to the EVS spectra as shown in Figure 3-2, it is Obvious that

terrace CO shows no appreciable Stark effect; there is no derivative-like

feature at the expected frequency. Instead of a zero crossing there is a small

peak that mirrors the peak in the RAIR spectrum. Such an effect is not caused

by the fact that the electric field changes the amount of adsorbate. An

explanation for the Observed peak that does not involve population change is

discussed below.

At low coverage, only one mode is observed, so the analysis for

determining the Stark tuning rate is relatively straightforward and has been

described in section II-4 of Chapter 2. The EVS signal 3,; and the RAIRS

spectrum ARIR are related by the following equations:

(5,), -(dv/dE),(E),d—(éd5$fl (12)

(SE). -(dv/dE). (3.51591 (13)

Here, subscripts e and t refer to edge and atop CO, respectively; (dvldE) is the

local field Stark tuning rate; (E) is the local rms field applied to the adsorbate.

Note that subscript "local" is dropped to simplify the notation. Only edge CO is

observed at low coverage. The local field Stark tuning rate Of edge CO can be

determined directly from Equation ( 12) with a combination of RAIRS and EVS

measurements and an estimate of the local field (E) . Lambert and Tobin [6]
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determined (E) from the measured value of the applied external field (Eappm)

and an estimate of yDC for edge CO. Their method for estimating yDC is

discussed below.

In Lambert and Tobin's analysis, the screening factor yDC was

indirectly estimated by assuming yDC - y R, where y ,R is the screening factor

of the IR field adsorption. It is believed that y”, originates from the same

dipole screening mechanism as y DC described earlier, so both y, and yDC are

coverage dependent and y DC = y R = 1 at near zero coverage. One can measure

the screened dynamic dipole moment y I“a” of CO from the RAIRS absorption

intensity. At near zero coverage, aH is obtained directly. Lambert and Tobin

estimated y, for edge CO by comparing an obtained from RAIRS of CO on

Pt(111) with ymall obtained from RAIRS Of CO on Pt(335) at low coverage. yDC

is thus determined with the assumption y DC - y R. A more detailed discussion of

both y. and yDC can be found in Chapter 6. With yDC determined, Equation

(12) gives (d v/dE), - (8.3 2 1.5) x 10-7 cm-l/(V/cm).

A phenomenological model was used to analyze the data Of CO on Pt(335)

at higher coverage where CO starts to occupy the terrace sites. Because the two

CO species strongly interact with each other on Pt(335) at higher coverage, the

analysis necessary to obtain the Stark tuning rates of the two CO species

becomes very complicated. Their model includes the dipole coupling

mechanism between the edge and terrace CO; edge and terrace C0 are treated

as coupled oscillators. In the model, only atop CO species are considered, and

screening factors rm and y. are assumed to be the same at the two sites.

Essentially, they assumed that (he), . (70c). - (y, ), -(y.,),. Therefore

(E), - (E), are assumed in their analysis.
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For edge CO, the coupled-oscillator model gives (dv/dE), = (7.5 a: 2.0) x

10‘7 cm‘l/(V/cm) at all coverage; this is essentially consistent with the

measurement at low coverage with only edge CO species. In contrast, the local

field Stark tuning rate of terrace CO (dv/dE), is at least an order of magnitude

smaller. The model suggests that (dv/dE), s 8.0 x 10'8 cm-l/(V/cm).

A model fit to the experimental data at 87% saturation coverage is used to

illustrate the physical picture provided by the model. When the electrostatic

field is applied to the surface, the electric field shifts the vibrational

frequency of edge CO but barely shifts the vibrational frequency of terrace CO.

This results in increasing the difference in frequency between the two

species and in reducing the intensity borrowing effect that transfers the

intensity of edge CO into that of terrace CO as shown in Figure 3-3. Thus, we

Obtain the EVS signal by subtracting the RAIR spectrum without B field from

that with B field as shown in Figure 3-3. Although some deviation between the

simple model fit and experimental data is clearly shown in Figure 3-4, the

model generally provides good approximation for a quantitative analysis. Also,

the major conclusion by Lambert and Tobin that there is a significant

difference between the Stark tuning rate of edge and of terrace CO is not

sensitive to the model; this is discussed in detail below.

It is conclusive that the EVS signals at the two sites are distinctively

different: (5,, ), >> (55 ),. Both Lambert and Tobin [6] and Reutt-Robey et al.

[12,13] found that the IR cross section, at ANR, for terrace CO is similar to that

for edge CO. From Equations (12) and (13), the difference in EVS signal is

related to the quantities of (dvldE) and (E) at the two sites.

Assuming, as Lambert and Tobin did, that the screening factor of the

electrostatic field is the same at the two sites, then local fields at the two sites



69

must be the same: (E), -(E),. The local field Stark tuning rate between

terrace CO and edge CO then has to be intrinsically different:

(dv/dE), <<(dv/dE),. Consequently, intramolecular structure related to

parameters, a,,,a._,,,azo, and 030 must be responsible for the difference between

the Stark tuning rates at the two sites; a chemical mechanism was essentially

applied to account for the observed data. A detail discussion of our

investigation related to intramolecular structures of CO on Pt(335) using EELS

is presented in Chapter 4. Our data indicates that the intramolecular structures

of C0 are, however, unlikely to be very different at the two sites.

This implies that the local field Stark tuning rates at the two sites are

essentially similar: (dv/dE), ~(dvldE),. The difference in EVS signals is the

result of a significantly smaller local field applied to the terrace sites than to

the edge sites. This means that the screening factor of the electrostatic field

for terrace CO is much smaller than that for edge CO: (E), <<(E),. Since the IR

cross sections of the two species are similar, screening factors of the IR field

also are similar at the two sites. This line of reasoning indicates that

(he), <<(l’oc). while (7.), ~(y.),. Such a physical explanation results in a

rather surprising outcome: y DC a y R. A direct comparison between the two

screening factors can be found in Chapter 6, which presents measurements of

the static screening and the IR screening as function of CO coverage on flat

Pt(111) surface. Our data of CO on Pt(111) indicate that, even on the fiat (111)

surface, Yoc er... The physical mechanism suggests that the external field

Stark tuning rate, (dv/rEaMJ - y Dc(dvl¢fl5‘), for terrace CO is significantly

smaller than that for edge CO while the local field Stark tuning rates for both

CO species are the same.

The deviation between the experimental data and the coupled-oscillator

model has several possible explanations. Two of the most important are that
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(1), the model considers only two atOp CO species, excluding two other CO

species, edge bridge and terrace bridge CO, on Pt(335) that should be included

in the model; and (2), characterization Of total CO coverage is incorrect in the

analysis. I discovered that, when the Pt(111) sample is close to the electrode

(with a gap about 0.4 mm), CO coverage where the sample is right underneath

the electrode is actually much less than where it is away from the electrode.

Annealing the sample at 260 K does not improve the homogeneity of the CO

layer. For CO on Pt(111), IR spectra can also be used to calibrate the CO

coverage; more details can be found in Chapter 6. The IR spectral data

indicate less CO coverage than the TPD data when the sample stays close to the

electrode during CO dosage. Essentially, TPD provides average coverage

information over the surface while IR spectra provides local coverage

information under the electrode; the size of the IR beam spot on the surface is

about 0.5 mm x 5 mm. Also, TPD and IR spectra give consistent coverage results

for CO on Pt(111) when the sample is moved away from the electrode during

dosage. Therefore, we conclude that the coverage under the electrode was

much lower. Such a shadow effect, however, does not affect the calibration of

saturation coverage. While the model used by Lambert and Tobin is quit crude,

their major conclusion about the Stark tuning rates of the two CO species

stands.

To summarize, a simple phenomenological theory in dealing with the

vibrational Stark effect is reviewed. The theory was used to analyze the

observed data of CO on Pt(335) that leads to an important conclusion: the Stark

tuning rate Observed by Lambert and Tobin can be possibly affected by either

physical or chemical effects. The cause of the surprising difference between

the Stark tuning rate of edge and terrace CO on Pt(335) is the major mOtivation

for my Ph.D. thesis work. Mainly, the physical effects relate to different
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screening of the electrostatic fields and the chemical effects involve induced

changes in intramolecular structures due to site difference on Pt(335). Our

experimental measurements, presented in Chapters 4, 5 and 6, show that

screening, and not chemical effects, is responsible for these observed

differences.
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Figure 3-1. Polarization modulated RAIR spectra (PS is used instead in ref. [6]

as shown) Of CO on Pt(335) at 300 K Obtained by Lambert and Tobin [6]. The CO

coverages were 0.06, 0.5, 0.54, and 0.63 ML for spectra a - d, respectively; the

determination of coverages is, however, partially incorrect as indicated in the

text.
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Figure 3-2. EVS spectra of CO on Pt(335) at 300 K Obtained by Lambert and

Tobin [6]. Spectra a - d correspond directly to spectra a - d in Figure 3-1.
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Figure 3-3. Illustration Of model's dipole-dipole coupling and Stark effect Of CO

on Pt(335). In the model, the electrostatic field shifts the vibrational

frequency for edge CO but not for terrace CO. The Stark effect that increases

the difference in frequency between the two CO species results in reduced

dipole-dipole coupling. Such coupling transfers absorption intensity from

edge into terrace CO mode. The EVS spectrum is then Obtained by subu'acting

the RAIR spectrum without E field from that with B field.
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Figure 3-4. Comparison between the measured spectra at 0.54 M]. and spectra

calculated from the dipole coupling model discussed in the text and illustrated

in Figure 3-3.
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CHAPTER 4

VIBRATIONAL OVERTONES OF CO ON Pt(335):

EVIDENCE FOR ANOMALOUS ELECTROSTATIC SCREENING

I. Introduction

The experimental investigation presented in this chapter was also

submitted to the Journal of Chemical Physics [1].

In discussing the interactions between adsorbates, it is customary and

often useful to distinguish between "chemical" and "physical' effects. While

the distinction is arbitrary and rarely sharp, "chemical" effects depend

fundamentally on the rearrangement of electronic states arising from the

chemisorption bond, while "physical" effects can be understood in terms Of

classical mechanics and electrodynamics. For example, the C=O stretch

frequency of adsorbed CO is different from the gas phase value, in part

because Of dipole coupling to its own image [2] and dynamic coupling to the

adsorbate-substrate vibrations [3]; these can be regarded as "physical effects".

The dominant effect, however, is the backdonation of electrons from the metal

into the 2n* orbital of the molecule [4], a "chemical" effect. A shift in the C=O

stretch frequency is usually observed as the CO coverage varies. This shift is

caused in part by dipole-dipole coupling within the layer ("physical") and in

part by coverage-dependent changes in the electronic structure of the

adsorbate ("chemical").

Even when the distinction between physical and chemical effects is

conceptually clear, it is often difficult to separate them experimentally. The

dipolar and chemical contributions to frequency shifts can be separated

77
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through isotopic dilution experiments [5,6,7,8,9,10,11,12,13] (related discussion

can also be found in Chapter 6). In other cases, theoretical calculations or the

comparison of experiments on different adsorption systems can provide

insight.

In this work, we report new electron energy loss spectroscopy (EELS)

measurements of the fundamental and overtone transitions of CO on the

stepped Pt(335) surface. Lambert and Tobin [14] have determined that the

Stark tuning rate of atop CO on this surface is smaller by an order of

magnitude at sites on the (111) oriented terraces than on the step edges; more

detail can be found in Chapter 3. Through a quantitative analysis of the

overtone intensity as a function of CO coverage, we assign this difference in

Stark tuning rates to a "physical" mechanism - anomalous screening of the DC

electric field at terrace sites -- rather than a "chemical" mechanism -- a

difference in electronic structure of CO between the two sites. Such a large

difference in electrostatic screening is very surprising; we discuss its

significance near the end of this chapter.

11. Background

The motivation for this experiment comes from measurements of the

vibrational Stark effect of CO on stepped and flat Pt surfaces. Results Obtained

by Iambert and Tobin [14] and our measurements presented in Chapter 6

indicate the following values for the apparent Stark tuning rate dv/dE of atop

CO on the stepped Pt(335) and flat Pt( 1 11) surfaces:
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[in units of 10"7 cm‘l/(V/cm)]

Pt(111) 7.5 e 0.9

Pt(335), step edge 7.5 x 2.0

Pt(335), terraces s 0.8

The stepped Pt(335) surface consists of (111) terraces four atoms wide

separated by monatomic height steps of (100) orientation as shown in Figure

4-1. The estimates Of dv/dE for this surface assume (incorrectly, we will

demonstrate) that the screening of the static field is the same as that of the IR

field, as expected from standard dipole couple coupling models [2,6,15] (also see

Chapters 3 and 6). The anomalously low tuning rate of the electrostatic field is

dramatically suppressed at terrace sites compared with edge sites or sites on

the flat (111) surface. The EELS measurements presented here provide the

additional information necessary to distinguish between the two mechanisms.

The intrinsic (local field) Stark tuning rate dv/dE ( where E is the local

electrostatic field acting on the adsorbed molecule) is closely related to the

dipole matrix element of the overtone (v-O-tZ transition) of the same

vibration. Within the Bohn-Oppenheimer approximation, both the Stark

tuning rate and the intensity of the overtone depend, to lowest order in

perturbation theory, on the cubic anharmonicity a30 of the potential and on

the quadratic term a21 in the dipole moment expansion [16]; detailed derivation

for the Stark tuning rate can be found in Chapter 3. Specifically, the Stark

tuning rate is given by [17]

.41___au_(2a_3;aa ___“I_I_(3£u _

45 4“4270—20 an am) 4am “4)“? I) (I)

and the ratio Of overtone intensity to fundamental intensity by EELS is [16, 18]
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I, f, h 2021 +132):

’1 f14-J-2W20( a” “20

f ” (1)06)”- .2.

f. 472%.) 020

(2)

where II is the reduced mass, fl and f2 are related to the EELS sensitivity at

fundamental and overtone loss, respectively, and the ratio 8 is defined as

20211011 (3)

- 3aao/azo .

Equation (3) describes the relative significance of the anharmonicity of the

potential and the non-linearity of the dipole moment. For B- 0, both the

Stark tuning rate and the overtone intensity are dominated by the

anharmonic term am; this is the case for CO in the gas phase and on Ni(100)

[17] and for methoxy on Ni(lll) [19]. For fl~ 1, anharmonicity and dipole

non-linearity make equal and opposite contributions to the Stark tuning rate,

resulting in zero Stark shift; the overtone intensity is then dominated by the

a,, term.

We will use Equations (1), (2), and (3) to analyze the behavior of CO on

Pt(335), even though the approximation of isolated molecules is an

oversimplification. Because Of the strong dipole-dipole coupling between the

adsorbates, a proper description would treat the fundamental and overtone

transitions as surface phonons, rather than localized vibrations [6,14,19,20].

We justify our approximation by noting that dipole-dipole coupling was

explicitly (if sirnplistically) included in determining the Stark tuning rates in

Ref. [14] (more discussion can be found in Chapter 3), and that our EELS

analysis will deal only with the ratio Of the overtone to fundamental intensity.

To a first approximation, the effect of dipole coupling on the intensity arises

only from the frequency-independent electronic polarizability of the CO [6],
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and should be the same for the overtone as for the fundamental. The use of

formulae strictly appropriate only for isolated molecules therefore introduces

no serious error. (The same could not be said, of course, if our analysis

depended on the frequencies of the modes.)

The fixed parameters used in our analysis are given in Table 4-1. All

parameters are determined from independent experimental data. The

curvature of the potential 020 and the linear dynamic dipole moment all are

taken from the IR measurements of Lambert and Tobin [14]. The cubic

anharmonicity 030 is estimated by an indirect method described in detail

below. The EELS parameters f, and f2 are calculated from the known

characteristics of our EELS system; this calculation is also discussed below. For

free CO, fi~0.017; we determine 8, (for edge CO) from the Stark tuning rate,

and treat 5, (for terrace CO) as a parameter to be determined from our data. We

assume (except as indicated) that the parameters listed in Table 4-1 are equal

for edge and terrace CO. The measured Stark tuning rate for edge CO, combined

with our estimate of am, requires that 8, lie between 0 and 0.35, consistent

with the small values found for gas phase CO and for CO on Ni( 100) [17].

If the small apparent tuning rate of terrace CO is to be explained by a

chemical mechanism, then either the anharmonicity of terrace CO is greatly

reduced, (030)terrace ~ (agolterrace/ 10, or the usual anharmonicity is

compensated by a highly non-linear dipole moment, 8 - 1.0 a: 0.1. It is

unlikely that the anharmonicity a30 is significantly different at the sites,

since it is closely related to the dissociation energy D,. If the C=O potential is

modeled by a Morse potential, for example, D, ~ (a3o)'2, and a difference in 030

of a factor of ten would imply a difference in D, of a factor of 100. The

measured difference in E,(CO), energy released from C0 adsorption on the

surface, between edge and terrace CO, however, is less than 20 kcal/mole



82

[21,22,23,24,25], which leads (see Equation (6)) to only about a 1096 variation in

D,. Even if E,( C), energy released from C adsorption, were zero at edge sites,

D, would increase by only a factor of two. Accordingly, we wish to test the

other possibility, that the dipole non-linearity 0:. (or equivalently fl) is much

larger for terrace CO than for edge CO.

A consequence of this hypothesis (evident from Equation (2)) would be

an enhanced overtone intensity for terrace CO compared to edge CO. If 8, ~ 0

and 8, ~ 1, as required by a chemical explanation for the Stark tuning rates,

the overtone intensity per molecule would be 16 times greater for terrace than

for edge CO; this difference would appear in the coverage dependence Of the

overall (edge 4» terrace) overtone intensity. At low coverage, CO on Pt( 335)

predominantly occupies edge sites [14,20,21]. Terrace sites begin to be

occupied at 0- 0.15 and the terrace coverage increases rapidly between 0 =

0.15 and 0 = 0.4; refer to Chapter 5 for more detailed information. We would

therefore expect a dramatic increase in the total overtone intensity in this

coverage region. No such increase is observed. In fact, we find no significant

difference in overtone intensity between terrace CO and edge CO, and

therefore no significant difference in dv/dE . The apparent difference

observed by Lambert and Tobin [14] must be caused instead by a difference in

the local E field.

III. Experimental

The EELS apparatus, procedures for sample preparation, and analysis Of

data obtained from temperature programmed desorption have been described

in Chapter 2. The sample was held at 100 K for EELS measurements. Annealing

significantly affected the fundamental peaks at coverage above 6 = 0.3, and
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the double loss and overtone peaks were affected at all coverages. A second

annealing did not change the spectra further. While EEL spectra were

measured both before and after annealing, only the data for the annealed

surfaces are considered here. Coverages were determined by TPD, assuming 6

= 0.625 at saturation, as determined by Lambert and Tobin [14].

To reduce scanning time and the possibility of contamination by

background gases, the spectra were scanned only from 1800 to 4500 cm-1; the

elastic peak was not routinely measured. To compensate for possible variations

in spectrometer efficiency, we normalized all overtone and double loss

intensities to the intensity of the appropriate fundamental peak. Since the

width of each peak was limited by the spectrometer resolution, intensities

were determined from the peak height above a smooth baseline. The error

bars were determined from the noise in the spectra.

IV. Results and Analysis

IV.1. Atop Overtone Intensity

Figure 4-2 shows EEL spectra in the specular direction measured at

various CO coverages. Five peaks can be detected at v,, v,, 2 v,, v, + v,, and

2 v, , in order of increasing frequency, where the subscripts b and a refer to

bridge CO and atop CO, respectively. Edge and terrace CO cannot be

distinguished with EELS. We designate the intensities Of these five peaks as 1,,

I, In, I“, and 12,. In Figure 4-3, we show the normalized intensities of the

three high-frequency peaks: 12,/1,, I,,/ 1,, and 12,/1,.

Loss features in EELS can arise from three processes: dipole scattering,

impact scattering, and resonance scattering [26]. Our analysis is concerned

only with dipole losses, for which a satisfactory and general theory of
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intensities is available; in particular, Equation (2) applies only to dipole

excitation. It is well established [27,28,29,30] that the C=O stretch fundamental

is well described by dipole scattering for spectra measured in the specular

direction; we will assume that I, and I, are purely dipole loss intensities.

There is some evidence that overtone intensities are also dominated by dipole

scattering [29,31,32], but a fraction of the intensity may come from non-dipole

processes, and the overtone peaks usually overlap with multiple loss peaks of

comparable intensity [29,31,33], which are excited primarily by non-dipole

processes [26,31,32].

We focus our attention primarily on the peak at 2v,. Figure 4-3(a)

shows that 12,/I, is nearly constant in the 0.15-0.4 ML coverage region, in

contrast to the sharp increase expected from a chemical model for the Stark

tuning rate variations. But a proper analysis requires that we separate the

overtone dipole loss intensity from contributions from other processes. We

represent the total intensity 1,, as a sum of two independent components, a

dipole overtone 1,, and a non-dipole term I“, due to double losses and non-

dipole excitations of the overtone.

We assume that the dipole overtone intensity per molecule for each

species (edge and terrace) is given by Equation (2) with the parameters in

Table 4-1 and appropriate values of B, and 8,. Non-dipole scattering in EELS

[26,27,28] is not yet well enough understood to make quantitative predictions of

intensities or even of the dependence on C0 coverage. There is experimental

evidence, however, that the dependence on coverage is stronger than linear

[32,33]. We therefore model the non-dipole intensity I“ as a general power

law:

I“ - C(59)" (4)
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where we treat the constants C and n as adjustable parameters. The exponent

n is related to the degree of correlation of the two scattering events. The

probability of a single loss should be proportional to 6,. The most natural

assumption [34], that the second event is independent of the first, gives 1) = 2.

Chen et al. found that n = 2 for high coverages Of A1203 on Al [32]. If the

probability of the second event is reduced by the occurrence of the first, the

exponent n will be greater than 2. On the other hand, if the probability of the

second event is enhanced by the occurrence of the first, 17 will be smaller

than 2; for complete correlation, n =1.

Once we have selected a value for 8,, the dipole overtone intensity [0,,(6)

is completely specified at all coverages by Equation (2), using the other

parameters from Table 4-1 and the model presented in Chapter 5 [21] for the

populations of edge and terrace atop CO. We then choose an exponent 1) to

characterize the coverage dependence of the non-dipole loss I“. The only

other parameter required for a complete calculation of 1,,(0) is the constant C

that determines the overall magnitude of I“; we adjust C to obtain the best fit

to the data. For each value of 8, and n, C is the only freely adjustable

parameter. Empirical support for this approach is discussed below.

Figure 4—4(a) compares the normalized 2 v, intensity from Figure 4-3(a)

with model calculations for several values of 8,, assuming uncorrelated double

loss scattering, 11 = 2. Higher values of the exponent 1) give essentially

identical results. Figure 4-4(b) shows a similar set of model calculations,

assuming that the double loss events are completely correlated (n =- 1).

It is apparent from Figure 4—4 that values of 8, approaching 1 are

excluded by the data. As expected, for 8, > ,, the models predict a large

increase in 12,/I, between 0 = 0.15 and 0 = 0.40, which is not present in the
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data. In fact, for the parameter values in Table 4-1, we can exclude values of 8,

greater than about 0.4; this maximum value of 8, corresponds to a Stark

tuning rate for terrace C0 of 5.8 x 10‘7 cm'l/(V/cm), more than seven times

greater than the upper limit set by Lambert and Tobin [14]. A chemical

mechanism affecting a,, clearly cannot account for the small tuning rate of

terrace CO.

We have performed extensive calculations to investigate the sensitivity

of our results to the values and assumptions used in Figure 4—4. While

variations in any of the parameters will change the optimum value of 8, and

the quality of the fit, by far the most significant parameters are the

anharmonicity a3,) and the EELS sensitivity ratio f,/f, .

We estimate (13‘) by the method described by Lambert [17], using the gas

phase value of a30 [3 5] and the dissociation energies D, of free and adsorbed CO:

(D )EEE v , 3
- c

The dissociation energy of adsorbed CO is not known directly, but can be

estimated as

(0.)... - (0.),., + E.Ic0) - E.I<:). (6)

where E,(CO) and E,(C) are the adsorption energies of CO and C. For the

Pt(111) surface, Shustarovich and Bell [36] give (0,)gals = 257 kcal/mole, E,(CO)

=- 32 kcal/mole, and E,(C) =- 150 kcal/mole, so that (0,)ads = 139 kcal/mole. The

least certain of these is E,(C), which is an extrapolation [37] from the

measured value of 171 kcal/mole for C on Ni(] 11). From the values tabulated in

Ref. [36] it is apparent that the heats of adsorption of small molecules on

Pt(111) and Ni(lll) rarely differ by more than about 2596, and that E, on Pt is
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invariably smaller than on Ni. It appears reasonable to assume that 125 < E,(C)

< 175 kcal/mole, which leads to the range of values for a30 given in Table 4—1.

(The value of 63 kcal/mole used in Ref. [17] was a very crude estimate made in

the absence of experimental data for carbon adsorption energies [38].)

Varying a” over this range does not appreciably change our conclusions; the

minimum value allows 8, to reach about 0.6, but values close to 1.0 are still

excluded unless fz/f, is much smaller than assumed.

The ratio f,/f, directly affects the size of the overtone component of 1,,

(see Equation (2)). If this ratio is much smaller than we have assumed, then

most of 1,, comes from the double loss, and our measurements tell little about

8,. In the dipole theory of specular EELS, the factor f(¢,w,Eo) accounts for

the finite angular acceptance of the spectrometer:

sinzd-Zcoszd

l-I-a2

a -hw/(2Eo 0,), (8)

4-(l+cos2 ¢)ln(1+l/a’) (7) 

f

where d is the angle of incidence, E0 is the primary beam energy, or is the

loss frequency, and 0, is the acceptance angle of the spectrometer [29,30]. For

our experimental conditions, a = 1.67 for the fundamental and 3.34 for the

overtone and 4» a 60°; the first term in Equation (7) is negligible and

f,/f, --na,’/(2a,)2 = 0.25, where a, is the value of a at fundamental frequency.

A more accurate calculation gives f,/f, = 0.3. This quantity is rather

insensitive to the exact values of a and 4b, and is in any case no lower than

0.25. To the extent that the dipole theory is adequate, fz/f, should be quite

close to our calculated value of 0.3. There is always the possibility, however, of

unexpected experimental effects, so we have explored the effect of changes in

lef, on our conclusions.
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Figure 4-5 summarizes the effects of the exponent n and the ratio f,/f,

on our estimate Of 8,. We plot the reduced chi-squared [3 9] x3 for the model as

a function of 8, for various values of f,/fl and for both I) = 2 and n = 1. The

minimum x3 for n = 2 and f,/f, = 0.3 is 1.64 and occurs at 8, = 0.15. Since x3 =-

lindicates good agreement, and in view of the uncertainties and

approximations involved, we regard this as a reasonable fit to the data. For

smaller values of 8,, the increase in x3 is slight, but xi increases rapidly for

higher values of 8,. If f,/f, is much smaller than our estimated value, but the

fit also becomes significantly inferior. For n = 1, the trends are the same, but

the values of x3, are consistently higher, suggesting that double loss

scattering is not highly correlated. The minima are flatter than for 1) = 2, but

values of 8, greater than 0.8 are ruled out provided that f,/fl > 0.1; only if the

spectrometer sensitivity decreases unexpectedly by a factor of 3 between 2000

and 4000 cm"1 can f,/f, reach such a low value. To stretch the parameters

this far strains the limits of credibility.

Two observations provide empirical support for our method of analysis

and choice of parameters. First, at low coverage only edge sites are occupied,

so I,,/I, is completely determined by Equation (2) and the parameters in Table

4-1. At the same time, if n > 1, as indicated by experiment [32,33], then the

non-dipole term 1,,II, is negligible at low coverage, and 1,, ~1,,. Our model

therefore predicts 1,,/I, at low coverage with no adjustable parameters. The

good agreement evident in Figure 4-4(a) supports the validity of Equation (2)

and the parameter values in Table 4-1. In particular, a value of f,/f, as low as

0.1 would result in too little intensity at low coverages.

Additional support for our model comes from loss spectra measured off

the specular direction at saturation coverage, shown in Figure 4-6. These data

confirm that the fundamentals I, and I, are dipole losses, while the double loss
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1,, is largely non-dipole, in agreement with other research [31,32,33]. Figure

4-7(a) shows (on a log scale) the intensities of the elastic peak, the two

fundamental peaks, and two of the high frequency peaks as a function of off-

axis angle. The peak at 1,, was too weak to be measured off the specular

direction. In Figure 4-7(b), the intensities 1,, 1,,, and 1,, are replotted on a

linear scale, normalized to their intensities in the specular direction. The

behavior of 1,, is intermediate between that of the dipole loss 1, and the non-

dipole double loss 1,,, indicating that both dipole and non-dipole processes

contribute significantly to the total intensity.

A rough independent test of our separation of 1,, into dipole and non-

dipole components can be derived from the off-specular data. If we assume

that the non-dipole component 1,, has the same dependence on off-specular

angle as the atop-bridge double loss 1,,, while the dipole overtone 1,, has the

same dependence as the fundamental 1,, we estimate that between 2596 and

7596 of 1,, at saturation coverage comes from the dipole term. This is similar to

the results of other groups: Andersson and Davenport [29] found 1,,/1,, ~ 0.3

for CO on Ni(100); dePaola and Hoffmann [31] found 1,,/(1,, + 1,,) ~ 0.2 for CO on

potassium-predosed Ru(001). For our system, the ratio 1,,/1,, at saturation for

each model calculation is given in the caption to Figure 4-4. For the parameter

values that best fit the data (11 = 2, 8, ~ 0.15), the calculation gives 1,,/1,, ~ 0.5,

in the middle of the range estimated from off-specular measurements.

In summary, we can exclude the possibility of a large enhancement of

the overtone intensity of terrace CO on Pt(335) compared with edge CO.

Specifically, the ratio 8, (Equation (3)) is constrained to the range 0 < 8, <0.40.

That is, for terrace CO on Pt(335), as for CO in the gas phase, on Ni( 100), and on

Pt(111), the dipole moment non-linearity a,, is negligible compared to the

anharmonicity of the potential. The largest allowed value of 8, would predict a
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Stark tuning rate seven times greater than the upper limit set by Iambert and

Tobin [14]. The small tuning rate of terrace CO cannot be explained by a

chemical mechanism.

IV.2. Atop-Bridge Double Loss Intensity

The consistently better fits obtained for n = 2 than for n = 1 suggest

that the scattering events that give rise to the double loss peak are either

uncorrelated or negatively correlated. For 0 on Pt(111), Steininger et al. found

that multiple losses varied more strongly with coverage than fundamentals or

overtones [40]. We have closely examined the coverage dependence of the

atop-bridge double loss intensity 1,, in the hope of clarifying the coverage

dependence of double loss scattering. In the standard model of uncorrelated

scattering events, we expect

lab « 0461:
(9)

so that 1,,/1,0: 0, and 1,,/1,0t 0,. Figure 4-8(a) compares the normalized

intensity 1,,/I, with the total bridge coverage from our model presented in

Chapter 5 [21]. In Figure 4-8(b), the double loss intensity is normalized to the

intensity of the bridge fundamental I, and compared to the total atop coverage

0,. The data are not inconsistent with Equation (9), but no strong conclusion

can be drawn regarding the detailed coverage dependence of double loss

scattering.
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V. Conclusion

By demonstrating that the difference in Stark tuning rates between

edge and terrace CO is not caused by chemical differences between the two

species, this work contributes to a growing body of evidence that there are

significant differences in our understanding of electric fields at surfaces. The

data imply that the local electrostatic field at terrace sites on Pt(335) is about a

factor of ten weaker than the local field on either edge sites or the fiat (111)

surface in the same applied field. Two questions immediately arise. First, what

can account for such strong screening? Second, how can the static field be

screened so much more strongly than the IR field?

Some enhancement of the field at the step edge relative to the terrace is

in fact expected, but the effects should be relatively small. The "lightning rod"

concentration of the field near a corner has been crudely estimated to account

for a factor 1.5 difference in field strength between the edge and the terrace

on Pt(335) [41], far too little to account for the variation in tuning rates. Some

difference in screening by conduction electrons is also to be expected, as

"smoothing" of the charge density [42,43] results in a deficit of electron

density near the edge and a corresponding surplus on the terrace.

Experimentally, the local work function at the step edge is found to be smaller

by 1 eV than on the terrace [44,45], supporting the idea of a reduction of

electron density at the step edge. A jellium calculation by Thompson and

Huntington, however, found that the surplus electron density extends less

than one lattice spacing across the terrace [43]. The reduction of the Stark

tuning rate of terrace CO far below that of CO on Pt(111) is thus difficult to

explain. Moreover, simple estimates suggest that the electron density does not

extend far enough from the surface to screen the electric field near the center

of the CO molecule by even as much as a factor of two on Pt( 1 11) [14,15]; more
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discussion on this point can be found in Chapter 6. Mechanisms involving

conduction electron screening therefore seem quantitatively inadequate to

explain the observation.

A more basic objection to such mechanisms is their frequency

dependence. While the static field at terrace sites is evidently strongly

suppressed, the 1R field is not, as evidenced by the observed IR absorption

intensity. Both Lambert and Tobin [14,15] and Reutt-Robey et al. [22] found

that the apparent IR cross-section of CO is essentially the same on edge and

terrace sites. Since the characteristic frequency for the response of

conduction electrons is the plasma frequency, ~ 40,000 cm'1 [46], it is difficult

to account for a large difference in screening between DC and 2000 cm‘l. A

similar objection applies to mechanisms involving the electronic

polarizability of the adsorbates. (Moreover, dipole-dipole screening within

the layer was taken explicitly into account by Lambert and Tobin [14].) The

Stark tuning rate and IR intensity measurements for CO on Pt(111) presented

in Chapter 6 provide additional evidence for a difference in the screening of

static and IR fields [15].

We are unable to Offer a plausible explanation for these screening

anomalies. Their investigation is likely to be a fruitful area for both

experimental and theoretical investigation.

The present work also demonstrates the usefulness of overtone

intensities as a measure of chemical changes in adsorbed molecules. The

combination of Stark effect and overtone intensity measurements is

particularly powerful, since the overtone intensity can strongly constrain the

intrinsic Stark tuning rate. The quantitative interpretation of EELS overtone

intensities faces considerable obstacles, however, most importantly that of

determining the non-dipole contribution. Although our work shows that
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these obstacles can be overcome in favorable cases, infrared measurements of

overtones could provide much more reliable information. The recent work of

Zenobi et al. [19] on methoxy on Ni(111) demonstrates the feasibility of such

measurements.
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Table 4-1

Parameters used in the calculation of overtone intensities and Stark

tuning rates for atop CO on Pt(335). Unless otherwise indicated, all parameters

are assumed equal for edge and terrace CO. The nominal values represent our

best estimates and were used for Figs. 4-6 and 4—7; the ranges represent the

estimated uncertainties in the parameters. The parameters were varied over

these ranges to test the sensitivity of the model. The dipole non-linearity

parameter for edge CO, 8,, was determined from the Stark tuning rate dv/dE ,

through Equation (1). All values listed were determined from independent

experiments, without reference to the present EELS data.

 

 

Parameter Nominal Range Units Reference

Value

a,, 1.0 0.85 - 1.3 e [12,14]

a20 5.4 5.3 - 5.5 1017 eV/cm2 [14]

a3‘) 1.7 1.5 - 1.9 1026 eV/cm3 see text

II 6.86 -- amu

fl If, 0.3 0.25 - 0.35 see text

dv/dE (edge) 7.5 5.5 - 9.5 10-7 cm'l/(V/cm) [14]

dv/dE (terrace) <0.8 —— 10"7 cm'l/(V/cm) [14]
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Figure 4-1. Side view of the Pt(335) surface, showing atop adsorption sites for

edge and terrace CO.
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Figure 4-2. EEL spectra of CO on Pt(335) vs coverage. The sample was dosed

with CO at 100 K, then annealed at 280 K for 1 minute to Obtain an equilibrated

layer. Spectra were measured with the sample at 100 K.
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Figure 4-3. Normalized EELS intensities for the three high-frequency peaks,

as a function of total CO coverage in monolayer (ML). The lines are linear fits

to the data.
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Figure 4-4. Comparison of the measured intensity ratio 1,,/I, (from Figure 4—

3) with calculated intensities for various values of 8,. A value of 8, close to l is

required for a chemical explanation of the Stark tuning rate. See the text for a

detailed description of the calculation. (a) Calculations assuming 1) = 2

(uncorrelated double loss scattering). Only values of 8, < 0.4 are consistent

with the data; the best fit is for 8, = 0.15. The dipole contribution 1,,/1,, at

saturation is 0.53, 0.98 and 1.00 for 8, = 0.15, 0.5 and 1.0, respectively, compared

to a range of 0.25 - 0.75 determined from off-specular EEL spectra. (b)

Calculations assuming 1) = 1 (fully correlated double scattering). The best fit is

for 8, = 0.35. 1,,/1,, = 0.98, 0.98 and 1.00 for 8, = 0.35, 0.5 and 1.0, respectively.
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Figure 4-5. Reduced chi-squared x3, as a function of 8,, for various values of

the EELS sensitivity ratio f,/f, and for (a) r) = 2 and (b) 1) =—- 1. Values of 8,

approaching unity are possible only for unrealistically small values of f,/f, .
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Figure 4-6. EEL spectra at saturation coverage (0.63 ML) in the specular

direction and at three off-specular angles.
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Figure 4-7. EELS intensities of the elastic peak and four loss peaks as a

function of off-specular angle, from Figure 4—6. (a) Uncorrected intensities,

on a logarithmic scale. (b) Intensities 1,, 1,,, and 1,,, normalized to their

respective values in the specular direction, on a linear scale. The angular

dependence of 1,, is intermediate between the dipole loss I, and the double loss

1,,.
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Chapter 5

CO ADSORPTION SITE OCCUPATION ON Pt(335):

A QUANTITATIVE INVESTIGATION USING TPD AND EELS

I . Introduction

The material presented in this chapter is based largely on our paper

published in Surface Science [1].

To understand the effects of defect sites in heterogeneous catalysis, CO

has been studied on stepped Pt surfaces [2,3,4]. Models for CO adsorption on the

stepped Pt(335) [5] and Pt(112) surfaces have been proposed. These models

assume that all the CO is adsorbed at atop sites. However, our preliminary

electron energy loss spectroscopy (EELS) of CO on Pt(335) showed substantial

bridge site occupation at all but the lowest coverages [6]; it is likely that CO also

occupies bridge sites on the similar (112) surface. In this chapter, we present

a quantitative analysis Of new EELS and temperature programmed desorption

(TPD) data, which together with plausible structure assumptions leads to a new

model for CO adsorption on Pt(335). Because there is no direct structural

information, our model is still speculative, but it does indicate major

tendencies.

The Pt( 335) surface is stepped with (111) terraces four atoms wide

separated by monatomic (100) steps. Previous studies [2,3] of CO on this surface

found two distinct CO species, identified as edge and terrace CO, as shown in

Figure 4-1 of Chapter 4. Only edge CO is present at low coverage. Both edge and

terrace CO coexist at higher coverages.

A structural model consistent with reflection-absorption infrared

spectroscopy (RAIRS) and TPD was proposed by Greenler et al. [5]. Since

106
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bridge-bonded CO was not detected with RAIRS, it was assumed, by analogy with

Pt(111), that all the CO is at atop sites and the saturation layer has a

(fixfi)R30° structure as shown in Figure 5-1 [7,8]. (Even on Pt(111),

however, the (J3 x J3)RBO0 structure includes both bridge-bonded and atop CO

[9].) In this model, the saturation coverage is 1/4 ML, 1/3 of the edge sites are

occupied, and the ratio of edge to terrace CO is 1:2.

The measured saturation coverage of CO on Pt(335) is higher than this

model predicts. For the similar Pt(112) surface, which differs from Pt(335)

only in that the terraces are three rather than four atoms wide, the CO

saturation coverage is (1.00 a 0.07) x 1015 cm’2 [10]. Lambert and Tobin

estimated the saturation CO coverage on Pt( 335) by a TPD comparison with CO

on Pt(112). They assumed the height of the high-temperature peak at

saturation to be proportional to the step density, a factor 0.73 smaller on

Pt(335) than on Pt(112). The estimated saturation CO coverage was (8.3 :1: 0.6) x

1014 cm’z, which corresponds to 0.63 z 0.05 ML [2].

In a RAIRS study of CO on Pt(335), Hayden et al. [3] saw no absorption 1

band in the 1800-1900 cm“1 range characteristic of bridge-bonded CO. The

later RAIRS experiments of Lambert and Tobin did not examine that spectral

range [2]. In an ESDIAD (electron stimulated desorption ion angular

distributions, a technique that measures orientation of adsorbed molecules)

study of CO on Pt( 1 12), Henderson et al. [4] did not observe the elliptical pattern

expected for bridge species (although they later found that their detection

method was actually not sensitive to bridge CO [11], their conclusion was not

changed as indicated in their recent paper [12]). A total energy calculation in

the dilute limit also predicted that bridge sites would not be occupied on Pt(112)

[13]. All previous models have therefore considered only atop CO [2,4,5], even

though CO at bridge sites on the flat Pt(111) surface is well documented [7,9,14].
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Preliminary EELS results for the (335) surface clearly show CO at bridge sites at

all but the lowest coverages and substantial bridge site occupation both on the

edges and on the terraces [6]. Our observation of bridge CO species has been

confirmed in RAIR spectra of CO on our Pt(335) crystal by Yates and his

coworkers [11]. CO at bridge sites has also been observed on Pt(321) [15], a

stepped surface that has three-atom-wide (11 1) terraces, and additionally on a

stepped Pt surface with six-atom- wide (111) terraces [7]. There is currently no

direct experimental evidence as to whether CO occupies bridge sites on Pt(112).

In this work, TPD and EEL spectra have been obtained as a function of CO

coverage on Pt(335). A model for CO adsorption on Pt( 3 35) is proposed that

incorporates all available information. TPD is used to determine absolute edge

and terrace populations, based on the saturation CO coverage determined by

Lambert and Tobin [2]. EELS is used to obtain the relative concentrations of

bridge and atop CO. The EELS analysis requires crucial assumptions regarding

the EELS cross sections of the various CO species. Both Lambert and Tobin [2]

and Reutt-Robey et al. [16] found no difference in the IR cross sections of atop

CO on the edge and on the terrace; we assume that the same is true of the EELS

cross sections, at all coverages. For CO on Pt( 111), Mieher et al. determined that

the EELS cross section of atop CO is greater than that of bridge CO by a factor of

1.8 at all coverages [14]. Lacking other information, we use this cross section

ratio for both edge and terrace CO on Pt(335), at all coverages.

We use the edge and terrace coverages, and the bridge/atop ratio,

together with plausible assumptions, to estimate the populations of the four CO

species (edge atop, edge bridge, terrace atop, and terrace bridge) as a function

of coverage. At selected coverages, possible structures are proposed, but we

emphasize that we have no direct evidence for these structures. Finally, we
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compare and contrast our results with those of Henderson et al. for CO on

Pt(112) [4].

II. Experimental

Details of the EELS apparatus, sample preparation, and coverage

determination are given in Chapter 2. CO was adsorbed with the sample at 100

K. At coverages below 0.3 ML, annealing has no perceptible effect on the

vibrational spectrum. At higher coverages, as we discuss later, annealing did

irreversibly change the vibrational spectrum. Hence, for the data used in

developing our model, the overlayer was annealed by heating to 280 K for 10 s

and then cooled to 100 K. No increase in CO partial pressure could be detected

during annealing; 280 K is below the temperature where CO desorbs even at

saturation coverage, but much above the temperature (~ 160 K) where CO is

mobile [17].

III. Results

In the following discussion, 0 is total CO coverage in ML, where 1 ML

corresponds to one CO per surface Pt atom. 0, and 6, are the coverages of edge

and terrace CO in ML. 1,,, is the EELS intensity ratio of bridge to atop CO; we

assume 9,]0, - 1.81,, (Note that 1,, is defined as the EELS intensity of atop-

bridge double loss in Chapter 4).

III- 1. TPD

The TPD spectra shown in Figure S—Za indicate that at least two CO

species are present on Pt(335). It has been shown that the high-temperature

peak in TPD data of CO on stepped Pt is associated with steps [7,18,19]. We thus
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assume that the high-temperature peak on Pt(335) is due entirely to edge CO

[2,3]. This assumption is discussed in section 6.1. To determine the relative

weight in each peak, and thus the edge and terrace coverages, we fit the TPD

data to Equation (38) of Chapter 2 [20], assuming that both species follow first

order kinetics. To determine absolute coverages, we use Lambert and Tobin's

measurement at saturation of 0 = 0.63 :i: 0.05 ML [2]. The resulting

experimental values of edge and terrace coverages are shown as points in

Figure 5-3a.

An example of the fit is shown in Figure S-Zb. The "tail" at high

temperature is not fit well. The discrepancy does not appear to be caused

either by a low pumping speed or by surface defects; the tail was not seen with

the same sample mounted in two other chambers. In determining surface

coverages, the high-temperature tail is assumed to be a background desorption

artifact and is ignored.

The TPD data were also used to estimate activation energies and pre-

exponential factors for CO desorption from edge and terrace sites, although

these quantities are not necessary for our model. For edge CO, the desorption

activation energy E, is about 32.0 kcal/mole at low coverage, 28.5 kcal/mole at

saturation, and the pre-exponential factor is about 3 x 1012 s71 independent of

coverage.

The TPD data we observe are consistent with previous TPD studies of CO

desorption from Pt(111) and stepped surfaces. On a stepped surface, when

allowance is made for heating rate, the temperature of the CO desorption peak

from the (111) terrace matches the peak from CO on Pt(111). However, TPD is

not the most reliable way to determine E, [21]. For CO on mu 1), for example,

two TPD studies [10,18] estimated the limiting E, at low CO coverage as 29.6 and

27 kcal/mole. Three other studies that used work function data [22], thermal
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He scattering [23], and laser-induced thermal desorption [24] all found that E,

in the low coverage limit is 32 kcal/mole. The work function study of Norton

et al. [25] provided direct evidence that CO on Pt(111) is not in thermal

equilibrium during TPD.

On stepped Pt surfaces, most of the available information about E, is

from TPD. In a TPD study of CO on Pt(112), in step-terrace notation Pt(S)-

[3(lll)x(100)], McCabe and Schmidt [10] found that E, was in the range of 22.5

to 28.5 kcal/mole. On the same surface, Siddiqui et al. [26] used TPD data to

estimate that E, is 8 kcal/mole larger for CO on the step edge than for CO on the

terrace. In a TPD study of CO on Pt(S)-[3(lll)x(3ll)], McClellan et al. [15]

found that E, a 36 kcal/mole for CO at edge sites and 23 kcal/mole for CO on the

terrace. For CO on Pt(S)-[6(lll) x(100)], Collins and Spicer [18] used TPD to

estimate that E, for CO at the step edge is 33 kcal/mole and that E, for CO on the

(111) terrace is in the range of 24 to 27 kcal/mole. They obtained the same

respective values of E, for CO at the step and terrace sites on Pt(S)-

[6(111) x(lll)]. Also, in an IR study of co on Pt(S)-[29(lll) x(T01)] that did not

rely on TPD, Reutt-Robey et al. [27] found that CO is about 8 kcal/mole more

tightly bound at step sites than it is at terrace sites.

III-2. EELS

We observed both bridge and amp CO on Pt(335), as in our previous EELS

study [6]. The spectra for CO adsorbed at 100 K and annealed at 280 K are shown

in Figure 5-4. The ratio 1,, is plotted as a function of coverage in Figure 5-3b

(hollow circle). At the most dilute coverages (0 s 0.05), only edge CO is

observed with TPD and only atop CO with EELS, so the only species present is

edge atop. Bridge CO is seen in the EL spectra for all 0 z 0.05 ML. Initially,
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between 0 = 0.05 and ~ 0.15, bridge CO is seen only on edge sites, since TPD

shows only edge CO. As the coverage increases (0 z 0.15) and edge and terrace

CO begin to coexist, the EELS intensity of bridge CO relative to that of atop CO

diminishes. The maximum 1,,, is about 0.42 and occurs at 0 = 0.14. At high

coverage, 1,, decreases to about 0.2. The observed 1,, implies that the ratio

0,]0, of bridge to atop coverages rises to a maximum of 0.76 and then falls to

0.36 as 0 continues to increase (based on a constant ratio 1 : 1.8 of bridge to

atop EELS cross section).

It is interesting that edge bridge sites are occupied in the 0 = 0.05 to 0.14

ML range, before occupation of terrace atop sites begins, since generally atop

sites are energetically favored over bridge sites. In addition, the total energy

calculation [13] of Pancir et al. for CO on Pt(112) suggests that, in the limit of

very dilute coverage, adsorption at atop sites on the terrace is favored over

bridge sites on the edge. A strong attractive potential at the edge could explain

why less energy is needed to "squeeze" bridge CO onto edge sites, rather than

adsorb on empty terrace sites.

The effect of annealing the adsorbed layer to 280 K is also shown in

Figure 5-3b. Annealing decreases 1,, at higher coverage, but has no effect on

1,, at low coverage. This effect is discussed in section 6.2.

IV. Model and Analysis of Site Occupation

We wish to determine the individual coverage of four CO species as a

function of total CO coverage: edge atop, edge bridge, terrace atop, and terrace

bridge. The TPD and EELS data provide three numbers at each coverage

studied: 0, , 0,, and 0,]0, . Three numbers are insufficient to determine four

unknowns. We therefore introduce supplementary constraints motivated by
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trends in the data, structural considerations, and analogy with Pt(111). The

need for such assumptions could be eliminated by additional data. For example,

Henderson et al. observed ordered CO structures on Pt(112) using digital LEED

[4]; none of the studies of CO on Pt(335), however, has observed such structures

[2,3]. IR spectroscopy could also provide more detailed information, but the

interpretation of the spectra is complicated by strong dipole coupling [2,3].

IV-l. Very low coverage (0s 0.12)

Because only edge CO is present (0 ~ 0), the TPD and EELS data uniquely

determine the edge bridge and edge atop populations. At very dilute coverage,

there is only edge atop CO, consistent with theoretical predictions for CO on

Pt(112) [13]. The coverage of edge atOp CO versus 0 flattens out soon after edge

bridge CO is seen at 02 0.05. However, 1,,, increases sharply, indicating that

the population of edge bridge CO increases quickly with 0. At 0 = 0.14, 1,,

reaches a maximum and the populations of edge atop and edge bridge C0 are

comparable (0,,[0, ~ 1.8 x 0.42 - 0.76).

IV-Z. Low coverage (0.12 <0s 0.22)

In this coverage region, the TPD data show that terrace CO appears and

increases rapidly, while edge CO grows slowly, reaching a plateau at 0 = 0.22.

At the same time, 1,, drops, indicating that most terrace adsorption occurs at

atop sites, consistent with a structure in which 2/3 of the edge sites are

occupied (0, .. 0.17) with equal populations of edge bridge and edge atop CO, as

shown in Figure 5-5a. The remaining 0.05 ML is then on terrace atop sites.

Based on the observation of Poelsema et al. that defect sites on Pt(111) nucleate

island formation [17], and the strong tilting of edge CO on Pt(112) observed at
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comparable coverages by Henderson et al. [4], we suggest that the terrace CO

occupies sites adjacent to the step edges, as shown in Figure S-Sc. (Similar

suggestions have been made by Greenler et al. [5] and by Henderson et al. [4].)

IV-3. Intermediate coverage (0.22 < 0 s 0.42)

In this range, the TPD data show that edge coverage remains fixed at 2/3

of site occupation (0, = 0.17). We therefore assume that the edge CO structure

of Figure 5-5a remains unchanged. The decrease of 1,, with 0 up to 0 ~ 0.42

indicates that the adsorption occurs predominantly on terrace atop sites. For

simplicity, we assume that all the adsorption in this range occurs on atop sites.

At 0 ~ 0.42, the model gives 0, = 0.25 (1/3 of terrace sites filled) with only atop

CO on the terraces. An ordered (3 x n) structure with these characteristics is

shown in Figure 5-5b.

The model does not agree perfectly with the data. The observed 1,,, in

Figure S-3b has a plateau between 0 = 0.2 and 0.3. At 0 z 0.42, the observed 1,,

is also slightly too large to give the constant 0,]0, =- 0,25 predicted by the

model. A good fit can be obtained by adding a finely tuned population of

terrace bridge CO, amounting to 0.03 ML, or 1296 of the total terrace population.

It seems equally likely, however, that these discrepancies are caused by other

effects, such as different tilt angles for bridge and atop CO or a change in the

EELS cross section ratios.

IV-4. High coverage (0 2 0.42)

At saturation coverage, the TPD data of Figure 5-3a show that 0, -- 0.25,

one CO molecule for every edge Pt atom. Such a dense structure with both atop

and bridge CO is implausible. The observed 1,, rules out the possibility that all
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the edge CO is in bridge sites; we therefore conclude that at saturation the edge

has only atop CO. This is consistent with the tendency of compressed CO

structures on Pt( 1 1 1) to favor atop CO [28]. On the average, then, each CO added

to the edge must occupy an atop site and displace an existing bridge CO to an

adjacent atop site, as shown schematically in Figure 5-6. We assume that this

process occurs at a constant rate between 0 = 0.42 and saturation, as shown in

Figure 5-3c.

Once this assumption is made, the other coverages are fixed by the fact

that both the edge-to-terrace and bridge-to-atop ratios are constant. The

population of terrace atop CO remains constant at 0.25 ML ( 1/3 of terrace sites)

while the population of terrace bridge CO increases linearly to 0.13 ML (1/6 of

terrace sites). If we allow a small amount of terrace bridge CO in the 0.25-0.40

coverage range, and adjust the terrace atop population accordingly, we can

greatly improve the fit. At most, the terrace bridge population reaches 0.03

ML in the 0.25 < 0 < 0.40 range.

At saturation, all edge sites are occupied with atop CO and 5096 of terrace

sites are occupied with a 2 : 1 atop-to-bridge ratio on the terrace. Figures. 5-5d

and 5-5e show two such structures. Both are (2 x n). The structure in Figure 5-

5d is most likely to Show the strong tilting of edge CO observed by Henderson et

al. on Pt(112) [4].

The trend in terrace site occupation versus coverage for CO on Pt(335)

shown in Figure 5-3c is similar to those for CO on Pt(111) shown in Figure 5-7,

obtained by Mieher et al. [14]. Atop CO adsorbs first. Bridge CO starts to adsorb

after the atop CO coverage reaches a plateau and continues to increase up to

saturation.
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V. Discussion

V-l. Comparison between Pt(335) and Pt(112)

Our observations of CO on Pt(335) can be compared with an ESDIAD study

of CO on Pt(112) by Henderson et al. [14]. In discussing Pt(112) ESDIAD

patterns, CO oriented along (112) is said to be untilted, CO tilted away from (1 12)

toward (111) is tilted "upstairs", and CO tilted from (112) away from (111) is

tilted "downstairs", as illustrated in Figure 5-8. Henderson et al. assumed that

CO tilted downstairs was edge CO, while CO tilted upstairs was terrace CO. This

assumption led to an unconventional interpretation of their TPD data. At 0 ~

0.25, a clear low-temperature peak was Observed in TPD, but upstairs-tilted CO

was not seen with ESDIAD. They concluded, in contrast to this and other work

[2,3,10,15,18], that some edge CO, as well as terrace CO, desorbed in the low

temperature peak [4,26]. Such an effect could arise either from a

discontinuous reduction of the binding energy of edge CO at high edge

coverage or from net migration of CO from edge to vacant terrace sites during

TPD.

We do not believe that edge CO contributes to the low temperature TPD

peak from the (335) surface. First, enough CO desorbs in the high-temperature

peak to occupy all of the edge sites; if the low-temperature peak contained

additional edge CO the edge site occupation would be greater than 10096, which

we regard as implausible. Second, partial desorption experiments, in which

the temperature ramp was stopped during or after the low-temperature peak,

showed no evidence for net edge-to-terrace migration, even at the highest

coverages. Finally, the data of Hayden et al. for CO on Pt(335) show that the

low-temperature TPD peak and the high-frequency IR absorption peak

associated with terrace atop CO appear simultaneously, at a coverage of 30-3596

of saturation or 0 a 0.19 - 0.22 [3].
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It is true that there is rapid exchange of CO between edge and terrace

sites. In one isotope labeling experiment [26], the exchange was fast enough to

mix the isotope ratio in the edge and terrace populations to equilibrium in 10 s

at 300 K. It has also been suggested [29] that desorption from the edge

generally involves an intermediate step of first moving to the terrace.

Neither effect, however, necessarily affects the interpretation of TPD spectra.

We suggest that many of the ESDIAD results obtained for CO on Pt(112)

may also apply to CO on Pt(335), especially at low coverage where only edge

sites are occupied, since the surfaces differ only in terrace width. Because the

edge-edge distance on both surfaces is longer than the nearest neighbor

distance of CO on Pt(111) in the (J3 x J3)R30° structure, Henderson et al. argue

that spatial correlations between edges can be neglected at low coverage [4].

Conversely, the observation of bridge CO at edge sites on Pt(335) suggests that

there may be bridge CO on Pt(112). The structures proposed by Henderson et

al. do not include bridge CO [4].

For CO on Pt(112), Henderson et al. reported a (2 x n) LEED pattern when

0 = 0.19 or about 5096 of edge sites are occupied. On Pt(335), we start to observe

bridge CO when only 2096 of edge sites are occupied. When 50% of the edge

sites are occupied, the populations of bridge and atop C0 are equal. It is not

possible to construct a plausible (2 x n) structure containing equal numbers of

atop and bridge CO. Our proposed structure with 2/3 of the edge sites occupied

is (3 x n), as shown in Figure S-Sa, but we did not Observe an ordered LEED

pattern.

At 0 = 0.19, Henderson et al. observed tilting downstairs from (112), with

no tilting along the edge direction. Our model predicts a similar situation for

CO on Pt(335) at 0 ~ 0.12, with 5096 of edge sites and no terrace sites occupied.

At 0 = 0.24, Henderson et al. Observed three CO orientations, all tilted 20°
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downstairs relative to (112), but tilted by -13°, 0°, and +130 along the step edge.

Since no upstairs tilted CO was seen, they concluded that no terrace CO was

present, even though TPD showed a clear low-temperature peak. No LEED

pattern was observed; they proposed a structure with 7596 edge site occupation

[4]. In contrast, in our model. terrace CO is present on Pt(335) at all 0 > 0.12. At

0 ~ 0.22, we would expect ESDIAD of the edge CO to show a pattern qualitatively

similar to the broad pattern observed on Pt(112), due to the influence of CO

adsorbed on terrace sites adjacent to the edge (see Figure 5-5c). Possibly,

terrace CO was present on Pt(112) but was not observed with ESDLAD. It is

notable that for CO on Pt(335), terrace CO begins to be seen at these coverages

in the RAIR spectra of Hayden et al. [3].

At higher coverages, terrace site occupation becomes significant on

both surfaces, so overlayer structures on the (112) and (335) surfaces are

likely to be different. Even so, our structural models have (3 x n) periodicity at

0 ~ 0.42 and (2 x n) periodicity at saturation, similar to the LEED patterns

observed on Pt(112): (3 x 1) at 0 = 0.46 and (2 x 1) at saturation [4].

Since Henderson et al. observed that CO tilted as much as 38° from the

average surface normal in their experiments on Pt(112) [4], it is necessary to

consider the effect such tilts could have on our interpretation of EELS

intensities (although an EXAFS study of CO on Pt(335) concluded that any

tilting was much less extreme [30]). Within the dipole approximation, the cross

section of a molecule tilted by angle 1) is reduced by a factor of cos2 4:, or 0.88

for q) - 20°and 0.62 for d - 38°. This could affect our experiment in two ways.

First, if 40 of atop and bridge C0 are radically different, either on the edge or

on the terrace, our assumption of a fixed 1 : 1.8 cross section ratio is incorrect.

A large difference in d is unlikely, however. Second, if edge CO is tilted more

than terrace CO, then it contributes less EELS signal than we assume, and our
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interpretation of 1,,, is inaccurate. On Pt(112), a large difference in (p is seen

only at the highest coverage; at edge sites, half of the CO is tilted 38°

downstairs, the remaining edge CO is oriented nearly along (112), and the

terrace CO is tilted 13° [4]. We have modeled both the intermediate coverage

and high coverage structures and find that such tilts change 1,, by less than

1096.

Another difference between our results for Pt(335) and those of

Henderson et al. for Pt(112) is that several attempts to observe an ordered

overlayer pattern with LEED, both at 100 K and after annealing up to the

desorption temperature, were unsuccessful even though the clean surface

gave clearly defined substrate spots. The explanation may be technical; the

digital LEED used by Henderson et al. is far more sensitive to weak spots on a

diffuse background than is the visual LEED that we used. As Henzler has

shown [31], point defects such as kinks increase the background brightness

and reduce the sharpness of the diffraction spots.

V-2. Effect of Annealing

Our EELS data for CO on Pt(335), shown in Figure 5-3b, indicate that with

0 > 0.4, annealing the overlayer to 280 K transfers population irreversibly

from bridge to atop sites; the effect is not observed at low coverages. Hayden et

al. [3] also Observed that annealing irreversibly changed the vibrational

spectrum of CO on Pt(335), while for CO on Pt(111), Mieher et al. observed

reversible site exchange between bridge and atop CO as a function of

temperature [14]. The site-to-site hopping rate of CO on Pt(111) terraces

increases by five orders of magnitude between 105 and 195 K [16], so it is not

surprising that the layer does not reach equilibrium within minutes at 100 K.

It is interesting that the effect of annealing depends on coverage.
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At low coverage, below 0 = 0.3, annealing has no observed effect,

indicating that bridge-atop equilibration occurs within a few minutes even at

100 K. We cannot prove with EELS that edge-terrace equilibration also occurs,

but substantial movement of CO from terrace to edge would probably affect the

bridge-to-atop ratio, especially at coverages near 0 = 0.1, where added edge CO

increases the population on bridge sites, while on the terrace only atop sites

are occupied. It appears that with 0 < 0.3, the overlayer is fully equilibrated

within a few minutes at 100 K. In our model of the adsorption process, some

rearrangement is needed to reach the edge structure shown in Figure S-Sa.

Apparently the barrier to mOtion along the edge is low enough to allow this to

happen. The CO that adsorbs on the terrace is also able to migrate the few sites

needed to reach the edge.

At 0 > 0.14, adsorption occurs both at terrace bridge and at edge atop

sites, and annealing has a dramatic effect. The barrier to equilibration is

greater. We believe the barrier is associated with the rearrangement involved

in adding CO at the edge, as shown in Figure 5-6. Each new CO at the edge goes

to an atop site and displaces a bridge CO to an adjacent atop site. The increase

of two atop molecules and loss of one bridge molecule affects the bridge-to-

atop ratio. The activation energy of a complicated two-molecule process like

this one is likely to be larger than that of a simple one-molecule process. This

explains the inability to reach equilibrium at 100 K with 0 > 0.4.
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VI. Summary

There are four CO species on Pt( 335): edge atop, edge bridge, terrace

atop, and terrace bridge. We have proposed a model for the populations of

these species as a function of CO coverage that explains our TPD and EELS data.

The interpretation of the EELS data is sensitive to certain assumptions. The

model should therefore be taken only as indicative of general trends.

These trends are as follows: At low coverage, edge sites are favored,

with edge atop sites filling first, followed by edge bridge sites. The edge

structure is stabilized when 2/3 of the edge sites are filled, with roughly equal

concentrations of bridge and atop CO. AS terrace sites then begin to fill,

terrace CO adsorbs preferentially on atop sites until 1/3 of the terrace sites are

filled. Subsequent terrace adsorption then occurs on bridge sites.

Simultaneously, CO adsorbs on edge atop sites, displacing the existing edge

bridge CO. At saturation, the edge is fully saturated with atop CO, 1/2 of the

terrace sites are occupied, and the ratio of atop to bridge CO on the terrace is 2 :

1. The activation barrier to equilibrium is greater at 0 > 0.4 than at 0 < 0.3.

For 0 < 0.3, equilibrium is reached within a few minutes at 100 K. For 0 > 0.4,

annealing to 280 K allows the overlayer to reach an equilibrium state.
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Figure 5-2. (a) TPD spectra of CO on Pt(335) at various coverages. The

overlayer was annealed to 280 K and cooled to 100 K before desorption. The

individual spectra have CO coverages of (a) 0.015, (b) 0.026, (c) 0.053, (d) 0.10,

(e) 0.13, (f) 0.17, (g) 0.21, (h) 0.30, (i) 0.42, (j) 0.46, (k) 0.56, (l) 0.58, and (m) 0.63

ML. (b) Typical two-component fit to the TPD data, at 0 = 0.58 ML.
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population ratio 0J0, . Crosses were measured after annealing; open circles

were measured after annealing to 280 K. The line is from our model. (c)
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Figure 5-5. Possible structures of CO on Pt(335). (a) Edge structure with 2/3 of

edge sites filled. (b) Proposed structure at 0 = 0.42. (c) Proposed structure at 0

= 0.22, showing partial occupation of terrace sites adjacent to the edge and

possible tilting of edge CO. ((1) Two possible structures at saturation ( 6 =0.63).
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{—— New atop CO

 

Figure 5-6. Sketch showing the addition of an atop molecule to the edge,

accompanied by the displacement of one bridge CO to an adjacent atop site.

Each additional molecule adds two atop COs and removes one bridge CO.
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Figure 5-8. Sketch to illustrate the tilting of CO on Pt(112). Adapted from ref.

[4].
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CHAPTE? 6

ELECTRIC FIELD SCREENING IN AN ADSORBED LAYER:

CO ON Pt(111)

I. Introduction

In this chapter, we present important measurements of CO on Pt(111).

We then compare the measured Stark tuning rate for CO on Pt(111) with that

for edge CO and terrace CO on Pt(335) [1]. Our data indicate that the Stark

tuning rate of terrace CO is significantly suppressed and not that the Stark

tuning rate of edge CO is significantly enhanced.

The conclusion in Chapter 4 suggests that the observed difference

between the Stark tuning rates of the two CO species on Pt(335) results from

different screening of the IR and DC fields; the physical mechanism is

suggested. Surprisingly, we observed another example of such a difference in

CO on Pt(111). The presently adopted physical picture of electric field

screening at surfaces cannot explain the observed data.

A conceptual model that is widely used to explain infrared (IR)

vibrational spectra of adsorbates on metal surfaces provides the physical

picture of electric field screening at surfaces. The model assumes that the

interaction between the IR electric field and the adsorbate is local. In this

standard model, coverage-dependent effects are caused by dipole-dipole

coupling [2,3,4,S,6,7,8]. Support for the model has come from isotope

substitution experiments. Deviations from the standard model are explained as

a chemical effect: as coverage changes, the individual molecules change. The

standard model is generally presumed to be correct and is reviewed in section

II.
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In this chapter, we present material largely based on an experimental

paper submitted to Chemical Physics Letters [9]. In the present experiment, CO

on Pt(111) was studied as a function of CO coverage. Vibrational spectra were

obtained with reflection absorption IR spectroscopy (RAIRS) and

electroreflectance vibrational IR spectroscopy (EVS) [10]. A single tunable

diode laser was used for both. The combination of RAIRS and EVS gives the

Stark tuning rate and IR absorption cross section of CO, which are indicative of

CO's response to the static and the IR electric field separately. In the standard

model, coverage dependence comes from induced dipole fields that screen the

applied electric field. The same screening is expected for CO responses to both

static and IR fields. Our data indicate that the static and the IR screening

depend differently on coverage. The standard model does not explain our data.

Our measurements were carried out in ultrahigh vacuum (UHV). Other

researchers have measured the vibrational Stark effect of CO on Pt( 1 1 1)

electrodes in electrochemical cells [1 1,12,13,14,15,16,l7]. A simple model would

predict the same response to the local field in the two environments. Our data

show that with CO on Pt(111) in UHV, at low CO coverage, the effect of applied

electric field is only half that inferred from measurements in electrochemical

cells. Such a direct comparison is made for the first time.

11. Dipole-Dipole Screening

“-1 The Standard Model

The dipole-dipole coupling model was originally proposed by

Hammaker, Francis and Eischens [3]. The model has since been refined by

Mahan and Lucas [4], Scheffler [5], and Persson and Ryberg [7]. The

development of the model has been summarized well by Hollins and Pritchard
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[8]. The dipole coupling model has been successful in explaining certain

aspects of the vibrational spectra of adsorbates, but we will show in later

sections that it fails to account for the difference we observe in the screening

of the IR and electrostatic fields at CO's adsorption site.

In the remainder of this section, we intend to derive screening within

the standard model for the IR cross section and the electrostatic field of a

uniform adsorbed layer, of identical molecules.

In the standard model, many molecule systems are considered. The

equation of motion can be written by treating adsorbates as point dipoles and

coupled oscillators:

we.+(2ucuA)ic.+(4u1c’u)v3x.«Mn-215;?» (1)
psi

We have included the vibrational damping term A in Equation (1); u is the

reduced mass of adsorbate, v, is the singleton (intrinsic) frequency of

adsorbate i, e * is the dynamic dipole moment of the adsorbate (e * is the same

as au used in previous chapters), E0 is the external applied field, and 1331;" is

an induced dipole field from adsorbate j to adsorbate i. If consider every dipole

moment as a harmonic oscillator where Jri «exp(-iz.1rcvt) , in Equation (1) can

be written as

4.1ltzr.";r(v,z - v2 -[ivA])x, -e *(E0- 2523’”) . (2)

Similarly, the dipole field is

5511;” "PJUU (3)

with P, - e* Jrj + 02,”?0 + Ear”). (4)

-1

Here, Ur is dipole coupling between molecules i and j. For a point dipole well

outside an ideal planar surface, U” 0: l/xg [4,5,6]; where xv is the distance

between molecules 1 and j, and the summation includes both real and image
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dipoles. However, Persson and his co-workers [7,18] have pointed out that the

0

distance from the center of the CO bond to its image is so small (about 2 A) that

a classical treatment of the image fields is unrealistic. Instead, self-image

effects are incorporated into the values of e“ and v“ and the coupling U”. is

determined by a fit to the data.

In Equations (3) and (4), P} is the total dipole moment of adsorbate j, ( )

in second term in Equation (4) is the total electric field acting on adsorbate j,

and a, is the electronic polarizability of adsorbate j. By rearranging Equation

(2), we obtain

 

 

(8*): '-oi)

* - I.
e x, 4n’c’p(v:- 2--[ivA])(EO Eff" )

no

1--(v/v.)1a-'va/vf)‘a’ 2.3"” ) (5)

with a, -(e*)‘/(4Jr’c2uv}). ‘ (6)

In Equation (6), the vibrational line shape for molecule i is approximated as

Lorentzian at v~v,.. Here, a is defined as vibrational polarizability of

adsorbate i, and A is correlated to the line width of the vibrational band. For

CO on Pt(111), line width is usually about 3-5 cm'l.

If we substitute dummy variables of j -> i and k -> j in Equation (4) and

apply Equations (3) and (S) to it, we get

 P. -(a.+ )(E.— 20010,) (7)
1- (VluYa- i(vAIV.’) ,-..

The second term in Equation (7) is usually called local field at site i, which can

be expressed as

(Eu-)1 ' Eo " EUUPJ' ' 7:80 (8)

jut

where y, is a screening factor. The first term in Equation (7) is called

polarizability of molecule i, a,(v) . Therefore, Equation (7) can be rewritten as
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R. -a,(v)(E,oc), (9)

0:

1-(v/v,)2 -i(vA/v3)'
(10)

 with a,(v) - a, +

Note that we approximate Equation (10) as Lorentzian at Van v,: (VA/v3) «1 Ali/...

The physical picture of this derivation can be viewed as follows: when

simple molecules, such as CO, adsorb on a transition metal surface, electric

dipole coupling between adsorbed molecules results in screening of an applied

field. To be more specific, if we apply an external electric field E0 onto the

surface, it induces a dipole moment P, on adsorbate 1'. At the same time, the

dipole moments of other adsorbates, induced by the same field, provide

opposite fields to cancel partially the applied field as shown in Figure 6-1. If

the applied field is small enough that only linear response needs to be

considered, the local field at site i can then be obtained as indicated in

Equation (8).

In the model, a, is treated as frequency independent. Applying

Equation (9), the screening factor for an ordered layer'of identical molecule

species can be written as

E, ' 1+ aU(0)

where (7(0) - 2U” , the coverage-dependent dipole coupling parameter, and we

jul -

replace v, with v0 for all molecules being identical.

When the applied field has frequency different from resonance

frequency, Il-(v/vo)‘|>>(vA/v,’), the screening factor can be

straightforwardly written as

y-Pfi- 1-(v/vo)2 (12)

E, [1+ a,t7(0)][1-(v/v,)21+ a,t7(0)
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When the frequency of the applied electric field (IR field) is about the

same as the resonant frequency, the screening of the applied field becomes

quite complicated. We defined y”, as the screening factor of the IR cross

section instead of the screening factor of the IR field, so y”, is directly

measurable from RAIRS experiments. We state that the IR cross section is

reduced by a factor of (y,,,)2 due to the dipole coupling effect. The derivation

of y m is presented below.

The relationship between the applied field and the final dipole moment

of an adsorbate in an ordered layer of identical molecules can be derived from

Equation (9):

P- a(V)(E,..)- 560E.

a(V)

1+ a(v)t7(0)'

 

with (5 - (13)

As mentioned in the Chapter 2, reflectivity changes due to adsorbed

molecules are measured in RAIRS. For the angle of incidence of an IR beam

being 85°, as in our case and most of the cases, the change in reflectivity at

near resonant frequency is, to good approximation [19],

' 2

95- -32u2vs"‘ “b
R 6084)

 (0 xn,)1m(&). (14)

Here, are is defined in Equation (13) and d: is the angle of incidence. Also, 0 is

coverage of adsorbed molecules and n3 is the number of substrate atoms per

cmz. By performing the Im[&] calculation in Equation (14) and assuming A in

Equation (10) to be infinitesimally small, equation (14) gives [7]

 

 

9.5... -8m,2§i_‘_‘f£ a, _ a.

R ° cos.) (0 ”3) [1+ a,t7(0)]26(v V ) (15)

With v voJl + ——1+080(0) (16)
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Here, v* is the observed vibrational frequency in RAIRS and v0 is the

vibrational frequency at coverage 0 without dipole-dipole interaction

between adsorbates; v0 is affected by the chemical effect only and is discussed

in the next section. Using Equation (15), the (integrated) absorption cross

section can be readily obtained:

1(0) -f%dv or v026 0‘" (17)

[1 + 0517(0)]Z

 

As stated in Equation (6), a, «(e *)'-’, so Equation (17) can also be expressed in

terms of e*:

1(6) 0‘ 1'36()',,.e*)2 (18)

l

-——=—. (19)

1+ a,U(O)
With YIR'

Here, y R e* is the screened dynamic dipole moment. In Equations (17) and

(19), (7(0) is related to the structure of the adsorbed layer, so is strongly

coverage dependent. For CO on Ru [7], a, is approximately coverage

independent. Although v0 is observed to be coverage dependent, the change

due to coverage is less than 2%. The frequency shift in v0 is significant

enough to be observable but is not significant enough to change the intensity;

v0 is approximated to be coverage independent in the calculation. Also, (7(0) =

0 at 9 -e 0; no dipole coupling occurs as the total coverage 0 approaches zero.

From Equation (18), IR field absorption per adsorbate, l(0)/6, at 6 is a factor of

y}, less than at zero coverage; note that y, = 1 at 0 -e 0. Experimentally, we

obtain ya, from the IR absorption cross-section:

“((2)/0 ( 20)

1’0! ’1 10

where I, - lim Hum]01
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Using the result in Equation (12) at zero frequency, electrostatic field,

we obtain

1

- .. . 22
”C 1+(a,+a,)U(0) ( )

 

For CO, av/a, ~ 0.1 [7,18], so the model predicts that with a single species

the screening factors ya, and yDC are nearly equal. For CO on Pt(111), two

different species are observed. The line of derivation along the standard

model can be extended straightforwardly. While the final results for both y m

and he become much more complicated, the major conclusion stands:

71R "’ YDC°

As indicated above, YR can be measured in RAIRS. In Chapter 3, we

showed that yDC can be determined in the Stark tuning rate measurements.

Usually, the standard model provides good explanation for RAIRS data. The

Stark tuning rate measurement provides another aspect to test the standard

model.

lI-Z. Determination of (1,, a“ and (7(0)

In the standard model, physical and chemical effects are divided rather

distinctively. From Equation (16), observed frequency v* is equal to singleton

v0 when the dipole coupling is turned off by setting (7(0) - 0. In the model,

the frequency difference between v*(0) and v0(0) at 0 is attributed to a

"physical effect" (dipole coupling). while the difference between v0(6) and

v0(0) (singleton frequency at near zero coverage) is attributed to "chemical

effect". The coverage-dependent v0 is considered to be attributable to charge

rearrangement between surface atoms and adsorbates.
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The singleton frequency Va is determined from the dilute limit of

isotope substitution experiments. The experiments are carried out with fixed

total adsorbate coverage. One measures the vibrational frequency of adsorbate

in a uniform molecular layer, say 12050. The next step is to partially substitute

12C160 by a different isotope of CO, 13C130 for example. Because v 0: J17): , the

frequencies of the two isotopes are different. For CO on Pt(111), the difference

can be as big as 100 cm‘1 and can significantly reduce the coupling between

oscillators, while the chemical interactions should be independent of isotope.

When 13C130 replaces almost all the 12C150, the coupling effect to 12C160 is

considered to be about zero. This condition is called dilute limit and the

vibration frequency of 12C160 measured at the dilute limit is called singleton

frequency.

In applying the standard model for a quantitative analysis, determining

the values of three parameters, a,, a,, and (7(0), is critical. In earlier stage of

studying CO on Pt(111), for example, Mahan and Lucas [4] employed a gas phase

value for (1,. They also determined a, from analyses of EELS and RAIRS

measurements; their value for a, is quite similar to the gas phase value

because they did not take screening (due to surrounding adsorbates) into

account. As a consequence, they were not able to obtain a correct frequency

shift in this case; their calculated frequency-shift is far too small.

later, Persson and his co—workers [7,18] combined the standard model

with isotope substitution measurements to determine correct values for a, , a, ,

and (7(0) that enabled them to reproduce the correct frequency shift and

absorption intensity for CO on Cu [18]. For a, of CO molecules, the value

obtained from their calculations is about four times bigger in adsorbed phase

than in gas phase. The difference is related to significant charge

rearrangement between CO and metal atoms, a chemical effect [7,20]. Values of
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a, and a, employed in our analysis for CO on Pt(111) are obtained by this

means by Schweizer et a1 [21].

One can also estimate (7(0) using classical approaches that require the

knowledge of adlayer structure and the spacing between adsorbed molecule

and image plane, d (Note that (7(0)- 2)..-U,-, with (1,}. or l/xijf; where x,j is the

distance between molecules i and j, and the summation includes both real and

image dipoles). Usually, the adlayer structure is determined from a low energy

electron diffraction (LEED) measurement [22]. Using LEED to determine

surface (two-dimensional) structure is very similar to using x-ray diffraction

to determine the bulk (three-dimensional) structure of a crystal. However,

due to the small mean free path of an electron with the energy range (around

100 eV) applying to the LEED measurement [23], observed LEED pattern is

restricted to surface only. With progress in instrumentation, it may be

possible to measure adlayer structure more directly by using a scanning

tunneling microscope [24].

The concept of image plane in classical electrodynamics, for d greater

than 500 A, is considered clear. However, the definition of image plane

becomes ambiguous when d is very close, say within a couple of A. To simplify

the problem, a transition metal in this case is approximated by a jellium model

[18,25] that replaces the discrete ion cores with a uniform, positive charge

background with a density equal to the spatial average of the ion charge

distribution. The distribution of the positive charge background is assumed to

have a sharp edge where the charge density goes discontinuously to zero. This

sharp edge is called the "jellium edge". The jellium edge is set at one half of

the spacing between neighboring metal molecules, i.e., by al4 where a is the

metal lattice constant as indicated in Figure 6-2 [18]. Electrons are free in a

jellium model and spill out into the vacuum region, creating an electrostatic



142

dipole layer at the surface. There is no sharp edge to the electron distribution.

We can, however, locate an effective surface, or image plane, at

dn( z)
__

23dz) ()2., =1; dziz

where n(z) is electron density and 20 is the distance between jellium edge and

image plane. Consequently, the spacing between an adsorbed molecular dipole

and image plane is approximately, as shown in Figure 6-2

1 1
a - am +5ng -Za -:, (24)

where Cu, C, and 0 refer to surface copper atoms, carbon, and oxygen atoms,

0

respectively, in the case of CO on Cu(100). Usually d is very close to 0.8 - 1 A.

For CO on Cu and Pt, (7(0) is actually not very sensitive to the exact value of d .

II-3 Summary

In summary, the standard model provides a way to estimate screening of

. an applied field. For an ordered array of identical molecules, the screening

factor can be written as

1
-____, (11)
1+ aU(O)

1’

where U(0)-2j,,U,j. Suppose a is Lorentzian as a function of optical

frequency v:

a

1- (Viva)2 - i[A/v0]

 

a(v)- a, + (10)

where v0 is the resonant frequency, A is the width, and a, and a, are the

electronic and vibrational polarizabilities, respectively. Then it has been
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shown that the effect of a, is to reduce the IR cross section per molecule by

the factor Um)”, where

l

m ‘2“
YIR

The effect of a, on the IR cross section is the same as if E,“ had been reduced

at all v by a factor y ,R . The same model predicts that at v =0

1

YDC - 1+(a. + a,)(7(0)'

 

(22)

For CO, avla, ~ 0.1 [7,18], so the model predicts that with a single species the

screening factors y”, and ch are nearly equal.

111. Experimental

Technical details such as sample preparation and RAIRS, EVS and TPD

method used in the experiments are described in Chapter 2. The CO overlayer

was prepared by dosing with the sample at 200 K, annealing at 260 K, and

finally cooling back to 200 K before beginning IR spectroscopy. During EVS, a

100 kHz potential was applied between the sample and a spherical counter

electrode. The rms average of static electric field applied to the surface,

weighted by light intensity at the surface, was measured to be about 3 x 104

V/cm. The CO coverage was determined with TPD. The TPD coverage was

referenced to the 0.5-ML coverage obtained by saturating the surface with CO

at 200 K and then annealing at 298 K. The present IR spectra are of the C=O

stretch mode of atop' 13C130. The resolution for the diode laser was about 0.3

cm-l. The angle of incidence of the light was 85.0 1 02°.
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IV. Results

Spectra of CO on Pt(111) obtained with RAIRS and EVS are shown in

Figures 6-3 and Figure 6-4. The RAIRS and EVS spectra at each coverage were

measured sequentially. Similar spectra measured on other days are not shown

in these figures, but are included in the analysis presented below. Numerous

other RAIRS studies of CO on Pt(111) in UHV have been reported

[6,21,22,26,27,28,29,30,31,32,33,34,3S,36,37,38]. In Figures 6-5 and 6-6 we

compare our data with other measurements on single-crystal samples for

which sufficient information was reported to extract the frequency and

integrated intensity as a function of coverage. The coverage dependence of

our data is in general agreement with earlier results.

In Figure 6-5, we present the peak frequency as a function of coverage;

to facilitate comparison, we have scaled our measured frequencies by a factor

of 1.049 to correct for the difference in reduced mass between 13C130 and

12C150. Our measured integrated intensities are presented in Figure 6-6,

together with those of other groups. The intensities reported by Beckerle et al.

[27], using an angle of incidence of 87°, are a factor of 2.6 a: 0.2 larger than

ours, measured at 85°, while the expected ratio of 1.14 is significantly smaller

[39]. The difference between the two experiments is not understood. The line

widths are consistent, but the peak absorptions are non With 0.5 MI. coverage,

we saw a FWHM of ~ 3.5 cm-1 at 200 K in our fully resolved spectra, and a peak

absorption (on four different days) of 5.596, 5.896, 696, and 796; at the same

coverage, Beckerle et al. saw a FWHM of 3.5 cm-1 at 150 K using a spectrometer

slit width of 0.9 cm-l, and a peak absorption of 14.596. The angle of incidence

was not reported for the other data sets. It is noteworthy that none of the

intensity curves extrapolate to the origin; presumably this is due to systematic

errors in the coverage determination or background subtraction. As a result,
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determinations of the IR absorption cross section per molecule at very low

coverages are subject to large uncertainties.

The spectra in Figures 6-3 and 6-4 are sensitive to yDC and ym. One

finds y ,R from RAIR spectra, as indicated in Equation (20):

AR
— 2

n. a (f R (Iv/9.)" (25)

where 6,, is the coverage of atop CO; both bridge and atop C0 are observed on

Pt(111) and we focus on atop CO spectra here. The data are also sensitive to the

coverage dependence of the screening of the static electric field. The

measured Stark tuning rate (or external field Stark tuning rate) from

equivalent coverage RAIRS and EVS spectra is

(dv/dEo) - yDC(dv/dE,x). (26)

Here, 80 and E,“ are the static applied and local electric fields, respectively

(also see Chapter 3). In the approximation that the response of the molecule to

E,“ is independent of coverage, then (dv/dEm), the intrinsic or local field

Stark tuning rate, is independent of coverage and

yDC 0: (dv/dEo). (27)

A plot of (dv/dEo) versus 6 is shown in Figure 6-7a. If the standard

model is correct, individual molecules independently interact with E”, and

the observed (dv/dEo) versus 0 should have the same functional form as y m.

The coverage dependence of he and 7,, are compared in Figure 6-7b.

Both are normalized to the values at 0.5 ML coverage. To obtain ya, from

Equation (8), it is necessary to know 0‘. To estimate 9,, from 6 we used the

experimental correlation observed by Mieher et al. [40] and shown in Figure 5-

7 of Chapter 5. There is more scatter in rm at low coverage than at high

coverage. This is probably due to error in measured 0 . Since y ,R is related to
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the intensity per atop CO it is very sensitive to error in measured 6 at low

coverage.

V. Discussion

Both y”, and he in Figure 6-7b decrease monotonically with increasing

total CO coverage, as one would expect; with more CO on the surface there is

more screening. But the coverage dependence of the two quantities is not the

same, and this difference is surprising. The standard model of dipole-dipole

coupling would predict that y”, ~ yDC. This prediction is rigorous if all the

molecules are equivalent. Because of the statistical distribution of adsorbates

and the presence of two species (bridge and atop), the true situation is more

complicated, but the large systematic difference between y ,R and yDC remains

inconsistent with the standard model.

One explanation for the difference between y”, and y DC in Figure 6-7b

is that IR and static electric are screened differently. There is reason to expect

some difference between y,R and yDC, but a difference as large as we observe

is unexpected. Jellium models predict [41] only a small change in distance

between the image plane and the outermost layer of atomic nuclei between v =

0 and 2000 cm‘l. Ab initio calculations of yDC at the Al(100) [42] and Ag(100)

[4] surfaces have found a strong dependence on lateral position, but the

frequency dependence has not been investigated. The standard dipole - dipole

coupling model, based on the data of Schweizer et al. [21] for CO on Pt(111), and

with l A spacing between the dipole moment center and the image plane for

both CO species, bridge and atop , gives y”, = l at 0 = 0 and rm = 0.71 at 0 = 0.5.

(The 1 A distance was used by Crossley and King in Ref. [6]. Independent

estimates of 0.41 :4 and 1.29 A are discussed near the end of this section.) The

standard model is consistent with a linear fit to our data for y ,R. The standard
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model would also predict the same coverage dependence for yDC, which is

inconsistent with our data.

In the standard model, y”, and the integrated absorption are related

through a sum rule. It is plausible that the same rule continues to apply in

situations where the nuclei and surrounding charge move together. The

situation with CO on Pt(111) is more complicated: a current flows between the

molecule and the metal as the molecule vibrates. This current makes an

important contribution to IR absorption. On a transition metal, charge

exchange between the 23* orbital of adsorbed CO and the metal generally

enhances e“ by about a factor of two [7,18,20,43] as discussed in section II-Z.

In particular, for CO on Pt(111) [21] the vibrational polarizability of atop CO is

a, =0.22 .33, so e" is a factor 1.9 larger than in free CO. The IR absorption is

proportional to (e‘“)2 . Direct evidence of current between adsorbed CO and Pt is

seen with nuclear magnetic resonance (NMR) [44].

Even with current between the molecule and the metal, it is still true

that C and 0 nuclei vibrate in response to E,“ acting _on them at the IR

frequency. The vibration of the C and 0 nuclei is ultimately responsible for

the IR absorption. Likewise, the Stark effect arises because static (53,0c changes

the equilibrium positions of the nuclei [43,45]. As CO coverage changes,

however, there is no simple relationship between vibrational amplitude of the

nuclei at a fixed IR frequency and the integrated IR absorption.

Proportionality between integrated IR absorption per molecule and (ya, )2

depends on a subtle sum rule, which has not been proven for a situation as

complicated as this. An excellent summary of screening calculations has been

given by Mahan and Subbaswamy [46].

A chemical effect - that is, variation of the properties of the individual

molecules with coverage -- could in principle account for the observed
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difference between dv/dEo and y ,Re'“, but such an explanation can be excluded.

As indicated in Chapter 3, Lambert has shown [47] that for CO, (dv/dEo) at e * a”,

where a30 is the coefficient of the cubic term in the Taylor expansion of the CO

potential. Because both of the quantities plotted in Figure 6-7b are

proportional to e*, no variation of this quantity with coverage (caused, for

example, by a variation in 2n* backbonding) can account for the difference

between them. A chemical explanation would require a strongly coverage-

dependent a”; its value at 0 = 0.15 would need to be ~ 1.6 times larger than at

0 = 0.5. This could occur only if the dissociation energy D, of CO at the lower

coverage were ~ 2.5 times smaller than at 0 = 0.5, since for a Morse potential

D, or l/(aaof. (As indicated in Chapter 4, D, is in the range 140 - 200 kcaI/mole

at 6 = 0.5 [48]). According to Weinberg and Merrill [49], such a large change

in B. would change the CO bond length by 0.4 A; a LEED study by Ogletree et

al. [50] found that the bond length changes by less than 0.03 A. a chemical

explanation for our results can therefore be ruled out.

Our measured values of (dv/dEo) are shown in figure 6-7a. In the limit

of low coverage, screening by coadsorbates should be negligible, so if there is

no other screening mechanism (dv/dEo) should approach (dv/dEbc) . From our

data, in the limit of low coverage, (dv/dEo) = (7.5 t 0.9) x 10'7 cm-l/(V/cm). As

mentioned in Chapter 3, surprising results for (dv/dEo) were reported in a

previous experiment [I] with CO on Pt(335). The Pt(335) surface is stepped with

four-atom-wide (111) terraces. In the experiment, RAIRS and EVS were used to

study atop CO both at edge sites and at terrace sites. The observed (dv/dEo) for

CO at edge sites was at least ten times larger than for CO at terrace sites. Our

measured value of (dv/dEo) for CO on Pt(111) is quite comparable to (7.5 :1: 2.0) x

10"7 cm'l/(V/cm) of (dv/dEo) for edge CO, while it is much larger than the

value of (dv/dEo) , < 0.8 x 10‘7 cm‘l/(V/cm) for terrace CO on Pt(335). We thus



149

conclude that (dv/dEo) of terrace CO on Pt(335) is significantly suppressed

rather than that (dv/dEo) of edge CO being significantly enhanced.

Our observation of y ,R It yDC with CO on Pt(111) makes a physical

explanation that accounts for the (dv/dEo) data of CO on Pt(335) more plausible.

The observed (dv/dEo) for CO at edge sites was at least ten times larger than for

CO at terrace sites. However, the IR cross section of CO is about the same at

either site. In other experiments, Reutt-Robey et al. [51] have also found that

the IR cross section of CO on stepped Pt is the same at edge and terrace sites,

while Borguet and Dai [52] have found some evidence that on Cu, electric field

enhancement slightly increases the IR cross section of CO at edge sites. If E,“

response of CO at edge (e) and terrace (t) sites is assumed to be about the same,

then yfk ~ yjk but y'DC > 10y'DC. This is similar to, but even more dramatic than,

the effect that we observe with CO on the flat Pt(111) surface.

Similar measurements have been reported by others for CO at a Pt(111)

electrode in electrochemical cells [11,12,13,14,15,16,l7]. In the electrochemical

experiments, the strong dependence of E». in the double layer on electrode

potential <l> is used to vary the resonant vibrational frequency of the adsorbed

CO. The measured quantity is (dv/d<l>) where (D is the Pt(111) electrode's

potential relative to a reference electrode. The electrochemical experiments

observe a factor of two change in (dvld¢) between low CO coverage and high

CO coverage [11] similar to the coverage dependence of (dv/dEo) seen in UHV.

A model of the double layer relates E,“ to (1). Consequently, the

electrochemical experiments can also be used to estimate (dv/dEbc) . For an

aqueous electrolyte, Chang et al. [11] found that (dv/d<l>) = 44 cm‘l/V with a CO

coverage of 0.12 ML Models of the aqueous double layer predict [43] that

(dEbc/ddn ~ 2.8 x 107 (V/cm)/V. Consequently, (dv/dEbc) ~ 16 x 10'7 cm'
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1/(V/cm) at 0.12 ML. Consistent results are also obtained with non-aqueous

electrolytes [13,17,53].

The difference between (dv/dElx) from experiments in vacuum and at

the electrochemical double layer for CO on Pt(111) is very surprising. A

previous measurement of (dv/dEbc) for CO on Ni(100) in UHV [43] is consistent

with (dv/d<l>) observed for CO on other metals when allowance is made for the

effect of the metal on e*. (No IR spectra with CO on Ni at the double layer have

been reported.) The present [9,26] experiment of CO on Pt(111) provides the

first direct comparison between (dv/dEbc) measured in UHV and at the

electrochemical double layer.

A possible explanation for the apparent difference in (dv/dEbc) between

UHV and the double layer is that in UHV there is a significant amount of

screening of E0 by conduction electrons from the metal; this screening is

much less at the electrochemical double layer. The model of Schmickler and

Henderson [54] for the aqueous double layer includes a 3 eV repulsion barrier

that electrons from the metal must surmount to enter the liquid. There is

experimental evidence [55] for such a barrier.

The plausibility of screening as the explanation for the apparent

difference in Stark tuning rate in UHV and in electrochemical cells can be

tested by comparison to simple models. For screening to explain the observed

difference, conduction electrons on Pt(111) in UHV would need to cause I’ve <

0.5. This is only possible if the image plane is outside the point at which the

local field is evaluated.

One estimate comes from fits of the standard model to RAIR spectra of CO

on Pt(111). The best fit is with the center of the CO bond ~ 1.1 :1 relative to the

image plane.
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A free-electron jellium model gives another estimate. A free-electron

jellium model does not necessarily apply to a d-band metal like Pt [56], but it is

a reasonable first approximation. The equivalent free-electron density is

estimated as the formal valence charge of the Pt atom (8e) in each unit cell

[57]; in atomic units, the radius of a sphere containing one electron is r, =

1.45. The jellium model of Lang and Kohn [25] places the jellium edge on

Pt(111) 1.13 :4 outside the top layer of atoms (half the layer spacing). They do

not solve the model for r, > 2, but a linear extrapolation puts the image plane

0.89 :1 outside the jellium edge. The total distance from the outer plane of

metal atoms to the image plane is 2.02 .71. In comparison, the measured [50] Pt-

C bond length for atop CO on Pt(111) is 1.85 A and the C-0 bond length is 1.15

A. The center of the C-0 bond is 2.43 :1 outside the outer plane of metal atoms.

Since the center of the C-0 bond is outside the image plane, y DC > 0.5.

A third estimate comes from spectroscopic studies [58] of image potential

induced surface states. On Pt( 100), the distance from the outer plane of Pt atom

nuclei to the image plane is 1.05 A. In the approximation that the distance

between the jellium edge and the image plane is independent of crystal face,

on Pt(111) the image plane is 1.14 :1 outside the outer plane of metal nuclei.

Consequently, the center of the C-0 bond is 1.29 :1 outside the image plane.

The available evidence does not support screening at the center of the

C-0 bond by conduction electrons as the source of the difference in apparent

Stark tuning rates for CO on Pt(l 11) in UHV and in electrochemical cells.

In summary, our experimental data with CO on Pt(111) suggest that the

CO coverage dependence of screening for the static'electric field is stronger

than it is for the IR electric field. Dipole coupling models, on the other hand,

predict that the coverage dependence of screening should be the same for

static and IR electric fields. Our quantitative measurement of (dv/dEo) for CO
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on Pt(111) indicates that (dv/dEo) of CO on the (111) terrace of the stepped

(335) is significantly suppressed. The suppression is possibly due to an extra

screening of the static electric field on terrace sites. A quantitative difference

in apparent (dv/dEbc) is also seen between CO on Pt(111) in UHV and at Pt(111)

electrodes in electrochemical cells. We examined models of screening by

conduction electrons to explain both effects. Conduction electrons screen the

interaction between CO and the static electric field better than between CO and

the IR field. Conduction electrons are also expected to screen CO at a vacuum

interface more than at an electrochemical interface. Present understanding

of conduction electron screening, however, suggests that it is too small to

explain our data. Also, the treatment of image effects needs to be significantly

improved. It is clear that a classical model is not a good approximation, and the

best approaches just treat (7(0) as a parameter.
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Figure 6—1. Sketch showing the partial cancellation of the applied field E0 due

to the induced fields from adsorbed molecules that are treated as polarizable

points. This gives ya, to be the final field.
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Figure 6-2. Illustration of the jellium edge and image plane. The jellium edge

lies at a/4 above the nuclei of the surface substrate layer; a is the lattice

constant of the substrate. The position of the image plane and the spacing

between the image plane and C0 are discussed in the text (Persson and Liebsch

[18])-
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Figure 6-3. Vibrational spectra of the C=O stretch mode of atop 13C180 on

Pt(111) in UHV obtained with RAIRS. The CO coverages (in MI.) are indicated.

The curve is a smoothed fit to the data.
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Figure 6-4. Vibrational spectra obtained with EVS that correspond to those in

Figure 6-3. The measured SE/(E) is the fractional modulation of reflected

intensity, normalized by E applied to the surface.
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Figure 6-5. Frequency v of peak IR absorption vs total CO coverage. Our

measured v for 13C 180 have been multiplied by the factor 1.049 to compare

with v for 12C150 (to account for the isotope difference). The sources of data

are: 0 this work (200 K), '1' Hayden and Bradshaw in ref. [31] (95 K), El Tushaus

et al. in ref. [38] (125 K), A Beckerle et al. in ref. [27] (150 K), V Beckerle et al.

in ref. [27] (300 K), and x Olsen and Masel in ref. [33] (300 K).
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Figure 6-6. Integrated IR absorbance of CO vs total CO coverage. Our data are

compared with previous experiments. The symbols have the same meaning as

in Figure 6—5. A curve is fitted to our data as a guide to the eye. Different

angles of incidence were used for the different experiments so exact

agreement is not expected. In the plot, the data of Beckerle et al. (A) have

been multiplied by a factor 0.5. The ratio of their intensity to ours, calculated

as in Appendix of Ref. [43], is expected to be 1.14. The actual ratio is 2.6 :1: 0.2.
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Figure 6-7. (a) Measured Stark tuning rate (dv/dli‘o ) vs. total CO coverage. Data

were taken on three different days as indicated by the three symbols. The

error bars are 10 random error + systematic error.

(b) Comparison between the coverage dependence of y DC D [from Figure 6-7a

and Equation (26) and y R O [from Figure 6-6 and Equation (25)]. We assume

that e* and dv/dEb‘ are independent of coverage. Both y be and y ,R are

normalized to the values measured on the same day with 0.5 ML of CO. Linear

fits to both sets of data are shown.
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Chapter 7

CONCLUSIONS

In conclusion, we have obtained several significant results from RAIRS

and EVS measurements of CO on Pt(111) and EELS measurements of CO on

Pt(335).

First, we determined that the Stark tuning rate of CO on the (111) terrace

of a stepped Pt(335) surface is significantly suppressed compared to that of CO

on the flat Pt(111) surface. We observe the Stark tuning rate of atop CO on

Pt(111) at low coverage to be (7.5 t 0.9) x 10'7 cm'l/(V/cm). Our result is very

comparable to the Stark tuning rate of edge atop CO on Pt(335), (7.5 a: 2.0) x 10"

7 cm-l/(V/cm), and nearly an order of magnitude larger than that of terrace

atop CO, 3 8.0 x 10"8 cm‘I/(V/cm), measured by Lambert and Tobin. This

indicates that there is no significant enhancement for CO adsorbed at edges but

a significant suppression for CO adsorbed on terraces.

We also found that the Stark tuning rate of CO on Pt(111) in UHV is about

a factor of two smaller than that in electrochemical cells. This is the first

direct comparison between the Stark tuning rate measured on the same metal

surface in the two environments. This deviation is rather surprising since the

Stark tuning rate of CO on Ni(100) measured previously in UHV is consistent

with that observed for CO on other metals in electrochemical cells. Conduction

electrons that screen CO at a vacuum interface more than at an

electrochemical interface give a qualitative explanation, but present

understanding of conduction electron screening suggests that the effect is too

small to account for our data. A better model is needed.

The small Stark tuning rate of terrace CO on Pt(335) cannot be explained

by a chemical mechanism. The chemical explanation requires a significant

164
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enhancement of the quadratic term in the dipole moment function of terrace

CO. This would result in significant enhancement of the overtone intensity for

terrace CO in an EELS measurement. However, we observed no such

enhancement. Our result shows that chemical differences at the two sites

account for at most a small part of the effect. The data must be explained by an

alternative, physical mechanism: a substantial difference in electrostatic

screening between edge and terrace sites. The physical mechanism results in

a surprising outcome -- the screening effect for the IR electric field is about

the same at the two sites while that for the static field at terrace sites is at least

ten times larger than at edge sites.

Our experimental data with CO on Pt(111) suggest that the CO coverage

dependence of screening for the static electric field is stronger than it is for

the IR electric field. This result is very important in supporting the physical

explanation of the observed Stark effect of the two atop CO species on Pt(335).

The difference between screening effects of the two fields for CO on Pt(335) is

much more dramatic than that observed for CO on Pt(111). Since the screening

effect is observable even for CO on the flat and simple Pt(111) surface, it is

plausible that such an effect is enhanced for CO on the stepped and

complicated Pt(335) surface.

One other surprising aspect of the screening effects of CO on Pt( I 1 1) is

that our data contradict the prediction from a standard dipole coupling model.

The standard model predicts that the screening effect is about equal for the IR

and the static electric fields. The standard model usually gives good agreement

with the measured screening effect for the IR field, while our measurement of

CO on Pt(111) provides the first test of the standard model regarding the

screening of the static electric field. We conclude that the standard model is
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oversimplified, and a new theoretical approach is necessary as discussed

below.

Finally, for the first time, our EELS and TPD measurements show

comparable bridge CO coverage compared to atop CO coverage on Pt(335). Our

data indicate that there are four CO species on Pt(335): edge atop, edge bridge,

terrace atop, and terrace bridge. In contrast, previous measurements of CO on

Pt(335) and on the similar stepped Pt(112) surface observed only two atop CO

species. We have proposed a model for the populations of all four species as a

function of CO coverage that explains our TPD and EELS data. The

interpretation of the EELS data is sensitive to certain assumptions. The model

should therefore be taken only as indicative of general trends. We have used

the model to analyze the EELS overtone intensity of CO on Pt(335). In all our

analyses of CO on Pt(335), bridge CO is negligible only at very low coverage:

0 s 0.12 ML

Our intriguing results should stimulate further theoretical and

experimental work. Our results are quite significant in many ways. First, it is

surprising to have new findings on the screening effect of the static and IR

fields in one of the most studied systems: CO on the flat Pt(111). Prior to our

work, it was believed that the standard model should, at least, explain the data

obtained from relatively simpler systems like CO on Pt(111). Most importantly,

our data suggest that the observed screening effects for the static and IR fields

are fundamentally different. This difference is particularly surprising

because the frequencies for both fields, < 2500 cm‘l, are much smaller than

the plasma frequency, ~ 50000 cm‘lz Frequency dependence of the electronic

properties should be insignificant. Therefore, it is unlikely that minor

modifications of current models can account for our observed data. Results

from CO on both Pt( 1 1 1) and Pt(335) indicate that there seems to be something
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Wwrong with our picture of screening at surfaces. New physics

needs to be included.

It was also previously believed that the Stark tuning rate measured in

UHV could be directly used to explain the observed Stark shift in chemical

cells. Our conclusion indicates that this shift is more subtle than we

previously thought. For electro-chemists to better use the information

obtained from the Stark effect measurements in UHV, it is important to have a

model that explains the difference between the Stark effect observed in UHV

and in electrochemical cells.

Our observation of bridge CO species on the high step density Pt(335)

surface should stimulate other researchers who have studied the same or

similar surfaces but have not included bridge CO in their analyses to review

their conclusions.

In summary, we hope this work will be of interest to surface scientists

interested in using stepped surfaces as models for practical catalysts or in

distinguishing electrostatic from chemical effects in chemisorbed systems, to

electro-chemists seeking a quantitative understanding of adsorption at the

metal-electrolyte interface, and to theorists working to understand the

complex response of metal surfaces to applied electric fields.


