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ABSTRACT
COMPUTER SIMULATION OF

COMBINE HARVESTING AND HANDLING
OF SUGAR CANE IN BARBADOS

By

Winston O'Neale Harvey

The broad objective of this study was to improve the efficiency of
combine harvesting of sugar cane in Barbados. The harvesting process was
broken down into two subsystems: a field subsystem and a factory yard
subsystem. Two computer simulation models, structured in GASP IV simu-
lation language, were developed to model the operations involved in these
systems. Model FIELDOP simulated the activities involved in the harvest-
ing and loading of cane in the field, and in its transportation to the
factory for processing. Model FACYARD simulated the weighing and unload-
ing activities performed on cane transport units at the factory.

Following validation of the models, four different factory yard
configurations and eight different field equipment combinations were
simulated. Model parameters varied were the number of factory yard
scales and the numbers of field tractors and cane transport wagons assigned
to a harvester.

Output from the models included utilization factors for the various
component machines, daily cane delivery from the field system, and daily
amounts of cane handled by the factory yard system. This output was fed
into a cost program which calculated unit harvesting costs and total
annual cane delivery for the equipment combinations simulated.

Results indicated that a second scale at the factory can reduce the

factory residence time of tramnsport units by 88 percent, increase combine






harvester utilization efficiency by 50-60 percent, increase daily cane
receipts at the factory by more than 30 percent, and eliminate milling
lost time due to lack of cane. Harvesting systems using two field
tractors, rather than one, were also shown to be capable of consistently
delivering 15-25 percent more cane per day.

The economic analysis demonstrated that harvesting cost per tonne
can be significantly reduced by either adding a second field tractor,
increasing the number of cane wagons assigned to a harvester, installing
a second weigh scale at the factory, or a combination of these.

A sensitivity analysis revealed that, as a single measure, adding
a second scale to the factory would be two to three times more effective

in reducing costs then would either of the other measures.
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CHAPTER 1

INTRODUCTION

1.1. Background

Barbados, located 59° 37' east longitude and 13° 4' north latitude,
is the most easterly of the archipelago of islands in the Caribbean Sea.
It is a small island of 430 square kilometres, 43,000 hectares of land
and a population density of approximately 580 persons per square kilo-
metre. (Figure 1.1).

Colonized by the British for over 300 years, the island has an
economic history which is divisible into three main phases. The first
phase, 1627-1650, was characterized by a peasant economy in which an
inexcessive number of settlers pursued a relatively self-sufficient and
diversified economy based on the production of tobacco, cotton and
indigo.

The second phase, 1651-1950, saw the island transformed into a
rigid and 'lop-sided' export oriented plantation economy dependent
almost exclusively on sugar cane production. During this period
scarcely any effort was made to exploit what limited opportunities
existed for diversification, even within the dominant agricultural
sector. The third and current phase, which began in the 1950s, has so
far been characterized by the political decline of the white planter

class and a concomitant increase in the number of somewhat more



‘sopeqieg jo uoyrjedoy dfydeaBosl syl [°[ 9anByg

-s ‘.;M.a. .

P )

[,
.

. ,‘».mw

VION0Y0D

V3S NV388I5v0

- S e, D
soawovswens . SNaosl Nreeon <
W T e
< Ry

Nv300 DJIINVULY

vYCie0ld”

OJIX3 40 =7N9S




democratic black rulers. In pursuit of a more self-sustaining economy,
attempts have been made to promote optimum use of the country's limited
resources and to diversify its production structure. Measures taken
include human resource development, growth and development of a viable
fishing industry, development of vibrant tourism and manufacturing
sectors, diversification within the agricultural sector and, more re-
cently, on and off-shore oil and natural gas exploration.

Agricultural diversification has involved the development of live-
stock production, the establishment of non-plantation cash crops (mainly
food crops and Sea-Island cotton) and modernization of the dominant
sugar industry. Such modernization was initially restricted to mechani-
zation of the land preparation and cultural practices involved in the
sugar cane production process. Due to steadily declining harvest labour
availability and escalating harvest labour costs, however, recent
modernization efforts have concentrated on mechanization of the harvest-
ing and handling activities and it is on this very area that this study

is focussed.

1.2. Objective of the Study

This study is concerned with mechanical harvesting and handling of
sugar cane in general and, in particular, with the chopper combine
harvesting systems currently in use in Barbados. 1In 1979 there were 3
chopper harvesters in operation in Barbados. At that time, McGregor
et al. (1979), after carrying out a detailed technical and socio-
economic evaluation of the industry, re-iterated the need for mechani-

zation but suggested a controlled increase in the number of chopper



harvesters from 3 to 25 over the 10 year period, 1980-1989.

To date, however, the acquisition of chopper harvesters has pro-
ceeded at a rate nearly 3 times that recommended. In the 3 year period,
1980-1982, 18 additional chopper harvesters and ancillary equipment have
been brought into the island. At an estimated cost of BDS $500,000 per
harvester package, this represents an alarmingly large capital invest-
ment (of the order of $9 million) in the harvesting operation over the
very short period of 3 years. Of particular significance also is the
fact that, instead of the annual output per machine increasing from
6,500 tonnes to 10,000 tonnes as suggested by McGregor et al. (1979),
it has fallen, apparently below the 6,000 tonnes level. This year har-
vesting machines have been operated at less than 30 percent of their
rated field capacities, idle time in the field has been of the order
of 30 percent of available working time, and factory retention time and
total turn-around-time of cane transport vehicles have both been rather
excessive (Harvey, 1982).

This study seeks to address the problem of gross under-utilization
of this already large and rapidly increasing fleet of sugar cane combine
harvesters and associated cane transport equipment. There seems to be
little point in continuing to inject large capital sums into the cane
harvesting and handling process until optimum or near optimum perform-
ance and efficiency levels are achieved with the mechanical equipment

already in existence.



1.3. Approach to the Study

The approach chosen to study the mechanical harvesting and handling
of sugar cane in Barbados (or more specifically, combine chopper harvest-
ing) is to use a combination of computer simulation and Operatioms
Research techniques. This involves firstly, development of simulation
models to accurately represent existing systems and secondly, experiment-
ation with these models so as to simulate and evaluate alternative system
operating procedures.

The overall inefficiency of mechanical harvesting systems probably
has as much to do with the inefficiency of the cane transport and factory
yard operations as it has to do with under-utilization of combine har-
vesters in the field. Essentially, therefore, two computer simulation
models will be developed; a field operations model (FIELDOP) which will
simulate in-field operations as well as cane transport operations; and
a factory yard operations model (FACYARD) which will simulate the activ-
ities involved in the handling of the cane as it passes through the
factory yard. Activities included in the first model would be the load-
ing of cane transport vehicles and their travel to and from the factory,
while those included in the factory yard model would be queuing of
transport vehicles at the factory, weighing, unloading, taring (if done)

and vehicle departure from the factory.



CHAPTER 2

OVERVIEW OF THE BARBADOS SUGAR INDUSTRY

2.1. Introduction

Production of cane sugar has been a major activity in Barbados ever
since the days of colonization, when the British established the industry
primarily as a cheap source of sugar for the British empire. The country
was subdivided into a large number of production units called plantations,
each of which was managed by a British owner or his appointee and staffed
with cheap local labour. From its inception, therefore, the industry was
export oriented and for a long time, it was foreign owned and dominated,
with benefits from the sale of sugar accruing to Britain rather than to
Barbados.

Over the years, the ownership structure and technological and
economic character of the industry have changed significantly. More
than 99 percent of the sugar lands and all of the sugar factories are
now owned by Barbadians. Some of the plantations (now referred to as
'estates') have been amalgamated in order to take advantage of economies
of scale with regard to improved technology. Cane production activities
are almost fully mechanized and, in light of a declining harvest labour
force, efforts are now being made to mechanize the harvesting operation.
The final product of the industry is currently sold through a sophisti-
cated system of largely pre-negotiated markets and the returns from
these sales has made the sugar industry a major foreign exchange earner

for Barbados.




2.2, The Role of the Sugar Industry in the Barbadian Economy

Until about 1960, sugar was undeniably the mainstay of the
Barbadian economy. Since then, however, the industry's share of gross
domestic product and of exports has dwindled, due both to the decline
of sugar production and the growth and development of other sectors,
principally tourism and manufacturing. In the mid 1950s, sugar's con-
tribution to GDP was 33 percent (Barbados Economic Report, 1960). This
fell to approximately 20 percent in the early 1960s and in the last
three years has been around 6 percent (Barbados Economic Report, 1961-
1981). As far as exports are concerned, the share of sugar and sugar-
based products (rum and molasses) has declined less sharply from around
95 percent in the late 1950s to about 40 percent in recent years
(Barbados Economic Report, 1950-1981). Despite this apparent decline
in national importance of the sugar industry, however, the industry is
still considered to be playing a very crucial role in the overall
economic activity of Barbados.

It has been estimated that in 1977 some 7,500 persons were gainfully
employed, on a regular or seasonal basis, by the sugar industry, repre-
senting about 7.5 percent of the total national work force (Dept. of
Labour, 1979). Beyond this there are considerable backward and forward
linkages, as well as multiplier effects, arising from the expenditure
of incomes earned in the sugar industry itself and from related activi-
ties (McGregor et al., 1979). Persaud (1973) estimated that, in 1968,
20 percent of the materials and 60 percent of the services purchased by

the sugar sector as a whole, accrued to local incomes.
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Certain firms engaged in heavy engineering and industrial activity
(for instance, the Barbados Foundry and Central Foundry), owe their
existence and development largely to the equipment and machinery needs
of the sugar industry, particularly of the processing activity. 1In
addition, the sugar industry generates a substantial local demand for
txractors and ancillary agricultural equipment, transportation and auto-
mo t 1ve equipment, materials handling equipment, and repair and mainten-
anc e services associated with such equipment. It is estimated that
such backward linkages accounted for approximately BDS $6 million of
local income in 1977 (Barbados Economic Report, 1978).

Direct forward linkages emanating from the sugar industry include
distilling and, to a lesser extent, food and beverage processing and
manufacture of livestock feeds. Out of a total production of 23 million
litrxres of molasses in 1976, 16 million litres were used to manufacture
rum and a small quantity went into animal feed manufacture. That year,
the two major Barbadian distillery companies produced 22 million proof
wWwine 1l1itres of rum of which 8 million litres, worth BDS $4.1 million,
Were exported (Barbados Economic Report, 1976).

Apart from direct backward and forward linkages, income is generated
by the multiplier effect arising from the spending of income earned in
the Industry. Persaud (1973) has reported that income generation has
tendeq to be relatively larger in the sugar industry than in other
Sectorg of the economy with the exception of the distribution sector.
Baseaq on figures for the year 1968 (the most recent available), he
est ima eq sugar's share of the direct value added in the final sector

de; .
mang to be 67 percent in sugar cane production and 8 percent in cane



processing, or about 52 percent for the sector as a whole. Comparative
figures for other sectors are 55 percent in distribution, 42 percent in
non-sugar manufacture, 35 percent in non-sugar agriculture, 33 percent
irn construction and 19 percent in the tourist industry (Barbados
Economic Report, 1969).
As far as foreign exchange earnings are concerned, the sugar

indwustry stands second only to tourism (Barbados Economic Report, 1980).

T~

In terms of stability, however, it seems to be the general opinion of

mo s t Barbadians that the sugar industry offers considerably more long-

texrm financial security and reliability than does the tourist sector.
\ Whil e the former is well known to be vulnerable to volume and price
fluc tuations, it seems somewhat far-fetched to conceive of a situation
in which the entire industry could become severely shrunken over the
shoxrt term. On the other hand, the tourist industry is easily inter-
rupted in the short term, the inflow of tourists being extremely sensi-

tive to natural disasters and political disturbances not only in

Bal'-"baldos, but in any of the neighbouring Caribbean countries, or merely
to the fear of such events occurring, and to economic trends in the
developed countries of the world.

Finally in assessing the role of the sugar industry in the Barbadian
economy’ there are a number of socio-economic benefits that cannot be
ignored_ For example, it may be argued that, whereas in the 300 years
of British colonial domination, the sugar industry, being geared towards
the Needs of the British Empire, may have been a net beneficiary of
social and economic infrastructures. Today, it probably is a net contri-

bu
tor, mainly as a result of the imposition of various Government levies.
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2.3. Structure of the Industry

The present structure of the Barbados Sugar Industry has evolved
from the plantation system of agriculture to which the country was
subjected during nearly 300 years of British colonization. In those
dawys, the main commercial unit of production was the plantation which

wa s characteristically owned and managed by a British master and staffed
by black field workers. Today the basic commercial land unit is essen-
tially unchanged but former plantations are now called 'estates' and
estate workers are represented by vibrant workers' trade unions.

Sugar cane processing was carried out by numerous small individual
sugar mills with little or no central control or direction. Marketing
too was a simple process, marketing activity being confined to trans-
porting the final product to British refineries. In recent years,
however, the structure of the industry has changed considerably and
today well defined and quite sophisticated production, processing and

marke ting sectors are discernible.

2-3.1. The Production Sector

In Barbados there are two modes of sugar cane production: estate
Produc tion and small-holder production. An estate 1s defined as any
holding of 5 or more arable hectares, all other holdings being classi-
fied &as small-holdings. Currently there are 134 estates cultivating
appl‘O‘ﬁil:nately 15,500 arable hectares (115 hectares per average estate
tnie) and some 10,000 small-holdings cultivating approximately 3,200

h
SCtareg of cane (McGregor et al., 1979).
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Unlike the case in several other Caribbean cane-growing territories,
there is little expatriate ownership in the Barbados sugar industry and,
in fact, only four estates (the equivalent of 620 arable hectares) are
owned by non-Barbadians (McGregor et al., 1979). Despite this, however,
absentee ownership is still a prominent feature of the industry and only
25 estates (2,140 arable hectares) can be regarded as substantially
ovwner-managed. The attorney system, a legacy of the days of foreign
absentee ownership, has been retained as the core of the management
structure. An attorney represents the interests of the owners of an

estate and presides over the financial and other policy matters of the
estate. Subordinate to him there is a manager responsible for the day-
to-day running of the estate. In Barbados, a single attorney is usually
responsible for several estates, rather than just one and, in fact, four
attorneys now control 34 estates, comprising some 6,500 arable hectares.
Estates and small-holdings are located throughout the country as shown
in Figure 2.1.

Small holders are essentially part-time cane farmers, yet, in
aggregate, they account for a very significant 15 percent of total cane
Production in Barbados (Figure 2.2). They constitute the bulk of the
full-time estate labour force during peak labour demand periods, and
most of them find additional employment outside agriculture. In 1971,
the National Agricultural Census indicated that as much as 70 percent
of fill-time estate workers cultivated their own cane that year. However,
a more recent survey conducted by McGregor et al. (1978) has put this

estimate at 50 percent.



ESATE (sec key kr name)

of estate and small holder land.

Figure 2.1. The location
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2.3.2. The Processing Sector

The manufacture of cane sugar in Barbados began in the 1640s
following the introduction of a model of a sugar mill and some skilled
artisans from Brazil (Barbados Sugar Review, No. 47, 1981). The early
factories were extremely inefficient, the output per factory in the
decade 1700-1709 averaging just 15 tonnes sugar per year with a tonnes
cane/tonnes sugar ratio of 18 to 20.

In 1709, there were 485 sugar mills, 409 of which were driven by
wind and 76 by animal power. Thereafter the processing of cane remained
technologically stagnant until the 1840s when the first steam plant was
introduced (Barbados Sugar Review, No. 47, 1981). This switch to steam-
Powered plants generated a steady decline in the number of factories
and by 1958 only 26 mills remained.

Sugar factories in Barbados are still relatively small and much of
their equipment is outdated. Maintenance of the sugar mills has, there-
fore, posed increasingly difficult problems over the last 20 years and,
as a result, the number of mills kept in operation has been progressively
reduced from 26 in 1958 to 17 in 1969.

Prior to 1970, sugar factories were operated largely by individual
owners or private individual companies and closures of factories were
based on individual financial decisions, rather than on the interests

of the industry as a whole. In June 1970, however, a single company,
Barbados Sugar Factories Limited (BSFL), was incorporated to collectively
own and operate all existing factories. With the birth of this company,
a rigorous rationalisation programme (aimed at planned restructuring of

the processing sector of the industry) ensued, leading to the further
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closure of the smaller, marginal and uneconomic mills and the moderniza-
tion and improvement of those mills that were retained. During the
rationalisation process, the island was divided into three zones; North,
Central and South and two factories were allocated to serve each zone.
To date five of the original sugar factories are in operation; two each

in the South and Central zones and one in the North. 1In addition a new

modern sugar factory has been constructed in the North zone and was com-
missioned during the latter half of the 1982 harvesting season. The
erection of this new factory represents a major capital injection into
the processing sector since the last factory established was built as
long ago as the year 1920. With these six factories in full operation,
the theoretical throughput capacity of the processing sector is in the
region of 480 tonnes per hour or 11,500 tonnes per 24 hour working day.
The Barbados Sugar Factories Limited holds majority shares in three
Service companies associated with the processing activity: the Barbados
Molasses Terminal Limited (97%), the Sugar Terminal Limited (56%) and
the Sugar Transport Limited (100%). The BSFL is primarily a grower-
Oowned processing company whose ordinary shares are tied to ownership of
Sugar cane lands. All but three estates hold shares in the company
(McGregor et al., 1979).
The BSFL is the sole purchaser of all sugar cane grown on the
island. After deducting monies for industry-wide fixed expenses, the
factory company retains 26 percent of the revenue from the sale of sugar

and molasses to cover processing costs, and the rest is paid to the

growers.
In Barbados cane farmers are paid for their canes on the basis of

weight (rather than sucrose content as is done in several other cane

<
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growing countries including Australia). However, at the end of the
season, each factory adjusts the final cane price on the basis of its
average sugar recovery from the cane. The final cane price, therefore,
differs between factories and it is not uncommon for this difference to
be in the region of $2 per tonne. During the 1982 harvesting season,
efforts were made to reflect the extraneous matter content of cane
delivered by a grower in the price received for that cane. Throughout
the season, extraneous matter determinations were done on random samples
of cane delivered to each factory each day, so that appropriate penalties
could be included in the price paid for cane having an extraneous matter
content in excess of 3 percent by weight.

On the international sugar scene, the Barbados Sugar Industry
reportedly stands high with respect to overall operating proficiency
and final product quality (McGregor et al., 1979). In terms of energy
utilization, the industry's processing sector may even be unique.
Unlike cane sugar factories in most other parts of the world, those of
Barbados operate exclusively on bagasse (a by-product from the mills)
and some factories also manage to produce a considerable bagasse sur-
Plus which has the potential of being used for the manufacture of soft

wood laminates.

2.4, Markets for Barbadian Sugar

Like most primary industries of countries emerging from extended
periods of foreign colonization and domination, the Barbados Sugar
Industry is primarily export oriented. Of the average annual production

of 112,000 tonnes over the five year period 1973-77, some 98,000 tonnes
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(or 87%) were exported with only 15,000 tonnes (13%) being disposed of
The main export markets

on the domestic market (McGregor et al., 1979).

were the European Economic Community (EEC) and the World Market.

2 < 4 .1. The European Economic Market

At present, the European Economic Community is the main export

ma xrket for cane sugar produced by the African, Caribbean and Pacific

(ACP) group of countries, of which Barbados is a member (McGregor et
Prior to 1975, there was a Commonwealth Sugar Agreement

al., 1979).
(CSA) which fixed export quotas for Commonwealth sugar producers, thus

providing a guaranteed and sheltered market for most of the sugar pro-

In February of 1975, the CSA was superceded by a Sugar Protocol

duced.
Under the terms

agreement signed at the Lome” Convention of that year.

of the Protocol agreement, the EEC is committed to purchase from

Barbados 49,300 tonnes, white value (about 53,600 tonnes raw value) of
Since the Protocol

Sugaxr annually (Barbados Sugar Review, No. 41, 1978).
is Supposed to be valid indefinitely (unlike the Convention itself

Yhich is subject to re-negotiation every five years) then, in theory,

it T €@ presents an assured outlet for Barbadian sugar.
‘T he EEC is reportedly self sufficient in beet sugar and is, on

bal a"'»'l-ee, a net exporter to the World market (McGregor et al., 1979).

In ==r fect, therefore, the cane sugar imported by the Community from

“A\ CP countries pursuant to the Sugar Protocol of the Lome” Convention,

the
Despite this, the Protocol agreement has so far been

is
= < -exported.
to
tally honoured (probably for political reasons) and appears to be

Tea
la-1:1ve1y reliable. It is worth noting, however, that a large British

e




refinery concerned mainly with the refining of ACP produced sugar, has
recently ceased operation and initial implications are that some ACP
countries may have to seek alternative markets for a sizeable quantity
of their raw sugar.

African, Caribbean and Pacific countries exporting sugar under the
IL.ome” Sugar Protocol receive a guaranteed price which is negotiated
arninually within the price range obtained in the EEC while taking
consideration of all relevant economic factors (Barbados Sugar Review,

No . 41, 1979). Given normal market conditions, this price tends to be

substantially higher than free World market prices. However, since
Lome” prices are indexed to EEC price ranges, annual fluctuations in the
Pxice received by ACP producers are more strongly influenced by the EEC
supply and demand schedules than by production costs in the ACP coun-
tries themselves. The net result of this is that the guaranteed Lome”

Price has not risen as rapidly as production costs have in the Barbados

IndUStry. The indication is, therefore, that it 1is essential for the
Barbados Sugar Industry to keep its production cost trend as closely
Paraij jeled as possible to the movement of production costs in the EEC,
in © X der to maintain present profit margins. This implies increased

produetivity of existing sugar lands and decreased production costs and,
81nQe harvest labour costs are a major component of production costs,
ne * «gsged harvest mechanization.

The actual economic return to Barbados from sugar sales to the
E:\r.:g’pean Common Market reflect not only the annually negotiated Protocol
priQE but also any premia obtained from individual purchasers within

th
= Community (McGregor et al., 1979). The largest purchasers of




19

Barbadian sugar within the EEC have been the United Kingdom and Ireland.

Sugar supplied to refineries in these two countries commands a premium

over the Lome” negotiated price.

2.4.2. The World Market

In global terms, the free (World) market represents a residual out-
let for the relatively small proportion of the world's sugar which is
not consumed in the producing countries or traded under pre-negotiated
market arrangements such as the Sugar Protocol of the Lome” Convention.
Due to the residual nature of the world market, cyclical imbalances bet-
ween supply and demand (mainly as a result of weather stimulated supply
variations) often generate wide fluctations in the price of 'free'

Sugar.

Sale of sugar on the world market is governed largely by the

International Sugar Agreement (ISA). Under the terms of reference of

this agreement, Barbados is regarded as a small exporter and is granted

An annual export entitlement of 70,000 tonnes of raw sugar. This en-

T itlement is not subject to quota adjustments, neither is Barbados
T equired to observe the ISA's stock provisions with which larger export-
ing countries must comply (Barbados Sugar Review, No. 41, 1979).

In recent years, the main world market outlets for Barbadian sugar
havye been the Canadian and U.S. markets.

Not all of the sugar exported to North America is in the form of

the crystalline final raw product. A significant portion of the exports

To the U.S. and the bulk of the exports to Canada are in the form of

fancy molasses, (a specialized intermediate product of the processing
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activity) which normally commands a premium price over raw sugar
(Ministry of Finance, 1975-81).

The 1977 International Sugar Agreement established a target price
xrange of 24 - 47 U.S. cents per kilogram of raw sugar. The average
X S A free market spot price for raw sugar for the period 1977-1979 was
A 7 .90 U.S. cents per kilogram, a price which was below the average
£ A mnancial costs of production of most producers in the world (McGregor
e t al., 1979). Owing to the large excess supply of world sugar over
d emand, however, even the lower end of this target price range was not

x eached until 1981 when the price reached 31.25 U.S. cents per kilogram.

2 .4 .3. The Domestic Market

The domestic consumption of sugar in Barbados averages 15,000
T onnes annually (McGregor et al., 1979) and, with a population of about
250, 000, this works out to be an annual per capita consumption of 60
kiJlograns. This figure is high by world standards (OECD/OCDE, 1975,
1979) and, with the demand for sugar in Barbados practically income in-
elastic, one cannot envisage any growth in domestic demand for sugar,
EXceptr a gradual response to total population increase.

B efore 1976, factories received a fixed price of BDS $376.17 per
tonne 96° Pol, or 19 U.S. cents per kilogram, for all grades of sugar.
Sinee then, however, ex-factory prices for domestic sales have risen
substantially. In 1977, price differentials between all grades of
SlEax (Browns, Yellows and Straws) were established to reflect product
Aran ity and the general level of ex-factory prices even rose above the

Px
iQ&S obtained for foreign sales other than to the European Economic

Co
™Mmungty,

[
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Currently confirmed potential sales of the Barbados Sugar Industry
total some 139,000 tonnes, raw value; (54,000 tonnes to the EEC; 70,000
tonnes through the ISA and 15,000 tonnes for domestic consumption).
McGregor et al. (1979) have estimated that, if the world sugar prices
were to exceed A33 U.S. cents per kilogram, Barbadian exports to the
£ x ee market could well surpass the 70,000 tonnes allowed under the ISA
a g reement. Unfortunately, however, the Industry has not been able to
£ wally exploit the available sales opportunities over the last few years.
Xxx 1979, 1981 and 1982 sugar production was only 112,000, 96,000 and
96 ,000 tonnes representing shortfalls in potential sales of 20 percent,

31 percent and 31 percent, respectively.

2.5, History of Mechanical Harvesting of Sugar Cane in Barbados

Mechanical harvesting of sugar cane was first introduced to Barbados
Axx 1968 when two machines, a Toft J-150 and a Crichton, were imported
fxrom Australia. Both of these machines were wholestick harvesters
Which cut the cane at the base and deposited it in piles for subsequent
pick‘up either manually or by a mechanical loader. These machines were
°PSX & ted in both burnt and green cane but, even in burnt cane (for
which they were primarily designed) their performance was unsatisfactory.
Born Inachines were set on 1.5 m wheelbases which were not only narrower
than T he inter-row spacing of the cane but were inadequate for the
rolling terrain and stony conditions that existed in most of the fields
2= The time. The machines were reportedly very little used (McGregor

e

| X . 1979) and, since no significant efforts were made to adopt

>

£ x5
=la conditions and inter-row spacing to the design constraints of

| T
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the harvesters, it is doubtful whether they were ever really subjected

to a serious field evaluation.
In 1970, a Cameco wholestick harvester and a push-pile loader were

dmported from the U.S.A. The harvester was large and proved to be too
<cumbersome for operation in the small, irregularly shaped Barbadian

c ane fields. The push-pile loader, however, generated considerable

4 materest among the larger cane growers.
In 1971, a decision was taken to switch from wholestick to chopper-

That same year, two chopper harvesters, a Toft

Tty pe cane harvesters.
The follow-

CH-364 and a Don Mizzi 741, were imported from Australia.

dng year, a second Don Mizzi 741 was brought in and in 1973, a Don Solo
chopper harvester was imported. All of these machines were designed to
o perate in burnt cane and controlled burning of cane was, therefore, a

PP rerequisite for their use.
The Toft CH-364 was a rather large, self-propelled combined har-

Vesterx, well furnished with engine power. It was a quick cutter but,

Yrnndexr the stony field conditions that existed at the time, numerous
Prob1 ems were experienced, particularly with the machine's cane eleva-
tion system. Its wheelbase, though wider than that of the wholestick

har"esters, was still too narrow and even on relatively gentle slopes,

1
ftexg stability was a problem.
The Don Mizzi harvester was essentially a cane base-cutting,

e
levating and cleaning mechanism attached to a reversed L-shaped frame,
o
" to which a standard 60 kw agricultural tractor was mounted. The
Ax
ive train of the tractor was linked to the main drive shaft of the

h
at‘\resging mechanism by means of a duplex chain and sprocket coupling.

‘
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Tractive power, as well as mechanical and hydraulic power for the moving
parts of the harvesting mechanism, were derived from the power unit of
the tractor. The resulting combination was a relatively compact, self-
propelled unit set on an extended wheelbase 3.7 m in width. Like the
“Toft CH-364, the Don Mizzi 741 machine delivered cane to the left side
only, making two-directional cutting impractical in the smaller cane
F delds.

The Don Solo chopper harvester imported in 1973 was a more compact,
A ntegrally assembled, self-propelled version of the Don Mizzi with the

capability of delivering cane to either the right or left of its direc-
t1ion of travel. On account of this, it was theoretically more suited
for work in the smaller cane fields. However, because this machine
was set on a narrow wheelbase of just 1.5 m, and because most of the
sSmaller fields are located on sloping and undulating terrain, machine
S tability during operation became a major problem.
Among the machines mentioned above, the Don Mizzi 741 was undoubt-
©d1ly the most satisfactory, largely because of the extended width of
L s <gheelbase and because concerted efforts were made to prepare the
fields for mechanical harvesting according to the guidelines suggested
by~ B = xter, 1969. By the 1973 harvesting season, many of the teething
problems associated with this machine had been overcome, and a well
organized and technically efficient mechanical harvesting system had
been built around the harvester. Just then, however, two independent
Stllci:Les conducted by Chase and Eavis (1972) and Hudson (1972) showed
that burning of canes at harvest time reduced the organic matter content

L=
€ The soil to alarmingly low levels and caused a significant reduction

‘
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in subsequent crop yields. In addition, reports from the Entomological

Ddivision of the Ministry of Agriculture indicated that the populations
o £ predators, which were heavily relied upon for biological control of
economically important pests of sugar cane, were likely to be signifi-
c antly depleted if burning continued. Based on these findings, burning
o £ sugar cane prior to harvesting was outlawed.
Following this, efforts were made to adapt the Don Mizzi system to
g reen cane harvesting but the harvester's unsuitability to this task
Pprevailed and, in 1974, the Don Mizzi system was finally abandoned.
Nonetheless, the experience with the Don Mizzi program proved to be
wery valuable. Not only did it demonstrate the applicability of chopper
Ihharvesting to Barbados, but it also provided a foundation of knowledge
£ rom which more recent chopper harvester operators were able to benefit.
In 1975, two Toft 300 chopper harvesters, reported to be capable
o f handling green cane, were brought into Barbados by individual cane
Producers. Based on the performance of these, two more chopper har-
Vesters, one Toft 4000 and one Massey-Ferguson 205, were imported by
| x© A cultural machinery distributors in 1979 for contract harvesting
CPexations. Between 1979 and 1982, 17 additional green cane chopper
harvesters, 1 Massey-Ferguson 305 and 16 Toft 6000 machines, have been
er“ght into the country. In terms of field operating procedures, the
Mas S ey-Ferguson and Toft cane harvesters are quite similar but, in
tebms of design, the Massey-Ferguson machines rely heavily on mechanical
dti\'es and linkages while the Toft machines are almost exclusively
hydl‘aulically driven.
The rapid increase in the number of chopper harvesters in Barbados

L= .
Ver the last three years has occurred without a corresponding rapid

‘
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development of machine management capabilities and without adequate re-
o rganization of cane receiving facilities at the factory yards. This
Ihhas resulted in rather inefficient use of most of the individual mechan-
4 cal harvesting units.
In the late 1960s, the Barbados Sugar Producers Association, in-
s pired by the need for a harvesting system specifically suited to
B arbados conditions, initiated development of a wholestick machine
system in collaboration with a British firm, McConnel Engineering. The
£ drst prototype cutter began working in 1972. This machine, which sub-
s equently became known as the BSPA/McConnel Stage I, cut the cane at
the base and left it in a swath along the row for manual cleaning and
1 oading. Seven additional Stage I machines were introduced in 1973 and
by 1976 some 37 of these units were in private ownership. Owing to the
1 arge number of workers required to work behind these machines as re-
T rxrdevers, machine productivity was very low and probably for this reason,
MO St of the machines were little used.
In an effort to eliminate the heavy labour requirement behind the
Stage I, a BSPA/McConnel Stage II machine was developed, the first one
being used in 1975. This was essentially a cleaner-piler which picked
ve T h e swath formed by the Stage I cutter, removed most of the cane
tops and trash, and deposited the cane in piles for final pick-up by a
mechanical grab loader. By 1979, seven of these machines were privately
owned » mainly by the larger estates. They, too, were used very little
|na mmost of the Stage II owners and potential owners have now invested

i
= < ane combine harvesters.
The Stage I machine has been retained and further refined by a

n N
= <Al firm called CARIB Enterprises. The current model, now known as

[



.n
[

ar

I

.
T

o



26

the CARIB cane cutter, is a vast improvement on the original Stage I
prototype. The most major modification was mounting the cutting mechan-
ism on a reversed, 4-wheel drive tractor so that considerably more
weight is now on the front end of the machine, and traction and stability
are greatly improved. Based on observations during the 1982 harvesting
season, the CARIB machine seems to have a lot of potential for work in
the more hilly central and eastern areas of the country that are not

accessible to the larger chopper harvesters.



CHAPTER 3

LITERATURE REVIEW

3.1. Introduction

Tomlinson (1973), in an assessment of the problems of the Caribbean
ssugar industry, highlighted the need for greater efficiency in organiz-
A ng and planning the use of harvesting equipment and proposed that the
t echniques of Operations Research could be found useful in this respect.

Operations Research, as described by the Operations Research

Society of America, 'is concerned with scientifically deciding how to

b est design and operate man-machine systems, usually under conditions

X equiring the allocation of scarce resources' (Phillips et al., 1976).
Broadly speaking, the application of Operations Research techniques

X equires the construction of a model which incorporates all the impor-

T ant characteristics of the system (Shamblin and Stevens, 1974). Boyce

(19723) classifies three types of models; iconic, analogue and symbolic.

L < onic models physically resemble the subject of inquiry and are char-

S| < Tt erized by some scaling effect. Analogue models are characterized by

ETxe use of a convenient transformation of one set of properties for

S| T2 ther. Symbolic models are characterized by the representation of

= S ystem by mathematical or logical symbols and expressions.

27
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3.2. Symbolic and Mathematical Models

Most harvesting systems can be represented by the symbolic model,

as illustrated in Figure 3.1, and can be generally grouped as closed

circuit transport systems (Boyce, 1972b). In general, a closed circuit

transport system can be broken down into two separate sub-systems, one

docated at the field and the other at the installation (factory, mill

or other facility). Each sub-system can be represented by a queuing

mnodel, in which transport units queue at the field and factory awaiting
service. The length of time each arriving unit must wait in line
Cqueue) for service depends on the number of other units already in the

qgueue, the service rate (or service time) and the rate of arrival at

t he queue (Saaty, 1957). In a real life system, arrival and service

X ates are not constant but subject to variation about a particular mean.
T he successful use of mathematical models to represent real queuing

s ystems, therefore, depends primarily on the identification of the form
© £ the probability distributions which best represent the actual arrival
arnd service rate distributions (Page, 1972; Phillips, 1976; Hillier and

I.d eberman, 1974).
In a general discussion on the use of mathematical models to de-

= © x jbe phenomena in agricultural systems, Demichele (1976) proposed
Chxree general forms which could be used, depending on the state of know-

ledge (Figure 3.2). Based on the system being studied, these forms may

be xepresented by different statistical distributions. Hahn and Shapiro

< 9 67) suggested that, in the engineering context, there are often in-
Suas ficient grounds for choosing a specific model. They indicated that

L gure 3.3 (adapted from E.S. Pearson, University College, Brandon) may
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Figure 3.1 Symbolic model of closed circuit queuing system
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Probability of an
outcome x

all possible x

1) The distribution function of a system where nothing is known

~

Probability of an
outcome x

all possible x

C 2) The distribution function of a system where some things are now known

Probability of an
outcome Xx

all possible x
C 3 ) The distribution function of a system where most things are known

F:l.gure 3.2 Generalised models representing the behaviour of systems

Source: Demichele, (1976).
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be used for such a selection. The values of Bl and B2, the square of
the standardized measure of skewedness and the standardized measure of
peakedness, respectively, can be estimated using equations (1) and (2)
below. The estimates so obtained are, however, very sensitive to a few
extreme observations and should, therefore, be used with caution,
particularly in situations where the number of observations is less
than 200. On account of these factors, it is generally desirable to
set up a frequency table to enable the fitted distribution to be com-

pared with the observed data.

3/2'2
B=bl=]M3/M2) T ¢ )|

2
B = by = My/(M2) . . (2)

where
N _ 2
M, = 1/N L (xi - X)
i=1

3)

N _ 3
M3 =1/NZ (Xi = X)  h e e e e e e e e e e e e e e e . W
i=1

N _b
M, =1/N L (Xi Tk ) I ¢
i=1

x, = ith value of the variable x

X = sample mean

Hahn and Shapiro (1967) further pointed out that the initial selec-

T 1 on of a model should be based on an understanding of the underlying
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physical phenomena and that a distributional test should be used to
evaluate the adequacy of the physical interpretation.

Boyce (1976) indicated that the process of selecting suitable
statistical distributions and estimating the appropriate parameters
could, in some cases, involve a virtually impossible sampling task if
the real system were operating in an unsteady and/or erratic way. He
further suggested that the use of an optimistic, a pessimistic and a
most likely estimate of the particular quantity of interest, based on
field samples, might provide a basis for estimating the parameters of
a selected distribution.

Dumont and Boyce (1972) described three methods of fitting three
suitable distributions to observed work time data for two agricultural

wanit operations; transport loading and combine harvesting: These are as
Follows:
(1) the method of maximum likelihood for the Gamma
distribution,

(2) the method of matching moments for the Beta
distribution, and

(3) the method of matching percentiles for the Johnson
SB distribution.

The Chi-squared test statistic was used to test the goodness of fit
£ o x each set of parameters determined. Their general conclusion was
tzlnléit, in practice, any one of the three distributions would be acceptable
fox use in simulation modelling to represent the distribution of tranmsport
J‘<:’€i.d:i.ng times, but that the Gamma distribution seemed incapable of pro-
\’:i~<iing an acceptable fit for the combine harvesting times data.

Bouland (1967) conducted a study of truck queues which formed at

c:CD\-h:n;ry grain elevators in the U.S.A. and found that transport unit
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arrival rates could be described by Poisson distributions for rates of
less than 35 arrivals per hour, and by Uniform distributions for rates
exceeding 35 arrivals per hour. Service times of weigh scales and
unloaders were found to fit Erlang distributions. The probability

density functions of these distributions are as follows:

The Poisson distribution

Fx) = e M k= 0,1,2: 4 e e e e e e e e . (6)

where

value of discrete variable

x
M = expected value = variance

Source: Bhattacharya and Johnson, 1977.

"The Discrete Uniform distribution

F(x) =1/N x=1,2,00000s,N 0 0 v 0 ittt e e e e e e e . (D)
where
x = value of discrete variable

Source: Bhattacharya and Johnson, 1977.

&e Erlang distribution

QD Ay ) x> 0 e e e e e (8)
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~
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x = value of continuous variable

A scale factor

n = shape factor (restricted to integers)

Source: Manetsch and Park, 1980.
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Dumont and Boyce (1972) found that the Gamma distribution, the
more general form of the Erlang distribution, gave an adequate repre-
sentation of transport loading times for various field conditions. The

Gamma distribution has the following probability density function.

-1 =A(x-
f(x:n,A,u) = An(x - u)n 1 e (x U). N €))]
where
n>0; A >0; y<x<wo =< |y<x® and G(n) is the Gamma

function given by

G = G e W o L aD)
where
x = value of continuous variable
A = scale factor

n = shape factor

u = location parameter

Brooks and Shaffer (1971) reportedly developed a mathematical model
T o predict the output for tipper trucks hauling dirt from an excavation
=4 te to a landfill area (Ogilvie et al., 1978). Their approach consisted
© £ sgix basic steps:
(1) determination of all possible combinations of shovel and
truck, each combination being called a state;
(2) measurement of the ability of the shovel to change each
state defining the rate of transition between states due
to the shovel by the mean service rate;
(3) measurement of the ability of the truck to change each

state defining the rate of transition between states
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due to the trucks by the arrival rate of the trucks at
the shovel;

(4) determination of the net effect of changes by shovel and
by trucks;

(5) determination for steady-state conditions, of the per-
cent of time on average that an operation was in any
particular state;

(6) calculation of the steady state output of the system
by multiplying the service rate by the Production
Index (PI), where PI = sum of the percentage of time

that the system was in each productive state.

The main objective of this model was to improve the opportunity for
the contractor to apply queuing theory in pracgice by providing a pro-
cedure which did not require knowledge of the mathematical rigour of

queuing theory, but at the same time provided a method of predicting
output, which could be rapidly and easily applied. Based on their model,
Bxooks and Shaffer (1971) reportedly developed a set of curves for var-
A ous combinations of the mean service and arrival rates and the number
© £ trucks for simple single server and multiple server systems, as well
=2 = gystems in which the shovel had a hopper.

Audsley and Boyce (1973) used a mathematical approach of queuing
theory to develop models of cyclic transportation systems. In their
work, they assumed that service times were independent and identically

distributed and could, therefore, be represented by some form of Erlang
cl:‘-Stribution. They obtained similar results to the production index

Which Brooks and Shaffer obtained in 1971 (Ogilvie et al., 1978).
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3.3. Computer Simulation Models

An approach to the study of large and/or complex systems which is
rapidly gaining popularity is computer simulation. Phillips et al.
(1975) stated that simulation has become one of the most widely used
and accepted tools of systems analysis. Broadly speaking, simulation
is a problem-solving technique for defining and analysing a model of a
system (Dent and Blackie, 1979). To simulate means 'to duplicate the
essence of a system without actually attaining reality' (Rockwell, 1965).
Underlying any simulation is a mathematical abstraction of the system
which relates various system functions. In a paper on the use of simu-
lation methodology in agriculture, Rockwell (1965) suggested several
reasons for using simulation analysis. Most of these reasons have been

re-iterated in a more recent work by Naylor (1971). They are as follows:

(1) The system may be too complex for analytical solution
in which case, simulation can yield valuable insight
into which variables are more important in the system
and how these variables interact.

(2) With simulation, it is possible to build in time
delays, non-linearities, irregular distributions
and discontinuities into the system.

(3) Systems in which time is a critical factor are well
suited to computer simulation. For certain types of
stochastic problems, the sequence of events may be of
particular importance. Information about expected

values and moments may not be sufficient to describe
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the process. In these cases, simulation methods may

be the only satisfactory way of providing the required
information.

Simulation can be used to experiment with new situa-
tions about which we have little or no information.

The simulator permits later decisions to be based on
earlier system output as in a dynamic programming
framework.

The process of designing a computer simulation model
forces the researcher or designer to explicitly describe
the system processes and the required data. The know-
ledge obtained in the design activity frequently
suggests changes in the system being studied. The
effects of these changes can then be tested, via simula-
tion, before implementing the changes on the actual
system.

The process of simulation design is in itself a valu-
able educational tool and it has been used by many
companies as a pedagogic device to help management
understand the characteristics of the systems which

they control.

Simulation permits us to experiment with systems that,
in reality, it would not be possible to experiment with.
Through simulation, one can study the effects of certain
informational, organizational and environmental changes
on the operation of a system by making alterations in

the model of the system and observing the effects of
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39

these alterations on the system's behaviour.
Simulation can serve as a 'preservice test' to try out
new policies and decision rules for operating a system,
before running the risk of experimenting on the real
system.

Simulation can often lead to a training device such as
a management game. Since the simulation process gives
no valuable insights into the qualitative aspects of
human decision making, and because of its natural
realism, it often becomes possible to convert the
simulator into a simulation training device.
Simulation models usually provide better user accept-
ance than analytic models. The systems user can see
the reality of the simulation and thus will usually
have more faith in the conclusions from the simulation
output.

The interpretation of simulation results does not
usually demand a mathematical background on the part
of the user.

Monte Carlo simulations can be performed to verify
analytical solutioms.

Simulation is well suited to sensitivity analysis in
which key system parameters are selectively altered to
test their contribution to overall system performance.
When new elements are introduced into a system, simula-

tion can be used to anticipate bottlenecks and other
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problems that may arise in the behavior of the

system.

Computer simulation, as defined by Pritsker (1974), is the estab-
lishment of a mathematical logical model of a system and the experimental
manipulation of the model on a computer. Development of the model re-
quires an in-depth analysis of the system in order to identify its
important characteristics and components. Such components include

entities, their attributes and events, which may be defined as follows:

Entities - objects within the boundaries of the system

being studied

Attributes - characteristics of entities within the
system
Events - occurrences which cause change in the status

of the system.

Simulation can be analogue or digital, discrete or continuous, with
©O T wyithout a computer, with or without real time (fast or slow) and with
© X without a human decision maker in the simulated process (Rockwell,
J-965). Digital simulation requires that for each instant of model time,
A series of calculations be performed to produce a set of discrete out-
P uts. The reaction of the model to any input function is, therefore,
Qe ternined by repeating the series of calculations for each instant of

T ime for which the response is required. Analogue simulation requires
That model variables simultaneously assume their appropriate values so

that parallel recording of these values can reproduce all the important
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aspects of the system's performance (Link and Splinter, 1970). Generally,
the rapid development of high speed digital computer technology, and of
simulation languages based on such technology, has made digital simula-
tion preferable.

Hillier and Lieberman (1974) stated emphatically that simulation
models need not be completely realistic representations of the real
systems, since representing all of the minute details of real systems
often leads to excessive programming and use of excessive amounts of
computer time for the benefit of a small amount of additional informa-
tion. These authors further suggested that the behavior of system
elements is best represented by theoretical distributions which best
fit observed data from which random samples can be drawn. In light of
this, an important aspect of simulation modelling is the validation of
the model to show that it adequately represents the 'real-world' situa-
tion.

Model validation can be achieved by comparing observed 'real-world'

System performance data with data generated by the model (Hillier and
I.1ieberman, 1974; Manetsch et al., 1974). Standard statistical tests
=Such as the Student's 't' test for the comparison of two means and the

x = and F tests for inferences about variances, can sometimes be used to
< e termine whether the two sets of data are statistically different.
T}‘ese procedures are designed to make inferences about the values of
The parameters 'U' and 's' that appear in the prescription for the
™Mathematical curve of the normal distribution and are collectively

Ynown as 'normal-theory' parametric inference tests.

Another useful statistical test which may be used for the compari-

Son of two sets of data is the Wilcoxon Rank-Sum Test originally proposed
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by F. Wilcoxon (1945). An equivalent alternative version of this test
was independently proposed by H. Mann and D. Whitney (1947) and is now
known as the Mann-Whitney U Test (Bhattacharrya and Johmnson, 1977).
Neither the Rank-Sum nor the U Test is restricted by the assumption
that the data are normally distributed and they both test specifically
whether two samples drawn from different populations have the same dis-
tribution. These tests are non-parametric tests and they can be used
for both small and large sample sizes, although some test power is lost

as the sample size decreases (Bhattacharrya and Johnson, 1977).

3.4, Sugar Cane Simulation Models

Simulation models have been used for about 15 years to study farm
machinery systems. Specific areas of application have been: predicting
expected returns (Sowell et al., 1967); analysis of specific cropping
systems such as cotton production (Stapleton, 1967); forage harvesting
(Coupland and Halyk, 1969); the performance of field machines and trans-

Port units for a row crop planting system (Von Bargen and Peart, 1969);
Tt he effect of the different harvesting system configurations on closed
< A rcuit cyclic transportation systems (Boyce, 1972); silage harvesting
CRussel et al., 1977) and sugar cane harvesting. The literature on
=P plication of simulation modelling to sugar cane harvesting is examined
Anm  gome detail below.
Sorenson and Gilheany (1970) developed a model for testing different
S trategies and decision rules governing the deployment of equipment on a
S ane plantation in the Caribbean. For this model, time for loading in

the field, cane transport travel time for a given distance and unloading
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time at the factory, were represented as constants, and statistical
models were developed for crop rotation, rain and trash, rained-out
field conditions, mill capacity and transport unit breakdowns. These
authors suggested that, with minor modifications, their program could
be used to optimize the length of the cane crop.

Farquhar (1972) discussed the potential of adapting the systems
approach in general and simulation in particular, to the analysis of
sugar cane production systems, and used a generalized model to highlight
some of the complexities of such systems.

Shukla, Chisolm and Phillips (1973) developed a computer program
for analyzing harvesting, loading and transportation of sugar cane.

The programme reportedly gave good results for the systems studied but
was somewhat locale-specific and depended heavily on the coefficients
derived from a time and motion study which had been on-going for several
years.

Early (1974) used an inventory model to simulate harvesting condi-
tions in the Philippines. The specific objective of this work was to

Synchronize field and factory operations under conditions of random
Tainfall. He identified three limitations to his model based on the
e thodology used in constructing the model, the data used in modelling
The system response and the sequencing of rainfall events. Despite these
:1-1Jnitations, he concluded, after simulating 10 years of operations, that
The existing policy of allocating a daily quota to all farmers, each in
Proportion to their share of the milling capacity, could be improved by
Adopting a system of reaping zones which showed better comparative yields
©ach month of the cropping period. He also estimated that this policy

Change, depending on the utilization and availability of irrigation,
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could increase yields by between 12.5 and 16.5 percent.

A linear programming model was used by Tonsman (1974) to predict,
for different periods, which fields should be harvested, and the amount
and type of machinery that should be used at each location. This model
included in the optimization process, such agricultural characteristics
as seeding type and variety, soil preparation, irrigation regime, fertil-
ization, climatic conditions, water availability, machine field capaci-
ties, transportation equipment and the factory's production programme,
among others. Based on recommendations which resulted from this work,
improvements of 14 percent and 30 percent in the ratios of sugar pro-
duced to cane milled and sugar produced to harvested area, respectively,
were observed.

Hoekstra (1973, 1974, 1975) constructed three simulation models
for a single cane harvesting and handling system in South Africa. His
first model examined the effect of mill stoppages on transport units
which off-loaded directly into the factory. The results indicated that
the total number of transport unit hours lost over the cropping period,
for mill stoppages ranging fromless than 10 minutes to 5 hours, was
negligible. 1In his second model, he examined mill yard operations. In
this model, four vehicle types were processed through one of two unload-
ing and each vehicle had to be weighed in and out. In general, the
simulation results showed that improvement in the cane flow through the
system could be achieved by improving the communications between the
mill yard and the different suppliers, and by increasing the amount of
cane delivered directly into the mill. In the third simulation model,
the influence of mill operations on the delay time between cutting and

milling was examined. In general, it was found that the delay between
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cutting and milling was dependent only on the respective timing of the
cutting. Grinding over six days reduced both the mean and the spread
of delay times, Hoekstra also indicated that the spread of delay times
about the mean was not due to the irregular grinding of deliveries but
rather to variances from a strict first-in first-out policy of milling
cane deliveries.

Cochran and Whitney (1975) examined the effect of different numbers
of transport units on field loader utilization. The overall results of
their work were combined with a theoretical analysis adopted from the
work of Melissa (1966) to develop a nomograph which permits graphical
prediction of delivery rates for given values of transport unit capabil-
ities, mean loading rate, total trip time and the number of transport
units. A cost model was also developed to facilitate selection of the
optimum number of transport units for any given system configuration.

Loader transport system costs were broken down into three categories.

(1) Labour cost - defined by equation 11
(2) Equipment fixed cost -~ defined by equation 12

(3) Equipment operating costs - defined by equation 13

The total loader transport system cost (TC) is obtained by summing
the three equations 11-13 to give equation 14. The equations are as
follows:

System labour cost = Wlo + (Nt)(Wtr)/Del . . . . . . . . . . (11)

to

System fixed cost = Lfc + (Nco)(Cfc) + 121 Tfci/Thui)

(I/Del) v v v v v v v v o v v v e e (12)



System operating cost = Loc/R + (Coc + Nt/Nc:Toc)
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* (tp/(8)(Cc))

Total cost, TC = 1/Del((Lfc + (Nco)(Cfc/Shu + I Tfci/Thui

where

TC

Lfc

Cfc
Tfci
Thui
Shu

Wlo

Wlr

Coc
Toc
tp
Nt

Nc

Cc
Del

Nco

+ Wlo + (Nt)(Wtr)) + (Loc/R + (Coc + Nc/Nc-

Toc-tp/ ((S)(Cc)). .

Total transport cost

Loader fixed cost

Cart fixed cost

ith tractor fixed cost

ith tractor hours of use per year
Season hours of use

Labour cost for loader operator
Labour cost for tractor operator
Loader operating cost

Cart operating cost

Tractor operating cost

Round trip distance (field to mill)

Number of transport tractors in use

Number of carts in use
Loader rate for given conditions
Average speed of transport units

Cart capacity

Transport system production rate to mill

Number of carts owned

$/tonne
$/year
$/year
$/year
hours/year
hours/year
$/hour
$/hour
$/hour
$/hour
$/hour

kilometres

tonnes/hour

(13)

(14)

kilometers/hour

tonnes

tonnes/hour
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Nto = Number of tractors owned and reserved for
transport system use only during harvesting
season

One of the more recent applications of simulation modelling to sugar
cane handling was reported by Ogilvie et al. (1978). These researchers
investigated the handling and transport of hand-cut whole stick sugar
cane at the Frome Cooperative Farm in Jamaica. Two computer simulation
models were constructed; one for the field operations and one for factory
yard operations. They reported that the models developed permitted the
testing of current and modified equipment arrangements and management
policies, which in turn resulted in higher throughput and optimum use
of transport and handling equipment. They also reported that the GASP
IV simulation language used for constructing the models not only proved
to be most adaptable to the system studied, but also provided the user
with excellent intrinsic filing and report formatting routines and cap-
abilities.

Loewer et al. (1979) developed a computer model to optimally select
sets of equipment for 56 possible alternatives through the sugar cane
harvesting network in Brazil, and to compute the labour requirements
and fixed, variable, indirect and total costs. The results of the
simulation indicated that transportation costs accounted for 60 percent
of the total cost of harvesting sugar cane under Brazilian conditionms.
It was concluded, therefore, that modification of the transportation

activity offered the greatest potential for reducing total harvesting

and handling costs.
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3.5. Computer Simulation Languages

In implementing a systems model on a computer, the user has the
option of using a general purpose programming language or one of several
special purpose simulation languages. General purpose programming lan-
guages that may be of interest to the simulation modeller are FORTRAN,
ALGOL, BASIC, and PL/1. On account of their generality, these languages
may be used to construct simulation models of any type of system. How-
ever, the modeller is required to develop his own input-output routines,
set up his own time clock and switches within the model, and write his
own special purpose routines such as normal pseudorandom number generators
(Dent and Blackie, 1979). Modelling using these languages requires con-
siderable programming ability and a reasonable knowledge of the computer
and its associated systems (Manetsch and Park, 1980).

Special purpose simulation languages, on the other hand, have
evolved in response to a need to reduce the programming skill and effort
required to program and use computer simulation models (Krasnow and
Merikallio, 1964). These languages contain specialised facilities, such
as automatic time-keeping routines and sophisticated output formatting
routines, which are convenient for modelling particular types of problems
(Teichrow et al., 1966). Some of these languages are really supersets
of general purpose languages (for example CSMP is a superset of FORTRAN)
whereas others, such as GPSS, are self-contained (Tocher, 1965). 1In
any case, most of these languages were originally developed to satisfy
the requirements of specific problems and they, therefore, differ in the
type and range of their possible applications. Manetsch and Park (1980)

described a number of criteria by which simulation languages may be
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evaluated. These are as follows:

Language type - Simulation languages are classified as either

'discrete event' or 'continuous flow' or both of these. Discrete event
languages are designed to simulate real world systems when a microscopic
viewpoint, which considers individual objects or events as entities, is
appropriate. In contrast, continuous flow languages are designed to
simulate systems which are best characterized by aggregates or flows of
discrete entities. Models of such systems are normally structured
using differential and/or difference equations and continuous flow
languages usually contain integration packages designed to efficiently

obtain particular solutions for large sets of such equations.

Universality - This criterion describes the generality of a language
with respect to the range of computers with which it is compatible. Some
languages are very machine dependent and are useable only on limited com-

puter makes, models and sizes.

Higher Order Modularity - Situations are sometimes encountered in

which a complex sub-system structure occurs repeatedly in the structure

of the larger total system (for example, similar machines in a production
process). In such cases, it is often possible in simulation to design
one basic model 'higher order building block' which can be used repeatedly
in the overall model (with different inputs and structural parameter
values where necessary) to model the replicated sub-system whenever it
occurs. This capability of a language is termed 'higher order modularity'
since it involves modularity vis-a-vis a model component constructed

from more basic components.
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Programmability - This criterion relates to the programming effort

required to program and operate models in a given language. The concept
is somewhat arbitrary since it is often highly dependent upon the partic-
ular problem at hand. Nevertheless, for some types of problems, some

languages are easier to work with than others.

Optimization Capability - Some simulation languages offer the

facility of running simulation models linked with optimization routines
(such as Complex or Powell's routines) which use search or other techni-
ques to optimize the performance of the model with respect to some

criterion.

Output Formats - Most special purpose simulation languages include

'canned' output formats which provide selected model outputs in tabular,
graphical (versus time), histogram or other forms. Such facilities can

significantly reduce model programming requirements.

The following is a tabulated comparison of a number of contemporary
simulation languages. The table was originally compiled by Manetsch and
Park (1979) for six languages, based on the six criteria described above,
but has been extended by the author to include an additional simulation
language 'GASP IV' and an additional descriptive criterion 'Error Diag-

nostics'.
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CHAPTER 4

METHODOLOGY AND MODEL DEVELOPMENT

4.1. Introduction

Most agricultural crop harvesting and transportation systems can
be represented by some form of closed circuit queuing system as shown
in Figure 3.1. Essentially, such a system consists of cutting the crop
and loading it into transport units which are then taken to a process-
ing, storage or other facility where unloading takes place (often after
the loaded transport units are weighed). Empty transport units are sub-
sequently returned to the field. Since a service facility (e.g., har-
vester, scale or unloader) is not always free on arrival of a transport
unit, service queues often build up within the system.

The calculation of the capacity of cyclic queuing systems can be
rather complex, especially in an agricultural context, due to the wide
variability of operating conditions that may prevail. One relatively
simple approach to finding approximate solutions for such systems is
through the use of computer simulation programs. In such programs, the
variability of operating conditions can be handled by using appropriate
statistical distributions to represent the operating times of the dif-
ferent pieces of equipment involved in the system (Dumont and Boyce,
1972). This chapter describes the simulation methodology used to study
mechanical harvesting and handling of sugar cane under Barbadian condi-

tions.
52
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4.2. Model Development Approach

There are two distinct systems of mechanical harvesting of sugar
cane in use in Barbados: chopper harvesting and whole-stick harvesting.
In the chopper harvesting system, the cane harvested by a combine is
delivered directly into a wagon pulled alongside the harvester by a
field tractor. When a wagon is filled, it is moved from under the
delivery chute of the harvester and an empty wagon is drawn up in its
place in such a manner as to ensure continuous harvester operation. In
the case of the whole-stick system, the cane is cut by a mechanical
cutter and then loaded by a mechanical grab loader (in a separate opera-
tion) into a transport trailer pulled alongside the loader in the field.
In either system, filled transport units are deposited in a queue at
the edge of the field and, when a complement of two full wagons or
trailers and a road tractor becomes available, a trip is dispatched to
the factory. The actual flow of individual operations performed on
each transport unit during the entire harvesting and handling process
is shown in Figure 4.1. Operations above the 'broken line' on the
Figure are associated with the field subsystem, while those below the
line are involved in the factory subsystem.

For the purposes of this study, the overall cane harvesting and
handling system was broken down into two subsystems: a field subsystem
and a factory subsystem -- a division not at all unrealistic since in
Barbados, the cane production and processing sectors are separately
owned and managed entities (see Chapter 2). Each subsystem was then
decomposed into its specific activities, and events identified such

that each activity was bounded by a pair of sequential time events, one
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WAGON WAITS TO BE LOADED

WAGON IS MOVED TO HARVESTER

WAGON IS LOADED

WAGON IS MOVED AWAY FROM HARVESTER

WAGON WAITS TO BE MOVED TO FACTORY

UNIT (2-WAGON TRAIN) IS MOVED TO FACTORY

UNIT WAITS TO BE WEIGHED

EACH WAGON IS WEIGHED SEPARATELY

UNIT IS MOVED TO UNLOADER

UNIT WAITS TO BE UNLOADED

EACH WAGON IS UNLOADED SEPARATELY

UNIT IS RETURNED TO FIELD

a8

Figure 4.1. Flow process chart of operations performed

on each transport unit
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signalling its start and the other signalling its end. The time to
perform a given activity was calculated by finding the lapse time between
the relevant pair of sequential events.

Two computer simulation models were then developed: a field opera-
tions model (FIELDOP) to simulate the activities involved in the field
subsystem; and a factory yard operations model (FACYARD) to simulate
the activities involved in the factory subsystem. Based on a review of
the literature on simulation models and computer simulation languages,
the GASP IV simulation language was selected for constructing both models.

Details of this language are presented in the following section.

4.,2.1. An Overview of the GASP IV Simulation Language (Source: Pritsker,
1974)

Simulation is a problem solving procedure for defining and analys-
ing a model of a system. Digital computer simulation, as defined by
Pritsker (1974), is '"the establishment of a mathematical-logical model
of a system and the experimental manipulation of it on a digital com-
puter."

Simulation languages typically provide the structure and the term-
inology to facilitate the building of simulations and relieve the user
of a considerable amount of personal programming effort. GASP IV is
such a language. It helps the user to build computer simulation programs
that can be both the model of the system and the vehicle for analysing
the system.

The philosophical basis for the design of GASP IV is the concept
of modelling a system in two dimensions: the time dimension and the

state-space dimension. Fundamental to building a GASP IV simulation
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model is the decomposition of time and state space into manageable ele-
ments. The decomposition in the time dimension requires the user to
define events and potential system changes generated by these events,
to specify the causal mechanisms by which events can occur, and to de-
fine the mathematical-logical relations that transpire when an event
occurs.

In the state-space dimension, GASP IV presumes that a system model
can be decomposed into its entities, which are described by attributes.
Attributes may be discrete or continuous. A discrete attribute is one
whose value remains constant between event times, while a continuous
attribute is one whose value may change between event times according
to a prescribed code of dynamic system behaviour.. Continuous attributes
are referred to as ''state variables'". 1In essence then, GASP IV provides
a formalized view of the world which specifies that the status of a
system be described in terms of a set of entities and their associated
attributes and state variables.

In GASP IV, an event occurs at any point in time beyond which the
status of a system cannot be projected with certainty. Events are
described in terms of the mechanism by which they are scheduled. Those
that occur at a specified projected point in time are referred to as
"time events', while those that occur when the system reaches a partic-
ular state are called "state events".

The behavior of a system model is simulated by computing the values
of the state variables at small time steps and the values of attributes
at event times. GASP IV automatically decomposes the time axis into

points at which events occur, based on the equation form of the state
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variables, the time of the next event and accuracy and output require-
ments. The user is, therefore, relieved of the task of sequencing events.

When an event occurs, it can change the status of the system in
three ways: by altering the values of the state variables or the attri-
butes of the entities; by altering relationships that exist among enti-
ties or state variables; and/or by changing the number of entities pre-
sent. Methods are available in GASP IV for accomplishing each type of
change.

At each time step, the state variables are evaluated to determine
if the conditions prescribing a state event have occurred. If a state
event was passed, the step size was too large and is reduced. If a
state event occurs, the model status is updated according to the user's
state event subroutine. Step size is automatically set so that no time
event will occur within a step, by setting the step size so that the
time event ends the step.

Since time events are scheduled happenings, certain attributes are
associated with them. At the minimum, a time event must have attributes
that define its time of occurrence and its type. If the time event is
associated with an entity, then either the attributes of that entity must
be associated with it or the event must be able to refer to the attri-
butes of the entity. For example, if there is an end-of-service event
for an item, the attributes for that item must, in some way, be associated
with the event. A filing system is provided for storing entities and
their associated attributes. System monitoring procedures, which can be
pre-scheduled or called as required, are also provided.

GASP IV is designed to provide eight specific functional capabili-

ties:
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(1) Event control

(2) state variable updating using integration, if necessary
(3) System state initialization

(4) Program monitoring and event reporting

(5) Information storage and retrieval

(6) System performance data collection

(7) statistical computations and report generation

(8) Random deviate generation.

The first four of these capabilities are primary functions which
constitute the basic modes of the language as shown in Figure 4.2. The
remaining four are support oriented.

GASP IV has two forms of program control. One, the executive
function, directs the system program into its various modes: initializa-
tion, state variable updating, monitoring, etc. The other, the event
selection function, operates within the simulation model and sequences
the execution of event routines. The modular structure of GASP IV
allows event logic to be changed relatively simply to investigate the
effect of changes in a system on selected measures of system perform-
ance, since each event 1is, in fact, a separate subprogram. A data pool
allows changes made in data inputs to be communicated throughout an
entire simulation model. The preparation of reports summarizing the
results of simulation runs is simplified by utilizing standard report
programs that obtain their information from the common data pool. Model
debugging is also facilitated by the provision of access points at which
program results can be sampled without interfering with the logic of

particular events.
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In summary, GASP IV has five distinct features that make it partic-

ularly attractive as a simulation language:

(1) The language is FORTRAN based and requires no separate
compiling system. It is easily maintained and can be
implemented on new computing systems and on the comput-
ing systems of different manufacturers.

(2) GASP IV is modular and can be made to fit on all
machines that have a FORTRAN IV compiler.

(3) GASP IV is easy to learn since the host programming
language is usually known and only the simulation
concepts need to be mastered. The implementation of
these concepts is apparent to the user.

(4) GASP IV can be used for discrete, continuous, and com-
bined simulation modelling, and is the only well-docu-
mented simulation language with this capability (see
Table 3.1)

(5) GASP IV can be easily modified and extended to meet

the needs of particular applications.

A functional flowchart of a GASP IV program is presented in Figure 4.3.

4.3 The Field Operations

4.3.1. Objectives

The main objective of simulating the field operations was to identify
changes in the cane harvesting and transportation procedures that could

lead to increased efficiency of utilization of the expensive chopper
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harvesters and their associated equipment. Specific objectives
follows:
Determination of the current levels of utilization

of the chopper harvesters and of the cane transporta-
tion equipment within the field subsystem.
Construction of a computer simulation model to accu-
rately reflect the operational characteristics of the
field subsystem.

Use of this model to determine the effect on potential
subsystem output of variations in the characteristics,
specifications and combinations of different subsystem

components.

. Use of the simulation model to test recommendations

which may be implemented to improve and/or optimize the
overall performance of the field harvesting and cane

transport operations.

4.3.2. Activities and Events

The principal activities involved in the field subsystem are the

loading

of empty cane transport vehicles and the dispatch of full trans-

port units to the factory for processing (Figure 4.4). Inevitably, road

tractors are not always available whenever a complement of two full

wagons 1s ready for transportation to the factory, neither are harvesters

always free when empty transport wagons return to the field. Queues of

full and empty wagons, therefore, form an integral part of the field

subsystem.



63

|
IFROM FACTORY‘

H ]

mm—— o ——— - -

X40LOVAL Ol

—
——

AR LA

[T
|

R R

T,

dIAVOT ONIFE NOOVM

Figure 4.4. Activities involved in the field subsystem



64

The specific sequential time events identified and monitored for

the field operations model are detailed in Table 4.1 and the sets of

activity times derived from these time events are as follows:

1.

TTHT: -

LTPW: -

TTFQ: -

HIT: -

TTITF: -

. ZATU: -

travel time of field tractor and empty wagon
combination to harvester for loading (STLD -

STHK) .

loading time per wagon, including turning time at
the end of each row when applicable (ENDLD - STLD).
travel time of a field tractor plus a loaded wagon
to the queue of full wagons (ENDUH - ENDLD).
harvester idle time due to unavailability of empty

wagons at the field (STLDn+ - ENDLDn).

1
travel time of a road tractor and its complement
of two full wagons from the field to the factory
(ARFCT - DPFLD).

inter-arrival time of cane transport units (a unit
being 1 road tractor plus 2 wagons) at the factory

(ARFCTn+ - ARFCTn).

1

RTFCT: - residence time for a transport unit at the factory

(DPFCT - ARFCT).

TTFLD: - travel time of road tractor plus two empty wagons

from factory back to field (ARFLD - DPFCT).

4.4, The Factory Yard Operations

4.4.1. Objectives

The main objective of simulating the factory yard operations was

to identify changes in the layout and organization of the yard which
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Table 4.1. Events monitored for the field operations.

Event Event Definition
Code

Start hook STHK Time at which a field tractor stops
in front of an empty wagon in prep-

aration for hitching.

Start load STLD Time at which the first cane hits
the bottom of the wagon.

End load ENDLD Time at which the rear end of the
loaded wagon passes the front end
of the harvester on its way to the

queue of full wagons.

End unhook ENDUH Time at which a field tractor
starts moving, having deposited
a loaded wagon in the queue of full

wagons.

Depart field DPFLD Time at which a road tractor plus
its complement of two full wagons

starts moving enroute to the factory.

Arrive factory ARFCT Time at which the front wheels of
the road tractor cross the entrance

to the factory.

Depart factory DPFCT Time at which a road tractor plus
its complement of two empty wagons
or trailers first start to move
enroute back to the field, the cane

having been unloaded.

Arrive field ARFLD Time at which a road tractor and its
complement of two empty wagons stop
in the queue of empty wagons at the

field, having returned from the factory.



66

could lead to improved operating efficiency, before committing large
sums to major physical changes in yard configuration. Specific objec-
tives were as follows:

l. Determination of the current levels and rates of utiliza-
tion of existing equipment and the overall output of the
factory cane handling system.

2. Construction of a computer simulation model to accurately
represent the current configuration of a given factory
yard.

3. Use of this simulation model to investigate the effects
of changing the values of certain model parameters and
variables so as to achieve varying operational charact-
eristics of the factory yard processes.

4. Minimization or reduction of the residence time of cane
transport equipment in the factory yard, since this
implies more efficient use of both the cane harvesters

and the transport vehicles.

4.4.2. Activities and Events

The principal activities involved in the factory yard process are
weighing and unloading of the cane transport vehicles. Since, however,
the service facilities (scales and unloaders) are not always free when
a transport unit arrives at the service area, two additional activities
"waiting in the queue to the scale" and "waiting in the queue to the
unloader" were also considered.

The sequential time events identified and monitored for the factory

yard operations are listed in Table 4.2 and the activity times derived
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Table 4.2. Events monitored for the factory yard activities

Event Event Definition
Code

Arrive factory ARFCT Time at which the front wheels of the
road tractor cross the entrance to the
factory.

Start weigh STWGH Time at which the front wheels of the
road tractor first make contact with
the weigh scale platform.

End weigh ENDWGH Time at which the rear wheels of the
second wagon or trailer (in a train)
leave the weigh scale platform.

Start unload STULD Time at which the chains of the unload-
ing crane or hoist first make contact
with a full wagon or trailer.

End unload ENDULD Time at which a road tractor and its

complement of two empty trailers or
wagons first starts to move en route
from the factory after the cane has

been unloaded.
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from these events are defined below:

1. Weigh Q-time: - time road tractor and its complement of two
full wagons or trailers spend in the queue waiting to be
weighed (STWGH - ARFCT).

2. Weigh time: - time to weigh complement of two wagons or
trailers (ENDWGH - STWGH).

3. Unload Q-time: - time road tractor and its complement of
two full wagons or trailers spend in the queue waiting to
be unloaded (STULD - ENDWGH).

4. Unload time: - time to unload complement of two wagons or
trailers (ENDULD - STULD).

5. Factory Residence time: - total time road haulage tractor
and its complement of two wagons or trailers are retained

at the factory yard (ENDULD - ARFCT).

4.5. Data Acquisition and Analysis

The main data required for this study were duration times of the
various activities involved in the Field and Factory yard operations.
As stated in Section 4.2, these times were obtained by monitoring the
occurrence times of sequential events and then calculating the lapse
times between appropriate pairs of events. The event times monitored
for the field and factory yard systems have already been presented in

Tables 4.1 and 4.2, respectively.

4.5.1. Data Acquisition

The data collection for this study was undertaken during the period

February 24 to April 10 of the 1982 cane harvesting season in Barbados.
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For this exercise, five monitors were employed, to of whom were assigned
to the field operations and three to the factory yard operatioms.

In the case of the field operations, one monitor was responsible
for recording thé event times associated with the loading process in-
volving interaction of the combine harvester, the field tractors and
the transport wagons. Event times associated with the arrival of empty
transport units at the field and the departure of full transport units
to the factory were recorded by the other monitor.

In the case of the factory yard operations, one monitor recorded
transport unit arrival times at the factory while a second monitor
recorded event times associated with the weighing activity for all trans-
port units as well as those associated with the unloading activities for
chopped-cane units. The responsibility of the third monitor was to re-
cord event times associated with the unloading of whole-cane transport
units.

All persons selected as monitors were required to study an instruc-
tion manual which explained the data collection process and described
how to identify the precise times at which the various events occurred
(see Appendix I). In addition, prior to the commencement of the actual
data collection, the monitors were taken into the field and each was
shown exactly how to record his own data as well as the data for which
each of his co-workers was responsible. This precautionary measure
was taken to ensure that monitors could be readily inter-changed as and
when the need arose.

Each monitor was equipped with a clip-board, an adequate number of
data recording forms, scoring pencils and pens and a digital quartz

watch with a continuous, 6-digit time display. In order to synchronize
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events occurring at various points in the system, all watches used were
adjusted on the first day so that they all read the same time and kept
synchronized throughout the study.

Data recording consisted of entering the event times and the iden-
tity of the field tractors or road tractors (registration numbers) in
the appropriate columns on the forms. The comment number column was
used to identify activity times during which unusual events occurred.

A comment number consisted of two numbers; a row (observation) number
and a column (event) number which together indicated the exact event
time entry to which the comment referred. The actual comments were
written in the "comments'" section provided at the bottom of the data

recording form. Samples of some actual data are given in Appendix I.

4.5.2, Data Analysis

In order to model the specific events using the intrinsic distribu-
tion functions of the GASP IV simulation language, it was necessary to
select appropriate statistical distributions to represent the various
gctivity times and then determine suitable parameters for these distri-
butions. Based on the literature review presented in Chapter 3, activity
times for the loading, weighing and unloading processes, and waiting
times in the queue to the various servers can all be represented by
either the Erlang or the Gamma distribution. Since the latter is a more
general form of the former (which itself is a more general form of the
Exponential distribution) it was decided to use the Gamma distribution
to determine the appropriate parameters for the distributions of the

activity times mentioned above.
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Two forms of the Gamma distribution exist: a 2-parameter version
which assumes that the minimum value for the dependent variable is
always zero and a 3-parameter version which allows the dependent vari-
able to take on minimum values greater than zero (Figure 4.5). Since,
for this study, the minimum values of service or activity times are
always positive, the 3-parameter Gamma was the version fitted to the

data in all cases.

4.5.3. The Data Analysis Program

Most of the program used was taken from a program originally
developed by Dumont (1972). The original program accepted activity or
service times which it processed and analysed as statistical distribu-
tions, using the maximum likelihood method to fit the distribution. It
was later modified by Ogilvie et al. (1978) to provide for input data
manipulation into a form suitable for curve fitting analysis. Minor
improvements in the computer code and general program flow have been
made by the author.

The general flow through DATANAL is shown in Figure 4.6. The
program accepts data in sequential event time form just as it is re-
corded in the field. Subroutine DACON converts the 6-digit event times
from the 'hour, minute and second' mode to a single decimal number,
single unit mode. In subroutine COLDIF successive event times are sub-
tracted from preceding event times so as to produce columns of single
unit decimal service times. These columns of service times are then
sorted in ascending order by the main program and used as input to sub-
routine SIMPLE which determines the values of the three parameters of

the GAMMA distribution for each column in turn. Output from the program
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includes: a list of input event data converted to single unit data, a
list of activity or service times, histograms of the distribution for
each activity time and parameter values calculated for each distribution.

The computer listing of program DATANAL is given in Appendix II.



CHAPTER 5

FIELD AND FACTORY YARD COMPUTER SIMULATION MODELS

5.1. Introduction

A system may be defined as a set of inter-connected elements or
components which interact, under a prescribed set of conditions, to
achieve a specific goal or set of goals (Naylor et al., 1968). 1In
general systems terminology, a number of different systems components
have been identified (Manetsch and Park, 1980). These are:

1. Exogenous or environmental variables: these are input

variables determined by factors completely independent
of or external to the system, and which together consti-
tute the system environment.

2. Entities: these are objects within the boundary of the
system.

3. Endogenous or dependent variables: these are internal or
output variables of a system which are generated or caused
by system inputs and/or interaction or other endogenous
variables.

4, System boundary: this is an imaginary line which sepa-
rates endogenous system components from the exogenous
variables or the system environment.

5. System output variables: these are variables caused by
a given system and are used either as inputs to another

75
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system or as measures of performance of the given

system.

6. Controllable input variables: these are input factors

which can be used as a means of overtly altering system

behaviour, usually in a beneficial manner. They are

also known as management or decision variables.

The set of interactions of elements and related variables that

intervene in the causal chain linking system outputs to system inputs

1s referred to as the systems structure. Causal loop diagrams, in which

the system

elements and the variables that interact among them are rep-

resented in two dimensions, are often used to illustrate system structure.

5.2.1. The

5.2. Field Operations Simulation Model

System Environment

In the case of the field operations model (FIELDOP), the system

environment consists of the following exogenous variables:

- Cane variety (its suitability to mechanical harvesting)

- The

- The

- The

- The

conditions of the field

daily quota of cane fixed by the factory
factory yard conditions (degree of congestion)
road conditions (traffic congestion)

climatic conditions (particularly rainfall)
operational policies of management

travel distance between the field and the factory.
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The first five factors may affect the output of the harvester
directly, while the remaining three would tend to affect the turn-
around time (total round trip time) of cane transport units (see Figure
5.1). For purposes of model simplification, however, a number of assump-
tions were made about these factors:

1. The travel distances between fields and factories are

known.

2, Variations in field, factory yard and road conditions
can be handled by using appropriate statistical distri-
butions of the work times for the varioﬁs operations
performed at these locations.

3. Since the daily quota of cane is established for six
consecutive days of a week at the beginning of the week,
over-supply on one day is deducted from the next day
and under-supply is added.

4. The factory yard operations (weighing and unloading)
can be represented as a single server operation for
the field operations model, since total round-trip time
is the time variables of interest here.

S. The field system operates from 7:00 a.m. to 7:00 p.m.,
six days a week with a break of one hour per day for
lunch. Further, based on short-term observation, approx-
imately one hour is utilized per day for repairs and
general maintenance. Effectively, then, 10 hours (two
S5-hour shifts) are available for work per day.

6. All harvesters, field tractors, road tractors and wagons

in one location are identical and their work times can,
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therefore, be represnted by the same probability
distributions.
7. A transport unit always consists of a road haulage

tractor and a complement of two wagonms.

8. Delays in field operation due to rainfall are infrequent
in occurrence and negligible in duration.

9. Transport units and individual wagons are treated on a
first-come, first-served basis throughout the system.

10. Agronomic practice dictates that, for a given field,

only one cane variety is used.

On the basis of the above assumptions, the daily cane quota, the
transport unit capacity, the length of a shift, the length of the break
between shifts, and the operational policies of management are all con-

sidered to be constants in the system model.

5.2.2. Entities
The entities considered for the model are:
1. The mechanical (chopper) harvesters
2. The field tractors
3. The cane transport wagons

4. The road tractors

The operating personnel associated with the equipment (e.g., tractor
operators, the harvester operator) are considered to be integral parts
of the component equipment and do not affect the system as individuals.

They are, therefore, not treated as separate entities in the model.
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5.2.3. Endogenous Variables

The endogenous variables generated within the system boundary are
as follows:

1. Time in the queue of empty wagons

2. Time in the queue of full wagons

3. Time to complete a round-trip

4, Tonnes of cane harvested per day

5. Available work time.

5.2.4, Output Variables

The output variables of interest for the field subsystem are:
1. The average total round-trip time
2, The average time an empty wagon waits at the field to be
loaded
3. The average time a full wagon waits at the field to be
transported to the factory
4. The utilization of the harvester
5. The utilization of a field tractor
6. The utilization of a road tractor
7. The number of trips completed per shift
8. The number of trips in transit at the end of a shift
9. The number of full wagons in the field
10. The total tonnes of cane delivered to the factory from the

field subsystem.
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5.3. Field Operations Simulation Program (FIELDOP)

As previously stated, in GASP IV each entity has one or more attri-
butes associated with it. The entities and their associated attributes
for the FIELDOP program are listed in Table 5.1. Nine files are used
in the program for storing information on entities and combinations of
entities at different points in time during the simulation. These files,
along with the entities stored in each and the attributes used to rank
entries in files, are shown in Table 5.2. Throughout the simulation,
the identity of each piece of equipment is maintained by assigning it
to the appropriate file. For example, if at the end of a shift, a
field tractor and empty wagon combination remains in the field, the com-
bination is dissembled and the field tractor put in the file for field
tractors (File 5) while the empty wagon is placed in the file for empty

wagons (File 2).

5.3.1. General Flow Through Program FIELDOP

The general flowchart for program FIELDOP is presented in Figure
5.2. The main program assigns appropriate values to the card reader and
printer units, reads in the initial values for non-GASP (user-generated)
variables (Table 5.3), prints out a list of these variables, and initi-
alizes the GASP IV variables declared in the Dimension, Common and
Equivalence statements before making a call to the GASP IV executive
subroutine, GASP. The GASP IV subroutines DATIN and INTLC (user-written)
are then called from subroutine GASP. DATIN enters input data read in
by the main program and subroutine INTLC initializes the start, end, and

operating work times, daily cane delivery quotas, report arrays and

4 /S,
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Table 5.1. Entities and their associated attributes (FIELDOP)

Attribute Entity
Number Description Harvester Field Wagon Road
tractor tractor
1 Event time X X X X
2 Event code X X X X
3 Time of arrival in
queue of empty wagon X
4 Time of arrival in
queue of full wagons X
5 Time of departure
from field X X
6 Time of arrival of
a transport unit at
factory X X
7 Time of departure of
a transport unit from
factory X X
8 Harvester number X
9 Field tractor number X
10 Road tractor number X
11 Number of full wagons
for one trip to factory X
12 Trip completion indicator X X
13 Identification of field
location (i.e., NEST) X X X X
14 Time of entry into
file 8 X X
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Table 5.2. Files used in model FIELDOP

File no. (I) Entries KKRNK (I) IINN (I)
1 Future events 1 3
2 Queue of empty wagons at field 3 3
3 Queue of full wagons at field 4 3
4 Queue of road tractors 13 3
5 Queue of field tractors 13 3
6 Harvesters 13 3
7 Information on road tractors

processed at the factory 6 1
8 Field tractors and empty wagons

coordinates waiting to be loaded 14 1
9 Transport units in transit at

end of the morning shift
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Figure 5.2. Flowchart through FIELDOP
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Table 5.3. NON-GASP user input variables used in FIELDOP

Symbol Definition
ISC System condition: ISC = 1: simulate
ISC = 0: end of simulation
NWG Number of wagons
NHT Number of harvesters
NFT Number of field tractors
NRT Number of road tractors
NEST Identifies estate simulated
QUOTA Estate delivery quota of cane for one day
CAP Amount of cane delivered by a transport unit per trip
(tonnes)
STM Time of starting field operations on first day
ENT Time of ending field operations on a work day
AMOUNT Amount of quota remaining
DWN Status of system: DWN = 0: system operational
DWN = 1: system down
BREAK One hour lunch break for which harvesting stops

between shifts
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equipment combinations, and establishes performance criteria for the
simulation. A successful return to the executive routine GASP from
DATIN is indicated by a print-out of the initial values established for
GASP IV variables. The executive routine GASP then calls subroutine
EVNTS (IX) which passes control to individual user-written event sub-
routines ARFLD, STLD, NDLD, ARHTR, ARFCT, DPFCT, SHTDN and STRTUP, in
accordance with the value of the argument IX.

Subroutine ARFLD (Figure 5.3) is called when a transport unit,
consisting of 2 wagons and a road tractor, arrives at the field, having
delivered a load of cane to the factory. The road tractor is placed
in File 4 and the empty wagons in File 2. The amount of the day's quota
remaining is then calculated, as well as the round-trip time for the
delivery. 1If the quota is satisfied, a shut-down event is scheduled
and the road tractor is set idle. If not, the status of the harvesters
is checked and a start of loading event is scheduled for each available
harvester. If there is a complement of full wagons at the field, it
is combined with the road tractor and a trip is dispatched to the factory.
Otherwise, the road tractor is set idle.

Subroutine STLD (Figure 5.4) handled the start of a loading event.
The harvester is combined with a field tractor and empty wagon combina-
tion and set busy. The end of loading is then predicted by generating
a deviate from the Gamma distribution of loading time using parameter
set #1 (see Tables 5.4 and 5.5).

Subroutine NDLD (Figure 5.5) simulates the activities in the field
at the end of loading. The wagon just loaded is placed in the queue of

full wagons (File 3) and the field tractor in File 5 (see Table 5.2).
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Table 5.5. Input parameters for distributions used in FIELDOP
Paramter Dist.
Set A Min. Max. B type Entity
1 6.10 0.00 15.46 2.00 GAMMA Loading time per
wagon
2 12.74. 6.44 24.62 5.89 NORMAL Travel speed to
factory
3 5.21 0.00 143.40 4.00 GAMMA  Factory yard
residence time
4 23.27 19.31 32.18 4.02 NORMAL Travel speed to
field
5 0.02 0.00 429.00 1.88 ERLANG Travel time to
harvester
6 0.03 0.00 310.00 3.37 ERLANG Travel time to
full queue
7 0.06 0.00 102.30 1.00 ERLANG Harvester idle
time
8 7.89 6.05 18.00 3.20 Minimum observed
timesl
9 3.00 5.00 7.00 Distance to

factory

1Minimum observed times reading from left to right refer to minimum
loading time, minimum factory residence time, minimum travel time to
and from the harvester, and minimum harvester idle time, respectively.
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Figure 5.5. Flowchart through subroutine NDLD
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Since the loaded wagon spends some time travelling across the field
before it reaches the queue of full wagons, its time of arrival in the
queue is predicted by sampling the Erlang distribution of the travel
time to this queue using parameter set #6. This time is recorded as
attribute 4 (see Table 5.1).

If there is a field tractor and empty wagon combination waiting
in File 8, it is removed and set in motion towards the harvester. 1Its
time of arrival at the harvester is scheduled by sampling the Erlang
distribution for travel time to the harvester using parameter set #5.
If there is no such combination in File 8, the harvester is set idle.
The field tractor just released after depositing the full wagon is then
combined with an empty wagon (if there is one available) and a start
of loading event is initiated by setting the harvester busy.

If a road tractor and a complement of full wagons are available,
a trip is dispatched to the factory. 1Its time of arrival at the factory
is scheduled by sampling the Normal distribution for travel speed to
the factory and combining the deviate obtained with the known distance
to the factory to obtain the travel time to the factory. Based on
numerous field observations, it takes an average of 3 minutes for a trip
to be prepared for departure from the field, so 3 minutes are added to
the current time TNOW when calculating the arrival time of a transport
unit at the factory.

Subroutine ARHTR (Figure 5.6) simulates a field tractor and empty
wagon combination approaching the harvester while it is busy loading
another wagon. This occurs only if the number of field tractors in the

system is greater than one. Therefore, subroutine ARHTR is called only
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if there are two or more field tractors assigned to a single harvester.
In this case, holding a field tractor and empty wagon combination in
Field 8 represents a situation where a wagon is being loaded and a
second wagon is waiting very close behind so that it can start receiv-
ing cane as soon as the first wagon becomes full, without the harvester
having to stop cutting.

Subroutine ARFCT (Figure 5.7) simulates the arrival of a transport
unit at the factory, predicts its residence time by sampling the Gamma
distribution of factory residence time using parameter set #3, and
schedules the departure of the emptied unit from the factory.

Subroutine DPFCT (Figure 5.8) predicts the arrival of an empty
transport unit at the field by sampling the Normal distribution of the
travel speed to the field using parameter set #4, and combining the
deviate obtained with the known distance between field and factory to
arrive at a travel time. The returning transport unit is labelled as
having delivered its load (ATRIB (12) = 1.0) and information on it is
recorded in File 7.

Subroutine SHTDN (Figure 5.9) is used to close out all activities
at the end of a shift or a work day. All entities are returned to their
respective files and the future events file (File 1) is cleared in
preparation for a new start at the commencement of the next shift or
next day.

Subroutine STRTUP (Figure 5.10) is called to clear all of the GASP
IV statistical data collection arrays in preparation for the new shift.
If full wagons and road tractors are available at this time, trips are
dispatched to the factory in accordance with the number of complete

transport units available.
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Table 5.6. FIELDOP variables monitored by GASP IV subroutine COLCT

Variable
Symbol Description

RTRIP The total trip time of the road tractor from the field
to the factory and back.

TIQE The time spent by an empty wagon at the field waiting
to be loaded.

TIQF The time spent by a full wagon at the field waiting to
be taken to the factory.

TIQW The time spent by a field tractor and wagon combination

waiting to be loaded when more than one field tractor
is used per harvester.

Table 5.7. FIELDOP variables monitored by GASP IV subroutine TIMST

Variable
Symbol Entity Description
BUSHT (I) Harvester Utilization of harvester number I
defined by attribute 8.
BUSFT (J) Field tractor Utilization of field tractor number J
defined by attribute 9.
BUSRT (K) Road tractor Utilization of road tractor number K

defined by attribute 10.
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5.4. The Factory Yard Simulation Model

5.4.1. The System Environment

The system environment for this model consists of the following

exogenous variables:

Number of cane harvesters in operation at any given time

Number of road tractors, field tractors and wagons operating

in locations from which the cane is dispatched to the factory

The field conditions at these locations

Road conditions along routes from the field to the factory.

All of these factors affect the total number of transport units dis-
patched to the factory which, in turn, affects the inter-arrival time
of transport units at the factory (see Figure 5.11 for causal loop

diagram).

5.4.2. Entities
The entities considered for this model are:
1. The weigh scale
2. The chopped cane unloader (crane)
3. The whole cane unloader (hoist)
4, The chopped cane transport units (2 wagons and 1 road
tractor)
5. The whole cane transport units (2 trailers and 1 road

tractor)

As was the case in the field operations model, operating personnel of

transport units are considered to be integral parts of those units and,
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as such, are not modelled individually. In addition, since a transport

unit is handled intact throughout the factory yard process, individual

wagons or trailers are not treated as entities.

5.4.3. Endogenous Variables

The endogenous variables generated within the system boundary are

as follows:

l.

2.

3.

Time spent in the weigh queue

Time spent by a unit in the chopped-cane unloader queue
(crane)

Time spent by a unit in the whole cane unloader queue

(hoist).

5.4.4, Output Variables

These include the endogenous variables listed above and the

following:
1. Average time a unit spends in the factory yard subsystem
2. Total number of units through the system
3. Number of units processed by the scale server
4. Number of units processed by the crane unloader
5. Number of units processed by the hoist unloader
6. Maximum number of units in the scale queue
7. Minimum number of units in the chopped cane unloader
queue
8. Maximum number of units in the whole cane unloader queue

Utilization of the scale server
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Table 5.8. List of NON-GASP variables used in FACYARD

Symbol Definition

XISYS Number in system

TISYS Time in system

XVW Number of units through yard

KJ Local assessment of type of unit

KL Local assessment of type of unloader
TI1Q2 Time in queue for scale

TIQ3 Time in queue for crane (chopped cane)
TIQ4 Time in queue for hoist (whole cane)
BUS2* Status of scale

BUS3* Status of crane (chopped cane unloader)
BUS4* Status of hoist (whole cane unloader)

*Values of 0.0 = free; 1.0 = busy for these variables.
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Table 5.9. Files used in model FACYARD

File Number (I) Entities KKRNK (I) IINN (I)
1 Future events 4 1
2 Scale queue 4 3
3 Chopped cane unloader queue 4 3
4 Whole cane unloader queue 4 3

Table 5.10. Statistical distributions used for activity times in model

FACYARD
Distribution Parameter Random number
Event
type set stream

Inter-arrival Exponential 1 1

time

Weigh time Erlang 2 2
Unload time Erlang 3 3
(crane)

Unload time Erlang 4 3

(hoist)
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Table 5.11. Attributes used in model FACYARD

Attribute number Description Value

1 Event time

2 Event code Arrival
End of weighing
End of unloading

3 Time into system

4 Time into weigh queue

5 Type of unit Chopped cane
Whole cane

6 Unloader type Chopped cane
Whole cane

7 Unloader used Crane
Hoist

8 Time into queue 3

(crane)
9 Time into queue 4

(hoist)
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10. Utilization of the crane server

11. Utilization of the hoist server.

5.5. Factory Yard Simulation Program (FACYARD)

The system consists of an unlimited number of cane transport units
which arrive randomly at the factory where they undergo two services:
weighing and unloading. Two types of transport units arrive: chopped-
cane wagons and whole-cane trailers. A transport unit consists of two
wagons or two trailers and a road tractor and has a nominal carrying
capacity of 10 tonnes. Current factory yard equipment consists of one
crane for tipping chopped-cane units directly onto the feeder table and
one hoist for unloading whole-cane and either stacking it or placing it

directly onto the feeder table.

5.5.1. General Flow through Model FACYARD

The flowchart for model FACYARD is presented in Figure 5.12. The
main program (user written) assigns appropriate values to the card
reader and printer units and initializes the variables declared in the
DIMENSION, COMMON and EQUIVALENCE statements, before making a call to
the GASP IV executive subroutine, GASP. Subroutine DATIN and INTLC
are then called from GASP to enter input data and establish initial
conditions and performance criteria for the simulation. A successful
return from DATIN is indicated by a print out of intermediate results
in which the input data and initial values established for the variables
are echoed. The executive routine GASP then calls subroutine EVNTS (IX)

from which calls are made to the individual user-written event subroutines
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Figure 5.12. Flowchart through FACYARD
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ARIVAL, ENDWGH or ENDULD, based on the value of the argument IX. 1In
order to start the simulation, one arrival is scheduled for a chopped-
cane transport unit at simulation time 0.0 and one for a whole-cane
unit at time 0.5 minutes.

With IX = 1, subroutine ARIVAL is called to process the arriving
transport unit (Figure 5.13). The type of unit just arriving is re-
corded and the next arrival of this type is scheduled by generating a
random deviate from the Exponential distribution of inter-arrival times
using the distribution parameters stored in parameter sets #1 and #2.
The status of the scale is then checked. If free, it is set busy and
an end-of-weighing event scheduled by generating a deviate from the
Erlang distribution of weigh times using parameter set #3. If the
scale is busy, the arrival is put into the queue to the weigh scale
(queue 2) and its time of entering the queue is recorded.

With IX = 2, subroutine ENDWGH is called to handle transport units
at the end of weighing (see Figure 5.14 for the flowchart of this rou-
tine). At the end of weighing, the transport unit just weighed is sent
to either the crane or hoist unloader, depending on whether it is a
chopped- or whole-cane unit. If the unloader is free, an end-of-unload-
ing event is schedule by sampling the Erlang distribution using the
appropriate parameter set for the unloader service time (Table 5.14).
Otherwise, the weighed transport unit is put into the appropriate un-
loader queue and its time of entering the queue is recorded. The first
unit standing in the scale queue is then removed and an end-of-weighing
event scheduled for it. The time spent in the scale queue by this unit

is then calculated by a call to the GASP IV subroutine COLCT.



‘ SUBROUTINE ARIVAL;:)

A

Schedule next arrival

Add one to number in system
Collect statistics on number
in system

113

Yes

Is scale busy

No

Set scale busy
Predict end-of-weighing

Set time in queue
Collect statistics on time
in queue

Put arrival in proper
queue. Record time in
queue

> RETURN

Figure 5.13. Flowchart of the event "arrival at factory"




114

<:¥ SUBROUTINE ENDWGH ::)

Chopped cane Determine type of cane Whole cane
Go to correct unloader

Put arrival in Put arrival in
chopped cane queue ole cane queue
Set crane busy Go to bring in Set hoist busy
[Predict end-of-service next unit for Predict end-of-service
Collect statistics weighing Collect statistics

ERROR Yes

Queue2.1t.0.0

Remove lst entry
Yesp| Set scale busy

Schedule end-of-wghnq
Collect statistics

Set scale free
Collect statistics RETURN

Figure 5.14. Flowchart of the event "end-of-weighing"

Queue2.gt.0.0

‘ STOP ,




115

With IX = 3, subroutine ENDULD is called to handle units at the
end of unloading (see Figure 5.15 for flowchart). The type of transport
unit just unloaded is recorded and, since unloading is the last activity
performed on the unit, the time the unit spent in the system is calcu-
lated by a call to the GASP IV subroutine TIMST and the number of trans-
port units through the factory yard process is updated by one. The
first unit in the queue to the appropriate unloader is then removed and
an end-of-unloading event is scheduled for it. Subroutine COLCT is
then called to calculate the time spent by this unit in the unloader
queue,

The variables monitored by the GASP IV subroutines TIMST and
COLCT in program FACYARD are listed in Tables 5.12 and 5.13, respectively,

and a computer listing of the program is given in Appendix III.

5.5.2. Input Data for FACYARD

As mentioned earlier, the input data for FACYARD consists of the
statistical distribution parameters determined for the various activi-
ties of the Factory Yard system, using the data analysis program
(DATANAL) previously described. The input parameters used in the model
are given in Table 5.14. For the Erlang distribution, A represents
the scale factor and B the shape factor and the mean of the distribution
is given by A x B. The EXPONENTIAL distribution is a special form of
the ERLANG distribution in which the shape factor B is always equal to
1, so that A is, in fact, the mean of the distribution.

DATANAL not only outputs values for the scale and shape factors

of the distribution, but also generates a sorted list of the observed
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