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Abstract

EVALUATION OF A PORTABLE CHAMBER FOR MEASURING PLANT- SOIL

EVAPOTRANSPIRATION.

By

Gary A. Peterson

The purpose of this research was to evaluate the portable chamber as a method tor measur-

ing “instantaneous" soil-plant evapotranspiration (ET). Three objectives defined to carry out the

purpose were as follows: 1) to study the transducer system used to measure changes in water

vapor density under controlled conditions; 2) to study the chamber-transducer system used to

measure changes in water vapor density under controlled conditions; and 3) to compare field

revapotranspiration measured using the portable chamber with that measured using a lysimeter.

An aspirated psychrometer was chosen to measure changes in water vapor density within

the portable chamber. Measurements of response to step changes of water vapor density were

completed on psychrometers equipped with small fast response thermistor temperature sensors

and a psychrometer equipped with inexpensive, slower responding integrated circuit (IC) tempera-

tures sensors.

Laboratory tests were conducted to determine the response of the chamber and

psychrometer response to changes in chamber air water vapor density in absence of plants.

Results of the tests showed psychrometers measured only 67% of controlled water inputs.

Calibration equations were developed from the laboratory data to correct for psychrometer

measurement inefficiency. Some doubt about the applicability of the calibration equations to field

measurements exists due to possible errors in experimental design.

field measurement of cumulative ET for a lysimeter were compared to chamber measured

cumulative ET on 4 days in 1984. Measurement with a 2.4 m (96 inch) tall chamber equipped

with three psychrometers yielded nearly 1 :1 cumulative ET when compared with a lysimeter on 1

day. Measurements with a 3.6 m (141 inch) tall chamber yielded approximately 78% of lysimeter

cumulative ET for tests on 3 days.



Application of laboratory developed calibration curves proved unsatisfactory. Data collected

with the 2.4m (96 inches) tall chamber overestimated lysimeter cumulative ET by 40-50%.

Cumulative ET measured with a 3.6 m (141 inch) tall chamber was 320% of lysimeter cumulative

ET.

Investigations were conducted to determine the number of data points necessary to es-

timate ET rate for a single measurement and the length of time after chamber placement over a

crop before valid data can be coiledled. Seven time intervals from 10 to 80 seconds were

analyzed for maximum ET rate. Results showed that as the length of the analysis time interval in-

creased. ET rate decreased. For data reported here an analysis time of 10 seconds gave maxi-

mum ET rates.

Analysis of the elapsed time from chamber ground contact until the start of the maximum

ET rate analysis time bracket showed the average elapsed time from start to decrease with in-

creasing length of analysis time bracket. .

Overall analysis found good agreement of the 2.4 m (96 inch) tall chamber with the

lysimeter, but less than satisfactory corrparison of the lysimeter with a 3.6 m (141 inch) tall cham-

ber (78%).
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CHAPTER 1

INTRODUCTION AND LITERATURE

1.1 INTRODUCTION

Evaporation from the soil surface and transpiration by plants occur simultaneously. Both

processes remove water from the soil making It unavailable to the growing crop. For purposes of

estimating water lost from the soil, evaporation and transpiration are grouped together as

evapotranspiration.

Technically, evapotranspiration (ET) as defined by Burman et al. (1980) is " The combined

process by which water is transferred from the earth's surface to the atmosphere. It includes

evaporation of liquid and solid water from the soil and plant surfaces plus transpiration of liquid

water through plant tissues expressed as the latent heat transfer per unit area or its equivalent

deuh of water per unit area.“

The primary reason to measure ET is to estimate the quantity of water a growing crop

needs to produce an acceptable yield. Measurements of ET can be used to verify ET estimates

produced by seasonal ET models improving the quality of the seasonal estimate and increasing

confidence in the ET model. The model can be used to estimate the water needs of a crop and to

schedule irrigation. Since irrigation consumes energy and increases the cost of producing a crop,

the reduction of the volume of water applied reduces costs.

One method of measuring ET is the use of chambers placed or built around growing crops.

The measurement principle is simple in theory. A chamber covered with a transparent material,

limervious to water vapor, sunounds a group of plants water converted to vapor via ET.

Measurement instruments sense the quantity of water vapor present in chamber air. Increases

in the quantity of water in vapor form in the chamber air as time passes are attributed to ET.

Several researchers (Musgrave and Moss, 1961 ; Decker et ai, 1962; Puckridge,1978) have

used the chamber technique. The first chambers were fixed. A chamber was erected around a



growing crop and left in place several hours to several weeks. This approach had several draw-

backs, not the least of which was that it was very similar to greenhouse tests. The clear covering

over the chan'ber permitted solar radiation to enter the chamber promoting crop growth. Like a

greenhouse. the temperature inside the chamber had to be controlled if the chamber was to be

used for any length of time. Outside air could not be circulated through the chamber to maintain

the linemal chamber tenperature at the same temperature as the air in the surrounding field. Air

condtioners successfully modified the charrber environment and eliminated a build up of heat

within fixed chambers. The air conditioned environment created its own problem. The condition-

ing of the air removed water from the chamber air. Capture and measurement of the condensate

did provide a convenient method of quantifying ET from the crop growing inside the chamber, but

it also modified the chanber air relative humidity significantly from that of the outside air near the

chamber.

Another drawback of the fixed chamber approach was the 002 depletion of the chamber air

as a result of plant photosynthesis. Elaborate systems to inject 002 (Musgrave and Moss. 1961;

Sakamoto and Shaw, 1967) into the chamber were devised to maintain the 002 concentration at

some preset level.

Most of the problems with the fixed chambers were the result of the length of time the cham—

ber remained over the crop. The fixed chambers permanently altered the environment of the crop

whose ET was to be measured, making comparison of chamber measured ET to field ET ques-

tionable.

Peters, et al. (1974) attenpted to reduce the problems associated with fixed chambers by

mounting a chanber on tracks. The track mounted chamber had door at each end. The cham-

bar was moved from test plot to plot. At each plot the doors were closed and a 60 to 120 second

measurement of water vapor accumulation within the chanber was made. The shortness of

measurement reduced the need for conditioning the chamber air or adding 002. Using the track

mounted chamber many measurements of several plots could be made daily, increasing the num-

ber of repetitions of ET measurement, increasing confidence in measured ET over the fixed cham-

ber measured ET.

Reicosky and Peters (1977) took the track mounted chamber design a step further by



mounting a chamber on a farm tractor. The measurement instruments which had previously been

housed in fixed instrument shelters were also mounted on the tractor. This provided complete por-

tability of the ET measurement system.

A schematic of a portable chamber system as shown by Harmsen et al. (1983) is shown in

Figure 1-1.

The portable chamber system consists of a chamber frame and covering, air mixing fans to

prevent moisture stratification, measurement transducer or transducers, data collection equip—

ment, and a suspension stnicture to assist in chan'ber placement.

A portable evapotranspiration (ET) chamber like its fixed predecessor is designed to

measure evaporation from the ground surface and transpiration from crops. When the chamber is

lowered over a group of plants, all the water liberated by evaporation at the soil surface and

transpired by the plants is trapped. After 30 to 120 seconds the chamber is removed from the
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Fagin l-l Schematic drawing of a the conponents of a portable ET chamber as drawn by

Harmsen (1983).



crop. A integration of individual measurements over a day provides an estimate of curnuiative

ET.

Harmsen (1983) pointed out a difference between the fixed and portable chamber techni-

ques that the pioneers of the technique (Reicosky and Peters, 1977) fall to mention. The portable

chamber is said to be 'instantaneous' because the measurement is made over a short period of

time. The measured ET fkix is taken to be a reasonable estimate of the ET flux for a given point

In time.

12 PURPOSE

The purpose of this research was to evaluate the portable chamber as a method for measur-

ing “instantaneous” plant-soil evapotranspiration.

1.2.1 Objectives

The research had three major objectives:

1) to study the transducer system used to measure changes in water vapor density under control-

led conditions;

2) to study the chamber-transducer system used to measure changes in water vapor density

under controlled conditions;

3) to compare field evapotranspiration measured using the portable chairber with that measured

using a lysimeter.

1.2.2 Organization

Chapter 1 presents a review of the literature dealing with portable evapotranspiration cham-

bers. plant use of water, and measurement of water vapor density. Three chapters treating each

of the three major objectives follow, containing literature, methods. results, and discussion per-

tinent to each objective. Chapter 2, covering objective 1. details the selected measurement

transducer. its construction and calibration. Chapter 3, covering objective 2, details laboratory

test of the measurement transducer, data collection equipment and chamber ability to measure

known inputs of water independent of transpiring plants. Chapter 4, covering objective 3, addres-



ses field comparisons of chamber ET to weighing lysimeter ET for maize (com). Chapter Five re-

lates each objective to the purpose of the research.

1.3 REVIEW OF LITERATURE

1.3.1 Field Verification of Portable Chambers

Reicosky and Peters (1977) first reported the development of a portable chamber for

measurement of plant transpiration. The chamber consisted of a rectangular metal frame 1.83m

(72 inches) deep by 2.03m (80 inches) wide by 1.37m (54 inches) high, covered with clear mylar

film. The frame was mounted on the front of a small farm tractor. The chamber was raised and

lowered over the crop with a small battery—powered winch. Air inside the chamber was mixed with

four fans, which were mounted near the bottom of the charrber in each corner. These provided a

mixing rate of nine chamber volumes per minute.

The rate of water vapor accumulation in the chamber was measured with an aspirated ther-

mistor psychrometer. The portable chamber was placed over plants grown in a hydroponic solu-

tion. Measurements of the rate of change in water vapor concentration within the chamber in one

minute were repeated every 10 minutes. The chamber was removed from the plants between

measurements.

A plot of the chamber transpiration rate against the solution uptake rate yielded good results

for data collected on a clear day. A simple regression line through the data gave an r2 of 0.98.

Results for data collected on a partly cloudy day were not presented quantitatively, but the

authors stated that chamber-measured ET rates were "considerably more scattered.“ The authors

hypothesized that temporary water storage in the plant stems caused a smoothing of the fluctua-

tions in measurements of solution uptake rates.

Chamber-measured transpiration rates, more tightly coupled to solar radiation, showed

greater variation due to radiation changes caused by passing clouds. A mathematical error

analysis (Doebelin, 1975) yielded theoretical limits of accuracy of the aspirated psychrometer of

19 percent and a probable error of 11 percent. No independent tests of the chamber-transducer

measurement system were attempted.



Field tests with alfalfa near a lysimeter at St. Paul, Minnesota provided a conparison with a

portable chanber (Reicosky et al., 1981 ). Measurements of ET under clear skies were made at

10 minute intervals throughout the daylight hours. Hourly averages of ET from a nearby lysimeter

and calculated hourly ET using the Penman equation were con'pared with chamber measured

ET. Chamber and Penman ET were 7.8 mm / day (0.30 iii/day) compared with 8.0 mm I day

(0.31 iii/day) measured with the lysimeter.

Reicosky (1985) collected ET data while comparing soybean row spacings. He cited difficul-

ty evaluating measurements for conditions other than clear sky, confirming that the relationship of

the climber to ET under variable radiation conditions is complex.

Hamisen (1983) descrbed criteria for design of a portable chamber used at Michigan State

University. This portable chamber was modified from the original described by Reicosky and

Peters (1977). An aluminum frame was covered with Propafilm C, a clear plastic film having

properties similar to mylar. However, unlike mylar, Plexiglas. and Iexan, Propafilm C has a high

transmittance of infrared radiation in the 0.2 to 10 micron wavelength.

The chamber was suspended from a tractor mounted boom and was raised and lowered

with a 12 volt DC winch. A top was added that remained open between measurements. closing

only after the chamber contacted the ground over the crop at the start of a measurement. The

open top was supposed to prevent expulsion of canopy air by air trapped in the fixed top chamber

during placement. Since a single aspirated psychrometer was used for measurement, no verifica-

tion of transducer function was available.

Laboratory measurements by Harmsen (1983) showed that this portable chamber resulted

in an estimate of controlled input of water vapor that was too high by 30 percent. Field com-

parison of the chamber system was attempted for com near a lysimeter at Coshocton, Ohio. The

results of one day's tests for clear sky conditions showed chamber-measured ET in excess of

Iysimeter- measured ET by 13 percent. The measurement transducer was a single aspirated

psychrometer. These two tests indicated that the chanber with an openable top overestimated ac-

tual water vapor concentrations within the chamber regardless of the source of the water vapor.



"3'2 Plant Use Of Water

Accurate measurements of evapotranspiration are lnportant for calibration of procedure

used to estimate ET. When ET values are combined with measurements of irrigation water, rain-

fall. and enticedent soil moisture, a running balance of soil moisture available to a plant can be

maintained.

Evaporation of water from the soil surface can contrbute significantly to soil water removal

early in the growing season when the canopy ground cover is minimal. As the crop canopy

develops. the ground surface is shaded. significantly reducing the radiation reaching the ground

surface and the amount of soil evaporation.

For most crop canopies, the water evaporated from the soil surface is considerably less

than the transpired water. This occurs for two reasons. First, the ground is usually shaded by the

crop, resulting in a reduction in the energy reaching the surface. Secondly, the availability of

moisture to evaporate decreases significantly as the ground surface dries. Thus, transpiration is

the major consumer of a soil moisture.

The dominant energy source driving transpiration is solar radiation. Transpiration transforms

sensible heat into latent heat of vaporizationthus providing primary temperature regulation

mechanism for the plant leaf. Along with other passive energy transport processes, transpiration

stabilizes leaf temperature through evaporation from cell surfaces inside the leaf. Water

transpired from the leaf removes heat stored in leaf tissues and fluids, cooling the leaf.

1.3.3 The Quantity of Water Vapor In a Volume of Dry Air

To effectively use the evapotranspiration chamber one must have an accurate method for

measuring water vapor density in air. As this quantity is not directly measurable, it is important to

understand the concepts associated with the detennination of the partial pressure of water vapor

in a volume of air. The science of measuring the moisture content of a substance is hygrometry.

Hygrometry is not limited to measurements on gases but may also be made on solids. For ex-

ample, wood must be dried before it can be used for construction. Wood with too much moisture



will have less than maximum strength; too little and it will snap like a twig. The volume of a solid

can be measured, in most cases. rather easily. if, like many woods, the volume decreases with

moisture loss. the new volume can be measured and used to calculate the true quantity of mois-

ture per unit volume.

To measure the quantity of water in moist air the composition of dry air must be known. At-

mospheric air varies in composition; thus, the exact content is arbitrary. Dry atmospheric air as

defined by the Joint Committee on Psychrometric Data as reported by Harrison (19633) is shown

in Table 1-1.

The molecular weight of dry air is the sum of the products of the individual molecular

weights times the fraction of that component present in a given volume at 0 ° C. A mole of a sub-

stance is defined as 6.02 x 10'” molecules of that substance. One mole of a gas will occupy

22.41 liters (L) at 0 °C and 1 atmosphere of pressure. The mole-fraction of a particular gas is the

portion of a gas mixture accounted for by that gas. Water in vapor form is a gas and is present in

the earth's atmosphere in quantities of less than 0.001 percent to a maximum of 5 percent by

volume, but is usually 1 to 1.5 percem (Harrison,19633). The perfect gas law and Dalton's Law

forrn the basis for the thermodynamic understanding of a mixture of dry and moist air.

Table 1-1. The conposition of dry air.

 

 

Component Molecular Moi-fraction Partial Moi.

Weight WT. dry air

Oxygen 32.000 0.2095 6.704

Nitrogen 28.016 0.7809 21.878

Argon 39.944 0.0093 0.371

Carbon Dioxide 44.01 0.0003 0.013

 

Total 28.966



The perfect gas law is:

PV = nRT= — RT (1)

where

P - pressure of the gas, in kPa

V-volumeofthegas, inL

R - the gas constant. in kPa-L mole'l-K’1

T :- the absolute thennodynamic temperature of the gas, In °K

m - mass of gas, in grams 1

M - molecular weight of the gas, in grams I mole

Anbient air can be assumed to be a perfect gas it two factors apply. First, Boyle’s law

states that for real gases at low pressure (the pressure of a gas as the pressure approaches zero

as a lower limit), a fixed mass of gas maintained at constant temperature will have a constant

product of the pressure times the volume. Second, at low pressures the internal energy of a fixed

mass of gas is independent of the volume and pressure (Harrison,1963b).

Dalton's law allows the perfect gas law to be expanded to reflect the total pressure of gas

in a volume. It states that the partial pressure of each gas in a mixture is independent of other

gases and exerts its own partial pressure. Water vapor in a mixture will diffuse to fill a fixed

volume, equalizing its pressure throughout the volume. The speed of diffusion will vary depending

on the entropy differences of the mixing gases. in a mixture of gases, water vapor will uniformly

distribute throughout the volume and will be at the temperature of the other gases in the volume.

The standard measurement technique for detennination of the water quantity in a volume of

moist air is the gravimetric method. The gravimetric method is very accurate and does not reduce

the measured volume. A known volume of moist air is passed through a coil bathed in liquid

nitrogen. condensing the vapor in the air. The condensed water vapor is weighed to determine

the mass of water present In an equivalent volume of dry air. Because water vapor disperses

uniformly in a gas mixture, it is impossible to remove all water vapor from a volume of air. Even

after supercooling the air passed through the coil, some moisture is not removed from the gas.
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Because gravimetric sampling is laborious and time consuming, other indirect methods are

used when extreme accuracy and precision are not needed. These methods involve measuring

quantities and properties which can be substitued into the perfect gas law. The partial pressure

of water vapor in moist air is not directly measurable but can be calculated if other measureable

factors are known. Using the perfect gas law and three measurable factors the fourth can be cal-

culated, allowing the quantity of moisture in a fixed volume to be estimated. The next task will be

to find a transducer that will measure properties needed to calculate the partial pressure of water

vapor in the portable chan'ber.



CHAPTER 2

TRANSDUCER SELECTION AND TESTING

2.1 OBJECTIVE 1

The first objective was to study the transducer system used to measure changes in water

vapor density under ambient conditions.

2.2 INTRODUCTION

In this chapter, transducers used to measure humidity are briefly reviewed. A summary of

the theory and development of psychrometrics follows, including a review of errors associated

with the use of aspirated psychrometers and their time response characteristics. The method

used to evaluate the transducer used forthe research is presented and the results of the evalua-

IIOI'I are discussed.

2.2.1 Transducer Selection

Various types of transducers were considered for use in this research. The transducer

selected had to meet the following criteria:

1) not destmctive of the environment being measured;

2) sufficiently accurate and precise to warrant use in a growing crop canopy;

3) capable of performing rapid measurements;

4) easily interfaceable with electronic data collection equipment;

5) portable: and

6) affordable.

Oliver (1971) provided an excellent review of humidity measurement transducers: for func-

tional details of the transducers discussed below, the reader is referred to this reference.

Hair hygrometers measure the expansioerontraction of strands of human hair with changes

11
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in huniday. As hair hygrometers are unable to provide electronic output. they were not ap-

propriate for this research.

Electrolytic eels depend on the absorption of moisture from a gas passing over them.

These could not be used because of their large size, high electric potential requirements, and

long (1 1/2 to 2 minutes) response times.

Capacitive effect sensors were not selected because they require AC voltage and have

measurement times in excess of one minute. Surface resistivity sensors sense changes in

humidity as a function of adsorbed moisture changing the electrical resistance. The requirement

of AC voltage and long lag time to equilibrium (30 seconds under calm conditions) made these

sensors undesirable.

The cooled surface dew point detector was a good candidate for humidity measurement.

The measurement principle used is as follows: atmospheric gas, when passed over the surface of

a nonabsorptive mirror surface, will condense to dew or frost on that surface. The presence or ab-

sence of dew is sensed with an optically coupled photocell. The temperature of the surface when

a constant thickness of dew is achieved corresponds to the saturated vapor pressure which is

equal to the partial pressure of water vapor in the air san'ple. Though very promising, the long

time for measurement (30 seconds), though better than previously listed transducers, coupled

with the high costs (62500-33000 in 1982), eliminated this transducer from consideration.

The infrared gas analyzer is the best transducer available for measurement of water vapor

in atmospheric air in humid climates. The accuracy is high, measurements could be taken rapidly

(several measurements per second were possible), and the measurement sensitivity increased

with decreasing water vapor content. The instmment was not used because its cost was prohibi-

tive ($7,500 in 1982) and it was difficult to obtain and maintain.

One of the oldest and best-known transducers, the psychrometer, was finally chosen. A

psychrometer is a device consisting of two similar thermometers with the bub of one being kept

wet so that evaporative cooling makes it register a lower temperature than the dry bulb; the dif-

ference between the readings constitutes a measure of the dryness of the atmosphere.

The transducer used in this research was an aspirated wet bub-dry bub psychrometer.

The term aspirated refers to a fan-forced air current drawn over the wet and dry temperature sen-
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acre. enhancing evaporation from the wetted wick. The basic psychrometer consisted of a small

tube with a fan attached to the end. Two tenperature sensors were inserted perpendicularfy into

the air stream through the pbe wall, with the ambient temperature sensor upstream from the

evaporatively cooled sensor. A cotton wick leading to a water reservoir covered the sensor and

instniment leads downstream, providing moisture for evaporative cooling.

2.3 LITERATURE

2.3.1 History and Psychrometric Theory

Early practice and psychrometric fomiulas were based on the classical convection theory

(Harrison, 1963b). Harrison stated that air passing the moistened wick of a wet bulb will be

cooled from the dry bulb temperature to the wet bulb temperature, giving up enough heat to

evaporate water from the wet bulb. The air in the vicinity of the wet bulb was assumed to remain

at the wet bulb temerature. Radiation effects were ignored.

The psychrometric formula presented by August (1835) and Apjohn (1835) as reported by

Harrison (19633) is

where:

e I- On“ ‘YP (t-tu) (2)

e - vapor pressure, kpa

ew - saturated vapor pressure. kpa,

y - the psychrometric constant with respect to water

,P - atmospheric pressure, kpa

t - ambient tenperature, °C

tvr - wet bub temperature, °C

Ferrel (1886) showed that the psychrometric constant was dependent on the wet bulb

tenperature and atmospheric pressure. The psychrometric constant could vary by 3 percent at

high temperatures and humidity. Ferrel verified his estimate of the psychrometric constant with

sling psychrometer measurements.
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Early psychrometric fonnulas were combinations of theoretical and empirical fomiulas. Bin-

don (1963) accurately assessed the deviation between theory and practice in the following quote:

“When an attempt is made to provide a satisfactory theory for the real wet bulb process, it

becomes obvious that classical thermodynamics cannot be directly applied. This theory

ls generally applicable only to closed systems in equilibrium, whereas the real wet bulb

process is an open system in a stationary state rather than in thennodynamic equilibrium

in the classical sense. To solve the real problem, it is necessary to make a detailed ac-

counting of the heat and mass exchange between the wet bub and the anbient atmos-

phere. The most satisfactory theoretical atten'pt to follow along these lines was made by

Amold. Other writers have extended the Amold theory, and it is possible that further work

might be done if all the resources of modem heat and mass exchange theory were ap-

plied to the problem. in view, however, of the many sources of error in the real

psychrometer, it is doubtful if any appreciable gain in accuracy would result from a more

detailed theory.“

The current psychrometric equation, often credited to List (1958), is really Equation 3 with

revisions by Ferrel (1886) as reported by Harrison (19633). For temperature measured in °C, the

equation is

e-ew-tPlt -t:..i (1 + 0.00115 1:.) (3)

The terms in the last set of parentheses represent a correction for the difference between

the latent heat of vaporization at 0 °C and the latent heat of vaporization at the wet bulb tempera-

ture. Although the psychrometric constant is actually not constant, Harrison (1963b) and others

stated that the psychrometric constant may be regarded as fixed when the wet bulb ventilation ex-

ceeds 3 rerec under ordinary conditions of pressure and temperature at sea level. Harrison

stated:

'Experiments with various fluids in addition to water, and with various carrier gases in ad-

dition to air, have indicated that the theory of adiabatic saturation is accurate as a basis

for the psychrometric formula when the ratio of the thermal diffusivity (K) to the dif-

fusion coefflclent (D) is equal to unity, which is nearly We in the special case of the sys-
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tm water-air. but is not generally true in the case of systems consisting of most other

combinations of fluids and carrier gases under realizable ventilation rates.”

2.3.1.1 Errors associated with the use of aspirated psychrometers

Tanner (1971) preserited the material below in more detail. The purpose of this summary is

to indicate the four major errors made when designing and building aspirated psychrometers and

to note solutions that eliminate or reduce the errors. The mathematical derivations are included

only when necessary; othenivlse, the reader should consult Tanner (1971 ).

Using theory presented by Stewart (1963), Tanner (1971) discussed four major sources of

error associated with the use of aspirated psychrometers:

1) inadequate ventilation;

2) inaccurate measurement of wet and dry bulb temperature:

3) temperature measurement errors from external radiation sources; and

4) Inadequate wetting of the wet bub wick.

2.3.1.1.1 INADEOUATE VENTILATION

Figure 2-1 shows the effect of increasing ventilation rate on wet bulb depression. Each

curve represents data for a wet bulb with the given diameter. From the figure it is apparent that a

small wet bub diameter combined with a high ventilation rate provides optimum results. Ventila-

tion rates in excess of 3 m/sec (590 ft/min) with wet bulb diameters of less than 1 mm should be

used.

2.3.1.1.2 INACCURATE MEASUREMENT OF TEMPERATURE

Obviously, a bad measurement of temperature in either the wet or dry bulb will introduce er-

rors. Errors resulting from temperature measurement are illustrated in Figure 2-2 , which was

constnicted from data supplied by Tanner (1971). The curves shown reflect the percent error in

estimation of relative humidity for an enor of 11°C in the dry bulb. the wet bub, and a :1 °C error

it the depression (dry bub - wet bub) measured differentially, for air at 40 percent relative

humidity at 25°C. By varying the dry bulb temperature, the relative humidity can be made to in-

crease as the dry bulb temperature decreases and vice versa. Figure 22 illustrates two important

points. First, inaccurate measurement of the wet bulb temperature is of greater significance at
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Figure 2-1 Errors in wet bulb temperature measurement due to inadequate wet bulb aspiration

velocity for wet bubs with diameters of 0.5, 1.0, 2.0, 4.0 and 10.0 mm.

lower temperatures and higher humidity than a similar error in dry bulb temperature. Second, sig-

nificant gains in accuracy can be made If the depression (dry bulb-wet bulb temperature) is

measured with a differential themiometer.

Additional temperature errors may be caused by heat conducted up the leads of the

temperature sensors themselves and from the water feeding the wick. Heat conduction can be

minimized by exposing a section of the wick downwind from the wet bulb. if the supply water is at

a ten'perature higher than the wet bulb (generally the case), a reduction of the conduction error

is possible by providing an extended evaporating surface downstream from the wet bulb sensor,

cooling the water entrapped in the wick and the sensor lead wires.

A seemingly obvious, though often overlooked point, is to place the dry bulb sensor

upstream of the wet bub sensor to avoid changing the temperature of the airstream in the vicinity

of the dry bub.
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Engine 2-2 Relative humidity measurement errors resulting from error in measurement of 11°C dry

bulb, the wet bub, and a 11°C error in the depression (dry bulb - wet bulb) measured differential-

ly, for air at 40 percent relative humidity at 25°C.

2.3.1.1.3 EXTERNAL RADIATION SOURCES

The error of temperature measurement from an external radiation source is directly propor-

tional to the ratio of the area normal to the incident radiation to the total sensor area and is inver-

sely proportional to the convective heat transfer coefficient (Tanner, 1971 ). If the sensor size is

reduced. the area normal to the incident radiation is reduced, resulting in less measurement error.

The convective heat transfer coefficient increases sharply as the ventilation rate increases. Since

the convective heat transfer coefficient is inversely proportional to the measurement, an enor in-

crease in ventilation velocity will decrease measurement error.

To reduce external radiation errors, a psychrometer should have a high ventilation velocity ,

a small sensor. or both. A radiation shade reduces the solar radiation flux and the temperature

measurement error greatly. Without a radiation shade, serious wet bulb temperature errors occur

at sensor diameters in excess of 0.1 mm (Tanner, 1971).
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2.3.1 .1.4 WET BULB TEMPERATURE MEASUREMENT ERRORS

Tanner (1971) Isted the following measurement errors for wet bub temperatures:

1) use of contaminated waterto supply the wick; and

2) wick solite build-up from salts left behind as water is evaporated.

Contamination of the water supply can create substantial errors (Wylie, 1968, cited by Tan-

ner, 1971). Wyfle spread thin flirns of oleic acid and grease from human skin on the surface of

the wick water supply. The oleic acid only changed the psychrometric coefficient 1.4 percent, but

the grease introdrced an 18 percent enor. A flush with clean water restored the wicks to original

performance. Hand contact with wicks during replacement or cleaning can alter the results and

should be followed with a thorough rinsing with distilled water.

Problems associated with wick solute build up can be minimized by proper choice and

preparation of the wick. Important differences exist in wick materials. Although cotton yarn, cot-

ton sleeving, ceramics, or even filter paper have been tried, wicks are usually made of cotton.

Tanner (1971) indicated that an adequate wick can be constmcted from a white cotton shoelace

first boiled in Na009 to remove sizing and starch and then boiled in clean water.

Adequate wetting of a wick material is sometimes hard to determine. After some research,

Wylie (1968) as reported by Tanner (1971), stated that at capillary water tensions of 1 to 2 cen-

timeters. a wick will glisten when conpletely wet and adequately conductive.

In the previous discussion of errors caused by inadequate ventilation, it was noted that the

ventilation rate necessary for full depression of the wet bulb increases as the wet bulb diameter in-

creases. To reduce the wet bulb diameter, Tanner suggested that a cotton wick be used near the

sensor. The sensor surface is covered by two layers of facial tissue laid over the sensor, in close

contact with the cotton wick. This will provide adequate water supply to the wet bulb while mini-

mizing the increase in diameter caused by the wick. The tissue paper is easily replaced reducing

solute build-up due to salts left behind. The use of distilled water will significantly reduce salt

deposition in the supply wick.
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2.3.1.2 Time response characteristics

One final parameter should be considered when working with an aspirated psychrometer:

the length of time taken by the temperature sensors to respond to a change in temperature. This

can be measured and approximated mathematically as a function of t. the time constant. A

reasonable assumption is that the time constant for the wet bub will be different (less) than the

time constant for the dry bub.

The following equations express that function (Tanner, 1971):

Cub .

fee 8 (4)

(1+ Air/Y P) (Rh ‘I’ KL)

Cab

Td - (5)

(Kb + KL)

 

where

Cwb - heat capacity per unit area of wet bulb

Cdb - heat capacity per unit area of dry bulb

tvr . time constant of wet bulb

to . time constant of dry bulb

Aw . slope of saturation vapor pressure curve at the wet bulb temperature

1 . psychrometric constant

P . pressure

Kn - convective heat transport coefficient

KL - thermal radiation transport coefficient

This means that the wet bub will respond (1 «My P) times faster than the dry bulb if Cwb -

Coal. which is usually ture. The rate of improvement of Tw is a function of the slope of the satura~

tion vapor pressure at the wet bub temperature. As the wet bub temperature increases, so does

the value of Tel relative to Td.

A tenperature fluctuation with a duration longer than four times Tw will allow the sensor to

respond to 98 percent of the fluctuation, while at time equal he only 15 percent of the fluctuation
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will be measured. It is therefore important to have temperature sensors with short response times

(t) to measure rapid changes in water vapor density occurring inside the portable chamber.

When the portable chamber is placed over a group of plants, the moisture transpired by the

plants is trapped with minimal disturbance of the microclimate. The accumulation of water vapor

in the chamber should increase at some steady rate, resulting in a curve of water vapor density

versus time like that shown in Figure 2-3. The curve actually resembles a ramp. Temperature

sensors trust respond quickly to measure the change in the wet bulb temperature associated with

the increasing water vapor density within the chamber.

In a mathematical model, electrical temperature sensors are first order instruments.

Doeboiin (1975) presented a sinplified mathematical model of the response of a first order sen-

sor to a step change and to a ramp change. Using the first order mathematical model, the follow-

ing equation was derived for measurement enor:

em - ‘91313 e"“” + qt: 1 (6)

where

orn- measurement error

qr. - rate of change of the measured quantity

1 - time constant

In time

Figure 24 illustrates how a first order sensor will react to a ramp. The term qt. 1 9“)" is the

transient error and will disappear as time approaches 5‘! as is seen by the curved line at the start

of measurement. Eventually, the sensor tracks the input but is in error by a constant value Q31,

the steady state error. To effectively measure the value of a ramp input, a small T, the time con-

slant, is required to minimize the steady state enor. A small 1 will also reduce the time duration

of the transient enor, allowing measurement of the ramp to begin sooner.

The approximation of the time constant of the tenperature sensors is important. Theory

states that the value of the response of a first order instalment to a step input, will be eventually

equal to the step. Further, theory indicates that r, the time constant, will occur at 63.2 percent of

response to a step Input. This means that r can be estimated from a plot of sensor response to a

step lrput versus time.
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2,4 METHODS

The purpose of this section is to descrbe the equipment and apparatus used to arrive at the

results. This section will descrbe the data collection equbment. arrpiilier and transducer com-

bination. caibration of transducers. and the apparatus for the step and ramp tests.

2.4.1 Data Collection Equipment

The data were collected with a microcomputer based analog to digital converter (AID) . The

computer and ND were IEEE 696 S-1 00 bus. board-level components housed in an enclosure

(Figure 2-5). The microcorrputer card was a Cromemco Single Board Computer with a Z- 80

microprocessor. The corrputer card had a 4 kilobyte (K) BASIC interpreter, 3 parallel and 1 serial

communications ports. and 2K of RAM memory. The AID board was a Tecmar ND 212 with input

ranges of O to 1, O to 5, 0 to 10 and -5 to +5 volts. Resolution in any input range is it part in

4096. A programmable timer on the ND board provided time of day and sarroie timing. Addition-

ai memory for storage was provided by a Caiilomia Computer Systems 16K static RAM board in-

terlaced to the lEEE 696 system bus. Permanent data storage was supplied by a parallel port, in-

terfaced digital tape recorder manufactured by ADPI. The tape was mounted on brackets inside

the bus enclosure cabinet.

Software to drive the tape deck was written. Data collected was written to memory by a

BASIC program. After measurements were taken, RAM memory holding raw data was written

directly to tape for permanent storage. The IEEE 696 cormuter bus provided the power supply

and communication bus for the corrputer board. ND Board and the RAM memory board. as well

as power and secure mounting for the digital tape deck. The microcormuter communicated with

the user via a Texas Instruments Silent 700 thermal paper printing terminal connected to the

serial port.
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Figure 2-5 Block diagram illustrating conponents of the measurement transducer and data collec-

tion and recording equipment.

2.4.2 Transducer Construction Details

2.4.2.1 Thermlstor temperature sensors

Two types of temperature transducers were used: 1) glass bead therrnistors and 2) plastic

encased temperature sensitive integrated circuits (iC's). Thermlstor sensors were chosen be

cause a small change in terrperature causes a large change in electrical resistance. Thermis-

tors. when coated with a thin layer of glass, are very rugged and can be made very small.

However. thermistors have two drawbacks: 1) the resistance change with temperature is non-

linear; and 2) the manufacturing resistance tolerance is high (120%). requiring a cormlicated

calbration process for each sensor.

By contrast. the temperature lC's are linear output devices encased in plastic housings

used for transistors. The high thermal capacity of the plastic case slows response to temperature
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fluctuations.

WARNING: The construction details for thermistor probes that follow describe how the

probes were connected and interlaced to the ND. The author strongly recommends against this

procedure. Late in the study a source of affordable precision-matched therrnistors with excellent

resistance-versustermerature characteristics and a low manufacturing resistance tolerance

(10.01 96) permitting thermistor interchangeability, was discovered. The procedure outlined below

will not result in the construction of interchangeable probes.

A thermistor acts like a temperature dependent resistor. As the temperature in the region of

the thennistor and of the thermistor itself fluctuates. the resistance of the thermistor varies inver-

sely. The goal was to create a temperature-dependent circuit with a voltage output in the O to 10

volt input range of the ND converter. Specifically. the circuit output needed to span the ND volt-

age input range for terrperatures between to and 45°C. This range covered the field-specified

range while allowing for some error.

An inverting operational amplifier circuit was chosen (Figure 2- 6). Substituting a thermistor

(Raw thermistor beads of 20K120% resistance were obtained from Themiometrics. Inc.) for the

feedback resistor in the circuit created a temperature sensitive electronic circuit with an output

characterized by the following equation:

Rth

voutput " ' — (Vinput) (7)

1n

where

Rm - the thermistor resistance

Rin - the resistance of the input resistor

Vinput - the input voltage to the circuit

Vow - the output voltage

Substituting actual values yields

Rth

3 (2.5) (a)
220 :10

voutput ' "
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The size of Bin is a function of the heat dissbatlon constant of the thermistor and the excita-

tion or from voltage. Bin was adjusted to provide current through Flo. below the value necessary

to raise the intemal temperature of the thermistor above the specified precision of measurement

(1:0.01’0) due to sel heating. The thermistor was active in the circuit. The self heating due to cur-

rent flow was a function of the product of the square of the current through the thermistor and the

resistance of the thermistor (Watts - currenflresistancei). Maximum resistance occurs at the min-

imum terrperature. if the current (i) allowed by Rio. squared. times the resistance of the thermis-

tor (Flm) is less than the thermistor thermal dissbation constant (watts/sec), the sell heating of the

then'nistor will not affect the terrperature measurement.

Stage 1, Figure 2-6. created a negative output signal, eliminated temperature measurement

error due to themiistor self heating. and provided a buffered output for Stage 2. Stage 2, Figure 2-

6. provided positive offset voltage to the incoming negative signal, amplification, signal inversion,

and passive filtering.

The negative output of stage 1 is not zero unless Run is zero. an unlikely occurrence. The

output of stage 1 needed to be offset to near zero at the minimum output voltage of stage 1 (Rm =

Stage 1

 

 

  
 Venn—"+25 v ref -w~

Summing point

Stage 2

33K      

  

+2.5 V ref

 
/— Passive RC filter

 

Vflw to A/D

Figure 2-6 Therrnistor temperature and amplifier circuit.
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maximum resistance - tenperature at minimum measured value). Stage 2 was connected to an

adjustable voltage source constructed from a 2.5 volt reference in series with a 30 K127. resistor

and a 10 K potentiometer to ground. The adiustable leg of the potentiometer connected to the

stage 2 Iput at the summing point. The 10 K potentiometer provided some adjustment at offset.

A 30 K resistorwas used to reduce the size of the potentiometer needed. This reduced the effect

of corrponere tenperature variations on the output voltage because the temperature variability of

the fixed resistor was much less (10 ppmf°C) than the potentiometer (200 ppm/°C) .

The output of stage 1 was arrpllfied 27.5 times (after removing the offset) to match the 0 to

10 volt input range of the AID for thermistor temperatures between 10 and 30°C. A desirable side

effect was the inversion of the negative input signal.

The last job done in stage 2 was the filtering of noise from the signal. The original circuit

board did provide two additional operational amplifier stages for active filtering. if necessary. The

circuit design was simple and the expected environment did not warrant the use of an active

electronic noise filter. A simple passive resistor-capacitor (RC) filter proved adequate.

2.4.2.2 Temperature iC’e

At the field temperature (20°C). the output of the terrperature IC was about 2.5 volts (10

mV/°K). The output voltage was offset to near zero with - 2.5 volt reference circuit (Figure 2-7).

The resulting positive signal from the temperature lC was amplified with a non-inverting operation-

al arrpiifier circuit to provide a signal in the 0 to 10 volt AID input range for temperature IC

ten'peratures from 10 to 35°C . The output of the anpiifier was filtered with a passive RC filter

identical to that used for the thermistors. The LM and LF part numbers specified in Figures 2-6

and 2-7 refer to National Semiconductor listings.
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Temperature lC

10 uF

-5V

 

Voltage Offset

Fig!“ 2-7 Terrperature l0 and arrplifier circuit.

2.4.3 Psychrometer Construction Details

The psychrometer built for use with the portable chamber was a variation of that presented

by Richardson (1971). it consisted of a 25.4 mm (1.0 inch) inside diameter plexiglas tube at-

tached by one end to the center of the face of a 114 mm (4.5 inch) by 102 mm (4.0 inch) by 6.4

~mm (0.25 inch) thick clear plexiglas block. A 25.4 mm ( 1 inch) diameter hole through the block,

coaxial with the tube. provided a passage for a Ripley 12 volt DC squirrel cage fan to draw air

through the aspiration tube. Two 63.5 mm (3.5 inch) wide by 102 mm (4 inch) long by 19 mm

(0.75 inch) thick plexiglas pieces were sandwiched together and a hole the same size as the out-

side diameter of the plastic tube was bored lengthwise(Figure 2-8). Additional holes were drilled

in the corners of the rectangular face of each sandwich piece and threaded to accept 6.4 mm by

.78 threads/mm (1/4-20) bolts. One rectangular plate was fitted around the tube to the end plate.

The end plate was drilled and tapped to secure the rectangular plate (the lower half of the

sandwiched pieces) perpendicular to the end piece.



 12 volt DCFon

/——Reor Mounting Plate

/——Vlet Bulb Sensor Leads

r seamsfiumde

  

     

Air Outle

’- 5 Rubber Stopper

/—Aspirotion Tube

Sandwich Piece Bolt ,- ‘

ulb Wick ' "

Water Supply Tube

Top Sandwich Piece

Bottom Sandwich Piece

  

  

Fan Motor Air Outlet Wet Bulb Sensor

/’ Dry Bulb Sensor

 

 

——————d

—-—---

.:::::::::i/_M' W
   

  

Cross section to illustrate sensor mounting

Figure 2-8 Aspirated psychrometer drawing.

The top half of the aspiration tube was removed 89 mm (3.5 inches) from the end plate to

the end to facilitate sensor maintenance and mounting. The top half of the sandwich piece could

then be put in place. sealing the aspiration tube. With the top sandwich piece off. holes were

drilled to support a wire stand that allowed 38 mm (1.5 inches) of the wet bulb sensor. leads, and

wick to be mounted transversely in the center of the tube. A hole drilled in the center of the bot-

tom support plate allowed access for the wet bulb sensor leads.

The dry bulb sensor was positioned forward of the wet bulb by drilling a hole in the upper

sandwich piece and inserting the sensor and leads through it perpendicularly, into the center of

the air stream. The water reservoirs for the dual wicks were at either side of the bottom support

piece and were made of 19 mm (0.75 inch) inside diameter by 89 m (3.5 inch) long plexiglas

tubes. glued to the end plate at one end and plugged with a No. 6 rubber stopper at the other. A

tube on each side was positioned to reduce water tension when full to less than 1 cm (0.39 inch).

A cotton shoelace wick passed from each water tube into the aspiration tube and was

secured to the wet bulb sensor lead stopping very near the sensor tip. Two layers of facial tissue

were layered over the surface of the sensor and onto the wick. The wick and tissue were wetted
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with clean. distilled water and the water reservoirs were filled with distilled water.

For field use. a sun shade of 102 mm (4 inch) diameter corrugated drain tubing was painted

white and flied with two wire mounts that slid over the aspiration tube. Air drawn through the

aspiration tube passed over the dry bub. over the wet bub. over the wick. through the fan intake.

and was then exhausted.

2.4.4 Errors Associated with the Measurement System

The measurement system can be divided into three areas that may introduce measurement

errors: 1) the terrperature sensors; 2) the ND converter and the amplifier circuits; and 3) the

psychrometer assembly.

2.4.4.1 Temperature ”080' ONO?! and CBIIDI’BTIOI‘I

Errors caused by sensors are usually the result of bad calibration or no calibration. For this

experiment. the temperature sensors had to be able to measure temperature within t0.1°C with a

repeatability of 005°C.

Both therrnistors and temperature lC's were calibrated using the same technique. The field

working range of temperature was 10 to 35°C. a temperature easily obtained using an insulated

water bath. All temperature sensors were tied together in contact with either a mercury in glass

thermometer calibrated to the nearest 005°C or a platinum resistance thermometer. Glass ther-

mometers were used as a reference. Later, a platinum resistance thermometer was obtained.

The platinum thermometer was chosen because " it is the accepted international standard for in-

terpolating basepolnt terrperature in the range 195 - 650°C on the standard scale” ( Course

notes. Chem 372. 1980).

A small submersible pun'p placed in the water bath agitated the water continuously. ice

was added to the water bath to lower the water temperature below 10°C. The water bath

terrperature was increased in 0.5 to 10°C increments up to 40°C. The mixing pump increased

the water bath terrperature 0.10°C every 10 mimics providing a 30 second window for measure

ment of water temperature with an uncertainty of i0.01°C .A measurement of the temperature

either from the glass thermometer or the platinum thennometer was recorded along with the AID
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count for each sensor at each water bath temperature increment.

The data for each sensor consisted of a value between 0 and 4096 from the AID and the

measured water bath temperature. initially nonlinear equations fit to the data were of the forrn

1

In 81' I T (9)

where

RT - thermistor resistance (directly proportional to AID counts)

T - Tenperature .°C

in practice. in was replaced by a polynomial expansion of VT. The order of the polynomial

was dependent on the temperature range and the nonlinearity between Ln RT and 1/T (Sapoff.

1980).

On the basis of work by Campbell (1982). calibration curves were developed using a fifth

order polynomial to approximate the temperature versus count relationship.

2.4.4.2 Measurement Instrument temperature drift

Measurement errors associated with electrical amplification and conversion equipment

(AID converter) are usually associated with changes in the operating terrperature of the individual

components. All electrical or electronic circuits vary their output as the individual components

change temperature from the temperature at which the baseline measurements were made.

Since the control of terrperature in the field is difficult. the goal in building or choosing an electri-

cal or electronic device to do data conversion is to reduce the temperature-dependent shift in out-

put to a quantity less than the required precision of measurement. thereby minimizing tempera-

ture-induced errors. in this experiment. the maximum change in output induced by variation in

field temperature should be less than 0.05°C.

During the growing season. the daily ambient temperature varies from 10 to 35°C. The

response of the AID and amplifier circuits vary with changes in ambient temperature. The com-

ponents of the amplifier and AID gain heat as a result of the heat generated by the electric current

they consume. Heat generated by the computer and RAM memory card add to the heat load in

their respective enclosures. lithe enclosures are not shielded from direct radiation. additional ab
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sorbed radiation could raise the enclosure temperature significantly above ambient temperature.

To combat temperature induced variations. components used to build the A/D and amplifier were

selected to produce a worst case error less than the specified precision over the desired operat-

ing terrperature range. Manufacturers generally report conservative specifications; therefore. the

product meets or exceeds the specifications at least 50 percent of the time.

The AID convertor's manufacturer's specifications easily met the field measurement require-

ment forterrperature induced variation in the 10 to 35°C range. The amplifier circuits. built in.

house. were suspect until tested.

A test of the variation of the measurement system with temperature was conducted using

an environmental chamber. The thermistor temperature sensors.configured as resistive ele-

ments. could be easily replaced by fixed resistors with little resistance variance with temperature

to determine if temperatures in the range of field conditions (10-35°C) would effect the AID and

amplifier circuit. The result of any measurement of temperature was a number between 0 and

4095 with 0 corresponding to a 0-voit output and 4095 corresponding to 10- volt output from the

amplifier.

The therrnistors were replaced by 18l&1% resistance, 10 pprrV°C resistors. The resistors

substituted for the thennistors were selected to duplicate the thermistor resistance at the midpoint

of the field temperature range (°C). The computer enclosure and amplifier box were placed in the

environmental chamber. The computer. AID. and amplifier were tested together because that was

the field configuration. The output of the AID and amplifier circuit were expected to remain con-

stant when the temperature of the ambient air was in the 10-35°C range because the output of

the voltage divider was constant. A :i:1 count measurement error in the AID converter was a func~

tion of the AID converter conversion process. Additional counts were a function of AID and

amplifier temperature induced drift. individual measurement channels on the AID were checked

to insure that estimates of enor were conservative.
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2.4.4.3 Errors associated with the psychrometer assembly

2.4.4.3.1 PSYCHROMETER ASPIRATION VELOCITY

The psychrometer construction details explain how several of the errors associated with

use of psychrometers are reduced or eliminated. Proper choice of tube sizes and aspiration fans

can eliminate the errors associated with inadequate ventilation of the wet bulb. Thus. the air

velocity in the aspiration tube of the psychrometer was measured to ensure that it was adequate.

The measurements were made on a thermistor-equipped wet bulb psychrometer with an in-

cline micro-manometer manufactured by E. Vernon Hill. Inc. A pressure tap was applied to the

aspiration tube at a distance of four tube diameters from the inlet. The negative pressure

developed in the tube was measured with the manometer referenced to atmospheric pressure.

The pressure in mm of H20 was converted to velocity using a nomograph supplied with the

manometer.

2.4.4.3.2 PSYCHROMETER RESPONSE TIME TEST

After the psychrometer was built. the temperature sensors were calibrated, and the aspira-

tion velocity of the psychrometer was tested. one more test was necessary before the

psychrometer could be used in the chamber.

The goal of the psychrometer response time test was to determine the time constant. 1, for

the psychrometer. To complete the test. a growth chamber 0.61 m (24 inches) wide by 1.52m (60

inches) deep by 0.91 m (36 inches) high was cleaned and the air inlet and outlets were sealed

with plastic and tape. Inside the chamber. a 3.1 m3/min (110 its/min) squirrel cage fan mixed the

chamber air. A 3 cm3 vial of water was dumped onto a small hot plate inside the growth chamber

to simulate an instantaneous step change in water vapor density. Air from the chamber was

drawn out a hole in the door through the psychrometer. By this means. a quantity of water could

be evaporated into a ”fixed“ volume. continuously mixed. and sampled by the psychrometer. The

intent of the experiment was not to establish an exact time constant for each psychrometer. but to

verify the theoretically expected range of time constants and establish an estimate of how long to

wait after chamber placement on a crop before Starting a measurement.
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2.5 RESULTS AND DISCUSSION

2.5.1 Thermlstor Calibration Results

in this section the results of the attempts to calibrate each sensor are discussed. First. a

discussion of the curve fitting procedure used and the criteria for assessing a good curve iii are

presented. Next. a comparison of the reference thennometer to a commercial temperature probe

is presented. The results of the curve fits for individual sensors for each of three days of calibra-

tion data are summarized. indicating the quality of a curve fit for a given sensor on a given day. A

curve fit for each sensor using all the calibration data will be presented to assess the short term

sensor stability and the accuracy range of each sensor. A comparison of a residual plot for sen~

sors meeting the design criteria (005°C) with that of a sensor not meeting the design criteria will

be presented to illustrate sensor short term drift.

2.5.1.1 Curve fitting.

During the course of data collection. the temperature sensors were calibrated many times

for reasons varying from sensor breakage (glass covered beads) to seasonal recalibration. The

calibrations discussed in this document are the result of data collected on 7/21/84. 7/23/84. and

7/24/84. These calmraticns cover the interpretation of lab and field data presented in later chap-

ters. Six sensors were calibrated: four thermistors and two temperature lC’s. Polynomial curves

were fitted to individual sensor calibration data in the 15 to 40°C terrperature range.

The calibration of the raw thermistors yields a mathematical relationship between thermistor

resistance at a given temperature (represented as a count from the AID) and the temperature.

The equations developed have a desired design error of 10.05°C. Many forms of equations can

be used to represent the relationship of thermistor resistance (AID count) to temperature. A poly-

nomial curve was chosen based on previous research and ease of computer fitting. The tempera-

ture range of the curve fit was sufficiently narrow (15 to 40°C) that little difficulty in obtaining a

good curve fit was anticipated.

As a polynomial curve can be expanded to many terms. some criteria must be used to deter-
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mine when adcfitional coefficients are needed to explain variability. The data for each sensor on

each day of calbration were fit to a curve with the BMDP statistical package. BMDP is a large

group of statistical programs that use EnglisMike control language and mn on the Cyber 750

mainframe at Michigan State University. BMDP5R is a polynomial regression program capable of

fitting 1 to 15 coefficients to a data set. BMDPSR prints several statistics which aid in determining

when enough coefficients have been fit.

A standard F test can be performed on each coefficient. The numerator sum of squares is

the sum of squares attributed to all higher degree polynomials. The denominator sum of squares

is the residual sum of squares. A significant F value indicates that a higher order polynomial

should be considered. The proper degree polynomial can be determined statistically by adding

coefficients until the F test is either no longer significant at the chosen significance level or no im-

provement is seen. in general. a F value of two or less means that little improvement can be

gained by adding another coefficient.

Although the F test is a good indicator of the number of coefficients to fit. the interpretation

used in practice was slightly different. No specific level of significance was chosen for F: instead.

the rate of improvement in the F value was used to indicate an adequate fit. When the magnitude

of the F value decrease with an increase in polynomial coefficients became very small or nonex-

istent. no higher order coefficients were useful.

The residual values of a curve fit show the distribution of the error in the curve and are help-

ful for locating data points which are incorrect. biasing the resulting equation. The residuals il-

lustrates the span of the data and the ability of the calculated polynomial equation to predict the

terrperature within some tolerance band.

2.5.1 .2 Reference thermometer verification

To assure that the platinum thermometer was properly calibrated. a temperature probe

manufactured by Carrpbell Scientific. lnc.. of Logan. Utah was compared to readings from the

platinum thermometer. The Campbell probe was used as a secondary temperature standard

throughout the calibration. TheCampbell probe was an interchangeable temperature probe with

an accuracy of 101°C and a reproducibility of t0.05°C. The manufacturing tolerances of the
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Campbell probe had to be very small to allow interchangeability with high accuracy and

repeatability. For these reasons. the Campbell probe should have been very stable over periods

of 1 to 2 months. if the platinum thermometer and the Campbell probe measured the same

terrperature. a polynomial regression should yield an equation with two coefficients. a slope. and

an intercept. The F value should not show any significant improvement after the second coeffi-

cient.

The platinum thermometer was calbrated each time it was used. Three calibration points

(ice point - 0.0°C; Na4$O4-Na4$O4-10 H20 point - 32.38°C; and the boiling point of pure water -

100.0°C) were used to estimate the coefficients of the thermometer calibration equation. Slight in-

accuracies in determination of a calibration point could have biased the calibration curve. Assum-

ing that the Campbell probe was stable day to day. a plot of the residuals of a first order polyno-

mial curve fit of the Campbell probe against the platinum thermometer was made (Figure 29). if

the residuals are plotted by day of calibration, the relative merit of a given day's calibration data

can be assessed.

The residuals for 7/21/84 and 7/23/84 lie very near or on top of each other, indicating little

difference in the data for those days. The portion of the residual plot contributed by data taken on

7/24/84 appears to be shifted downward several hundredths of a °C, indicating some difference in

the calibration data from that of the other two days. The range of the residuals was within the

:i:0.05°C design error band with one exception. Therefore. the platinum thermometer readings are

acceptable for use as calibration points for the sensors.

2.5.1.3 Dally calibration equation development

Polynomial curves for each of the six sensors were developed from the calibration data

taken on 7/21/84. 7/23/84. and 7/24/84. resulting in three equations for each sensor. From the

residuals for each sensor (not shown) on each day. an estimate of the individual sensor error was

developed. Three groups were created: sensors with 90 percent of residuals less than 3: 005°C.

sensors with 90 percent of residuals less than 1 0.1°C. and sensors with 90 percent of residuals

>0.1°C. These groups corresponded to the design error band. twice the design error band. and

greater than twice the design error band.
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Figure 2-9 Residual Plat for the Campbell thermistor probe vs a platnium resistance thermometer

for 3 calibration tests.

The results of the analysis of the residual showed all sensors to be within the design error

band (90 percent of all residuals t0.05°C) for data taken on 7/23/84 and 7/24/84. Data taken on

7/21/84 showed sensors 1,2.and 4 to be in the t0.05°C band. with 3.5. and 6 in the 101°C

band. Difference in the time between reading on 7/21/84 and 7/23/84 or 7/24/84 account for the

daily calibration differences. On 7/23/84 and 7/24/84. 90 seconds were allowed before a measure-

ment. in contrast to a 30-second equilibrium time on 7/21/84. it is probable that the platinum ther-

mometer was not at equilibrium with the water bath on 7/21 I84.

The results of the daily calibration were good. indicating acceptable calibrations, but each

calibration equation was slightly different for each sensor on the 3 days of calibration.



37

2.5.1.4 Pooled calibration data interpretation

in this section equations are fit to the pooled temperature data for each sensor. An estimate

of the sensor performance is made from the plot of the residuals for each sensor and an estimate

of the quality of the calibration data is presented.

Pooling the data from the daily calibrations can help to indicate short term instability or drift

for a given temperature sensor and expand the measurement error information significantly.

Equations derived from the pooled data helped determine if the sensors and arrplifiers had any

significant short term drift that would cause data interpretation errors in lab and field tests.

Each sensor was fitted to the pooled calibration data with a polynomial expansion. As

before. lack of reduction of the F statistic for added coefficients was used to determine the num-

ber of coefficients to fit. The quality of the fit and an estimate of sensor accuracy was made by ab-

serving the pattern and range of the residuals.

A plot of the predicted temperatures for a thermistor and a temperature IC sensor against

AID count illustrates the nonlinearity of the thermistor temperature sensor (Figure 2-10). The ther-

mistor temperature sensors predict larger temperatures as the count from the AID decreases.

The temperature lC, on the other hand. predicts increasing temperatures with increasing AID

count. The nonlinear. inverse relationship of the thermistor temperature sensor to AID count

made approximations of the predicted temperature without the polynomial equations very difficult.

The polynomial curve fit for sensor 5 yielded residuals well outside the :0.05°C design error

band (Figure 2-11). The residual plot clearly showed a pattern of separation of residuals by date

of data collection. Comparing the residuals for sensor 5 calibration to the residuals for sensor 2

(Figure 2.12 ) brings the magnitude of the terrperature error for sensor 5 was brought into

perspective. Sensor 5 was not stable under the calibration conditions on a daily basis. Sensor 5

must be assumed to have an error band 01:1:0.5°C. approximately ten times the design value.

Sensors 1. 2. and 4 were within the design error range. sensors 3 and 6 were less than 2 times

the design enor range. and sensor 5 was outside the design error range consistently. Analysis of

the residuals of sensor 5 compared to a typical residual plot (sensor 2) indicated day to day shifts

in sensor 5 were occurring. The error in sensor appears to be a construction flaw in the bead to
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Figure 2—12 Residuals vs platnium thermometer temperature for sensor 2 from a single polyno-

mial cure fit using the pooled calibration data from 7/21/84. 7/23/84. and 7/24/84.

lead wire seal, allowing water leakage into the thermistor electrical connections.

The sensors were grouped into three accuracy bands: those with 90 percent of residuals

:t0.05°C. 90 percent 101°C. and 90 percent >0.1°C. Sensors 1. 2. and 4 were t0.05°C. 3 and 6

were 101°C. and sensor 5 was> 01°C ( 105°C. ).

Pairing of temperature sensors in a psychrometer is important. The wet bulb sensor should

be the terrperature sensor with the greater accuracy because errors in the wet bulb temperature

measurement contribute more to the measurement error than does a similar error in dry bulb

termerature measurement. Using the results of the grouping of residuals from the polynomial

curve fits the following wet bulb - dry bulb pairing of psychrometers was developed: thermistor

sensors 2 and 4 in psychrometer 1 ; thermistor sensors 1 and 5 in psychrometer 2; and tempera-

ture lC sensors 3 and 6 in psychrometer 3.

The polynomial equations derived from the pooled calibration data will be used to calculate

temperatures from the field AID count data. They are listed. by sensor. in Appendix 1.
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2.5.2 Measurement instrument Temperature Drift

The purpose of this test was to determine the amount of error in a given measurement

resulting from the AID and anpiifier circuits being at a temperature different than the calibration

terrperature (20°C).

Table 2-1 shows the error in temperature measurement due to variation in the temperature

of the components that comprise the measurement system other than the thermistors. The ap-

proximate temperature error was calculated as the difference of the calculated temperature from

the AID count at room temperature (20°C) and the temperature calculated from the AID count at

the test temperature.

At 10°C all thermistor amplifier circuits and AID channel temperature errors were less than

005°C. At the other end of the field temperature range. 40°C. all amplifier circuits exceeded the

005°C target. The deviation was not judged large enough to warrant redesign of the amplifier cir-

cuit. Instead. a field radiation shield for the amplifier and computer box was constmcted. and the

amplifier box was insulated with 19 mm (0.75 inch) foam. This was done to reduce the possibility

that the computer and amplifier box would experience high intemai temperatures due to heat gain

from incident solar radiation. Clearly. as the temperature of the amplifier and AID components in-

creases. the temperature measurement errors increase. but given the measures taken to mini-

mize additional heat load. the current design is acceptable.
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Table 2-1. Temperature measurement error induced by temperature variations between 10 and

40°C

 

 

—Terrperature 10°C 40°C

Sensor Error (°C) Error (°C)

1 -0.02 +0.06

2 -0.02 +0.06

3 -0.02 +0.06

4 -0.02 +0.06

2.5.3 Errors Associated with Psychrometers

2.5.3.1 Psychrometer aspiration velocity tests

Measurements of the air velocity in the thermistor-equipped wet bulb psychrometer are sum-

marized in Table 2-2. The aspiration velocity test was performed to verify that the psychrometer

tube inside diameter and aspiration fan air capacity resulted in an air velocity in the tube of

greater than 3 m/sec.

Manometer measurements were taken at three fan input voltages. The lowest voltage (10.5

volts) represented a discharged 12-volt DC lead acid battery at the minimum potential before

damage to the battery is permanent. The highest potential ( 13.5 volts) represented a battery at

maximum charge.

Table 2-2. Relationship of the aspiration motor to the air velocity in the vicinity of the wet bulb.

 

Voltage Manometer Velocity

mm. H20 mIsec

‘70?" T T

12.0 4.3 8.3

13.5 5.3 9.1
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The manometer readings were not adjusted for air density because the measured values

were twice the minimum 3 rerec required for full wet bulb depression. Air density correction af-

fects the measured value by a maximum 01120 percent. The psychrometer design clearly met the

minimum air velocity requirement to obtain full wet bulb depression at all expected tan excitation

voltages.

2.5.3.2 Psychrometer response time test

The purpose of the psychrometer step test was to determine the time from the introduction

of a change in water vapor in the air passing through the psychrometer until an accurate measure-

ment could be made. The time lag until measurement is a function of the transient error duration

which can be approximated by five times the wet bulb sensor's response time (Doeblin. 1975).

Response times for thermistor and temperature lC’s were estimated using graphical solu-

tions (Figure 2-13). The sensor temperature was plotted against the time of measurement. The

magnitude of the step was determined from the data. Using maximum and minimum tempera-

tures from the measurements. the value of temperature at 63.2 percent of the step temperature

change was determined.

The response of the wet bulb for both thermistors and temperature lC’s was faster than the

dry bulb (Table 23). Although the response time of the temperature lC wet bulb was longer than

the thermistor. the temperature lC was still usable. The delay before beginning measurement

should be five times r to reduce the transient error and measure the true response. Using the wet

bulb as a conservative estimate of psychrometer response. a time delay of 18 seconds should be

allowed before assuming data from a thermistor is valid. For the temperature le. a delay of 47.5

sec was required. The serviceability of the temperature IC was marginal for fast responding sys-

tems. The longer response time was probably due to the greater mass of the terrperature lC

when corrpared to the thermistor. An alternative package could reduce the mass significantly,

thereby reducing the thermal lag caused by the current package.
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Figure 2.13 Graphical solution technique for estimation of 1.

Table 23 Response times (r) of thermistor and temperature lC equipped psychrometers.

 

Response Time

Sensor Type Wet bulb Dry bulb

__ & (sec)

Thermistor 2.5 3.6

Temperature lC 8.5 9.8



CHAPTER 3

LABORATORY EXPERIMENTS

3.1 OBJECTIVE II

The second objective was to study the chamber-transducer system used to measure in-

creases in water vapor density in the chamber.

32 INTRODUCTION

in this section. the chamber-transducer system is described. including the fans used for

mixing air. the plastic chamber cover. the foam ground seal. and the three psychrometers. A

description of the equipment used to create step and ramp inputs of water vapor into the cham-

ber and the results of the step and ramp tests for specific water vapor densities is presented.

3.3 METHODS

3.3.1 The Portable Chamber

The discussion and description of the test equipment thus far has centered on the data col-

lection and storage equipment. including the microcomputer. tenninal. AID convertor. ADPI tape

drive. and the psychrometers.

A description of the chamber design used in the first season of data collection was given by

Harmsen (1983). The following description details the most recent chamber design. Experience

during the first year spurred redesign of the original chamber to improve transportability and sew-

iceability. and to repair damage caused by a mechanical failure which partially crushed the

original chamber.
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3.3.1.1 Frame

The new chamber was built in modules. Rectangular frames 1.22 m (48 inches) by 1.5 m

(60 inches) were constructed for the top and bottom frames from 25 mm (1 inch) 18-gauge (thin

wall) square steel tubing. Side poles 0125 mm (1 inch) 18-gauge square tubing were cut in

lengths of 1.2 m (46 inches). 2.4 m (84 inches). and 3.6 m (141 inches). Eighteenogauge square

tube pegs 22 mm (718 inch) on a side by 102 mm (4 inches) long were welded to the comers of

the top and bottom rectangles. fanning posts over which the 25 mm (1 inch) square tube poles fit.

The pole length was matched to the crop height to constmct chambers of appropriate dimen-

sions. Diagonal cross braces equipped with tumbuckles gave the frame rigidity and provided

square adjustment (Figure 3-1).
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Figure 3-1 Chamber base and frame construction detail.
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3.3.1.2 3889

The ground seal was made from oak stock 19 mm (3/4 inches) thick by 89 mm (3 1/2 inch)

wide. The oak frame itself was 1.17 m (46 inches) wide and 1.47 m (58 inches) long. Upholstery

foam. 89 run (3 1/2 inch) wide by 102 m (4 inch) thick, was glued to the face of the oak frame.

The oak frame was secured to the chamber base tube frame with 6.3 m (1/4 inch) diameter

bolts which passed through the frame and the oak base. to a tee nut fastener. This blind fastener

allowed the frame to be easily removed or replaced if it became damaged.

3.3.1.3 Covering

Ideallth chamber covering should transmit all incident radiation in the 0 to 16 micron

wave length. A summary of various coverings used by other researchers was presented by

Harmsen (1983). His findings indicated the need for a flexible covering material for use on the

modular chamber. Work by Sestak et al. (1971) suggested that a polyvinylindene chloride coated

polyprolene (propafilm C) film was desirable because of its ability to transmit substantially greater

quantities of infrared radiation than other films. A comparison of the transmission of radiation in

the 2.5 to 16 micron range for propafilm C. Plexiglas. and lexan. showed an integrated average

transmissivity of 75 percent for propafilm C. but only 10 percent for lexan and Plexiglas.

Propafilm C was chosen for this system to minimize the trapping of re-radiated infrared energy

within the chamber. The propafilm C was wrapped around the skeleton and secured to the cham-

ber uprights with double stick tape. This method of attachment provided easy replacement of the

sides or top when torn or dirty and provided an excellent seal. For the 2.4 m (96 inches) and 3.6

m (141 inches) tall chambers. five cm (2 inch) wide scotch tape was used to seal the seams of

stacked widths of 1.2 meter (48 inch) width propafilm C.

3.3.1.4 Fan placement and air mixing

To accurately measure water transpired by plants in the chamber. no vapor gradient can

exist. Fans were used to provide a uniform mixture of air and water vapor during measurement.
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For the step and rarrp tests. two axial flow fans powered by 12 volt DC motors with 0.41 m (16

inch) blade diameters rated at 64 m3/min (2275 ctm) each were used. The axial fans were

mounted on ball joint supports 0.30 m (1 foot) down from the top of vertical poles diagonally op-

posite each other. The ball joint mounts allowed the fans to be easily positioned to obtain maxi-

mum mixing.

3.3.1.5 Sensor mounting

Three psychrometers. two equipped with thermistor terrperature sensors and one with IC

terrperature sensors. were mounted on a tee bar. The top of the tee was attached to the top of

the chamber frame at the midpoint of the long side. with the leg extending downward 0.46 m (18

inches). Each psychrometer was mounted on a different face of the downward protruding bar.

creating a tree of psychrometers with the inlets 114 mm (4.5 inch) and 90 degrees apart.

3.3.1.6 Supports

Raising and lowering the chamber over a crop canopy was accomplished by adding a 25

mm (1 inch) square steel tube with 32 mm (1/8 inch) walls which spanned the top rectangular

frame diagonally. Holes were drilled in two opposite corners to accept 152 mm (6 inches) of 13

mm (1/2 inch) diameter threaded rod. The diagonal support rod was drilled at both ends and

bolted to the threaded rods. An attachment bracket and pin at the center of the bar provided a

point for connection of a lifting cable (Figure 3-1). The chamber was properly balanced by adjust-

ing the support bar at the corners while the chamber was suspended.

3.3.2 Step and Ramp Tests

The purpose of the step and ramp tests was to determine if the transducer-chamber system

could accurately measure a known change in moisture content introduced instantaneously or

gradually over a short time. it was felt that before the measurement system could be used in the

field. it had to function adequately in the laboratory. The step and ramp tests were used to

validate the chamber’s performance and applicability in practice.



3.3.2.1 Step test

in this section. the equipment and techniques used to introduce liquid water into the cham-

ber air volume. the fan placement and air mixing. and the water quantities used are described.

The equipment for performing the step test included a 0.91 m (36 inch) tall chamber equipped

with axial fans. the foam base. and the psychrometers and associated electronics. including the

microcomputer.

The purpose of the step test was to determine the response of the chamber-transducer sys-

tem to a known pulse of water vapor. In theory. rapidly changing the water vapor density of the air

within the chamber a known amount should provide an estimate of the system response time. 01

more importance to this research was the ability of the transducers to accurately measure the

volume-equivalent of moisture introduced into the chamber.

3.3.2.1.1 WATER INJECTION EQUIPMENT

Additional equipment was required to “inject” the water vapor directly into the chamber. A

cmde water injection system was constructed using a 1500 watt stainless steel frying pan as an

evaporating surface attached to a painted plywood base (Figure 3-2). A hole in the center of the

base provided access to the frying pan surface. The injection system consisted of a medical

syringe. of appropriate size for the desired sample, coupled to a length of tygon tube. The tygon

tube ran to a loop of 0.9 mm (0.035 inch) diameter teflon tubing. Small holes 0.4 mm (0.015 inch)

in diameter and 25 mm (1 inch) apart were made around the loop. A water source connected to a

three-way valve in the tygon tube. between the loop and the syringe. permitted the syringe to be

refilled without disconnecting the tube. The loop of teflon tubing was suspended over the frying

pan surface with the outlet holes toward the hot pan. The syringe was repeatedly filled with dis-

tilled water and the tubes charged with water until all air bubbles were forced from the tubes and

syringe. Using a properly sized syringe. a known volume of water could be discharged on to sur-

face of the frying pan for rapid evaporation, crudely imitating a step input. Surface tension of

water retained in the tygon and teflon tubing prevented water from dripping out the holes onto the

frying pan surface after the syringe had been emptied.



 
 
 

  

 
Figure 3-2 Chamber and water injection system used for laboratory tests.

3.3.2.1.2 FAN PLACEMENT

Two 0.41 m (16 inch) diameter axial fans were used to mix air in the 0.91 m (36 inch) tail

chamber. The fans were located 0.30 m (12 inches) down from the top of the chamber in opposite

corners. Ball joint fan mounts were adjusted to create a swirl of air in the chamber center. The

fans were operated at both high and low velocities to test the affect of air mixing velocity on the

accuracy of the measurement of water vapor within the chamber.

3.3.2.1.3 TEST PROCEDURE

The axial fans provided a free air mixing rate of 62.6 m3/min (2235 cfm) each. Distilled

water in 2. 15, and 30 cm3 volumes was delivered to the hot plate as rapidly as the injection sys-

tem allowed. The time required to empty the syringe and the time to evaporate all water from the
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frying pan was recorded. Wet and dry bub temperatures were recorded for 2 minutes. After

each test. the chamber air was purged. Additional fans in the vicinity of the experimental setup

were used to circulate room air. Five repetitions of each volume were completed.

The fan voltage was reduced to 8 volts DC. reducing the air mixing velocity by about one

half( 31 ma/min). The step test. as described above. was repeated.

3.3.2.2 Ramp test

The purpose of the ramp test was to determine the response of the chamber-transducer sys-

tem to a known ramp input of water vapor. The ramp test best simulated the expected response

of plants transpiring in the chamber. Supplying water vapor to the chamber at a known rate and

volume provided an estimate of psychrometer performance and data for creation of calibration

curves. if needed.

The equipment for the ramp test was the same as for the step test with one exception. The

syringe used to inject water in the step test was replaced by a 50 cm3 burette. The stop cock of

the burette was used to control the flow rate of input water. The volume of water introduced into

the chamber was measured to the nearest 0.1 cm3.

The axial mixing fans were driven at 12 volts DC. providing free air mixing rates of 62.6

malmin (2235 cfm). Distilled water in 2, 4. s. 15. and 30 cm3 quantities was delivered to the hot

plate. The flow of water delivered to the hot plate was controlled to supply the desired volume in

60 seconds. The time required to evaporate all water from the frying pan was recorded. Wet and

dry bub temperatures were recorded for two minutes. After each test. the chamber air was

purged with the fans. Additional fans near the experimental setup were used to circulate room

air. Five repetitions of each configuration were completed.

The fan voltage was reduced to 8 volts DC. effectively reducing the motor rpm and the fan

air throughput by about one half. The raw test. as described above. was repeated.
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3.3.2.3 Calculations

To determine the change in the chamber moisture content, the raw count data from the AID

converter was first changed to temperature in degrees centigrade. Then. the wet bulb tempera-

ture was used to calculate the saturated vapor pressure (e) in Pa. using the following equation by

Dilley (1968):

'1‘ b

e - 610.78 mumzse " ) (10)

Trim ‘1’ 237.3

 

The actual vapor in Pa was calculated with the equation by Ferrel (1865) as reported by

Harrison (19633):

e° - e- [es-room (rdb - Tub) (1 + 0.00115wa) (11)

where 9" - Vapor pressure. Pa

P s barometric pressure. Pa

Tdbs dry bulb or ambient temperature. °C

wa . wet bulb temperature, °C

The volume of water in the chamber was calculated by

cm3 a 18.0 e°(
 

) (12)

amp

- volume of water in chamber

a

where cm3

V- chamber volume in cm

R- . the gas constant, in Pa-cmal mole-K

T - temperature in °K

p- density of water . tg/cm3

If the depth of water accumulated in the chamber is needed. as it is for the rate calculations

for the ramp experiment and the field data. the perfect gas law is used but the volume of water

calculated is divided by the ground area covered by the chamber in cmz.
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V

Depth I 180 VP(——) (13)

131p

where: Depth - equivalent depth of water over the charrber base area. mm

A - area of charrber base. cmz.

3.4 RESULTS AND DISCUSSION

in this section. the results of the step and ramp tests are presented. An explanation of data

that was excluded from further analysis is also provided.

Data needed to be excluded because of a calculation error when preparing the experiment.

The step test methodology listed water input of 2, 15. and 30 cm3. The 30 cm3 test far exceeded

the field evapotranspiration (ET) levels. A 20 cm3 input would have better represented the largest

volume of water accumulated in one minute field tests in the semi-humid climate of Michigan.

Determining the function of the psychrometers at this. or higher input volumes. was of no value

for comparing input volumes with measured water volumes. However. initial analysis of the 30

cm3 data does provide some insights that. though irrelevant to the construction of calibration cur-

ves, does merit discussion.

3.4.1 Experimental Apparatus Induced Error

Figure 3-3 shows a plot of the data for psychrometers 1. 2. and 3 at 2. 15, and 30 cm3

water input levels. Ideally. the addition of water vapor to the chamber should produce a one- to-

one line passing through the origin. The straight line regression curve is clearly not the best type

of curve to match this data. The slope of the linear regression curve is far from one. The cur-

vilinear dashed line representing a second order polynomial equation passes through the center

of each cluster of data points and is noticeably better. The figure shows that the psychrometers

did not measure the theoretical step volume inputs correctly and the result was too law an es-

timate of the input volumes.

Calculation of the chamber saturation moisture content and subtraction of the moisture con-

tent at the starting wet and dry bulb temperatures yields a theoretically maximum possible addi-

tion of moisture for the chamber in cm3. For all repetitions at 30 cm3. the input moisture exceeded
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Figure 3-3 A plot of the pooled 2 .15. and 30 cm3 step input data for psychrometers 1. 2 and 3 fit

to first and second order polynomial equations using a least squares technique.

the capacity of the chamber to hold moisture. thus saturating the chamber. At both high and low

air mixing velocities (nine repetitions), the measured moisture content of the chamber was less

than the input moisture volume. At the end of a repetition. the dry bulb temperatures had in-

creased 2 to 3 degrees C. The increase in the temperature of the dry bulb was first attributed to

heating of the ambient air by the frying pan surface after all the water had been driven off. but

before the end of data collection for a given repetition. A corrputer program was written to test the

calculations used to determine chamber moisture content. After comparing the program results

with values from a psychrometric chart. the program was pronounced correct.

The program was modified to iterate to the correct final wet bub terrperature for a given in-

crease in chamber moisture content. The program inputs were the starting wet and dry bulb

terrperatures and the and dry bulb terrperature. The starting wet bulb temperature was increased

0.01 degrees C until the calculated final moisture content was equal to the starting moisture con~
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tent plus the desired increase. For all runs at 30 cm". at high and low air mixing velocities, the

calculated final wet bub terrperature was within 0.05 degrees C of the measured final dry bulb

terrperature. The chamber must have been saturated.

Figure 34 shows the wet and dry bub values while Figure 3-5 shows the moisture ac-

cumulation in cm3 calculated from the wet and dry bulb tenperatures at each sample point.

Analysis of Figures 3-4 and 3-5 suggests that all the water driven off the frying pan did not

evaporate. lithe water had evaporated as planned. the water accumulation curve of Figure 3-3

would have been a smooth line.

There are several explanations that could account for some of the ”missing” water:

1) atomization of water prevented it from entering the vapor state;

2) psychrometers become unreliable at relative humidities in excess of 90 percent, as

Tanner (1971) reported that Wylie (1968) found. This is clearly the case in all the tests it

atomization is not a factor;

3) the time of measurement was too short to allow the wet bulb to respond to the large

temperature change (10 degrees C);

4) at the end of the test. the wet bulb may have been extracting heat from the ambient air.

thus condensing moisture rather than evaporating water. This was indicated by the final

wet bulb temperature. which in most cases. was higher than the starting dry bulb tempera-

ture; and

5) some water may have been absorbed by the plastic chamber covering and the base

foam and desorbed between measurements.

Atomization of a portion of the input water is the probable cause of the inaccuracy of the

psychrometer measurements. if water is suspended in the air in liquid form. it cannot contribute to

the partial pressure of water vapor in the chamber. Since the psychrometers respond indirectly to

the chanber vapor pressure. water in suspension cannot be measured. The previous discussion

of the coincidence of wet and dry bub final temperatures and the ripples in the wet and dry bulb

terrperature plot and moisture accumulation plot strongly support the atomiziation hypothesis.

Determination of the actual cause of the ”missing water" is compounded by the fact that the

chamber would have been saturated if atomiziation did not occur. indicating that the
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Figure 35 Theoretical and measured accumulation of water (mm) in the chamber for a 0.28

mm/hr (8 cm3 by volume)ramp input at the bw air mixing velocity.
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psychrometers were operating outside their sensitivity range. Whether water atomization at the

lower levels of water input occurred is unknown and. at this point. indeterminable. The results of

the 30 cm3 analysis. though not used for corrparison of the actual water volume input versus the

measured chamber moisture increase. were valuable and indicated uncertainties in the measured

data that must be considered.

3.4.2 Step Test Results

Table 3-1 summarizes the results of the step test for the 2 and 15 cm3 water inputs. For

both input volumes. the psychrometers functioned better at the higher air mixing velocity. A com-

parison of the high to low air mixing velocity data shows all psychrometers returning lower

average water volumes at the lower velocity. The standard deviations of the higher air mixing

velocity data are approximately half those of the lower air mixing velocity data. Clearly, the higher

air mixing velocity is desirable to obtain good quality measurements.

Table 3-1 Average yield and standard deviation of water in cm3 for 5 repetitions of step inputs of

2 and 15 cm3. at high and low air mixing velocities for psychrometers 1. 2 and 3.

  

 

  

2cm3 15 cm3

Psychrometer High (Low) High (Low)

cm’ cm“

1 1.891007 (1.64:0.14) 10.50:i:0.22 (9.31:0.56)

2 20110.07 (1.54:0.12) 10.80i0.21 (95120.40)

3 2.002007 (1.74:0.15) 11.041040 (10.20i0.42)

Psychrometer 2 and psychrometer 3 (the IC psychrometer) measured the 2 cm:3 water

input accurately. and psychrometer 1 was within six percent of the correct value for water input.

The performance of the psychrometers at the 15 cm3 water input volume was much worse than
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expected. All psychrometers measured approximately two-thirds of the input water volume. As

noted earlier. it is not known if the input water was atomized. Using the step data to create calibra-

tion curves to correct the measurement error was not desirable because only two water input

volumes were measured. It is well-known that two points define a straight line but. without addi-

tional points. the use of a line constnlcted from two points canmt be used with any confidence.

3.4.3 Ramp Test Results

The rarrp data collected for the 0.07. 0.14. 0.28. and 0.52 mm/hr input rates were plotted for

each repetition. The data collected at the lower air mixing velocity were noticeably more variable

than at the higher air mixing velocity data for selected psychrometers (Figure 3-6).

A simple statistical test was used in an effort to measure the quality of the data. The mean

and standard deviation of the change in the measured rate of water accumulation within the cham-

ber between individual data points was calculated. From the mean and standard deviation. the
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Figure 3-6 Ramp accumulation of water in the chamber at 0.28 mm/hr input at high and low air

mixing velocities.
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coefficient of variation (CV) of the rate of water accumulation within the chamber was calculated

for each repetition. The purpose of the CV analysis was to provide an indicator of the variability

of the data associated with individual repetitions and to provide insights into analysis of the calcu-

lated rate data.

The average CV for the five repetitions at each water input rate was computed for the high

and low air mixing velocities (Table 3-2). The values of all entries in the table were large. indicat-

ing much variability in the measured rate of water vapor increase for evenly spaced points.

Psychrometers 1 and 2 behaved similarily. confirming the similarity of the response of the

temperature sensors used. Psychrometer 3 exhibited very large CV values at input rates less

than 0.28 mthr. At the 0.28 mthr rate and above. psychrometer 3 had CV values similar to

those of psychrometers 1 and 2. One possible cause for the poor performance at the 0.07 and

0.14 mthr input rates was the location of psychrometer 3. it was closest to the chamber base

and the frying pan surface. The psychrometer may have been receiving radiant heat directly from

the frying pan surface. contributing to variation in the measured temperatures.

if heat energy radiated from the frying pan affected psychrometer 3. it would seem likely

that psychrometer 2. located 114 mm (4.5 inches) above psychrometer 3. would also show some

response. The CV values for psychrometer 2 were similar to those of psychrometer 1. located

above it. The lack of a uniform gradient between the psychrometers indicated that heat radiated

from the frying pan was probably not responsible for the observed variation.

Table 3-2 Average coefficient of variation (%) for 5 repetitions for psychrometers 1. 2 and 3 at

high and low air mixing velocities.

 

  
  

Psychrometer 1 2 3

Rate Fan Fan Fan

mm/hr High (Low) High (Low) High (Low)

0.07 145 (127) 166 (134) 387 (520)

0.15 1 04 (1 26) 74 (89) 223 (229)

0.28 98 (223) 111 (215) 132 (183)

0.52 78 (1 O4) 58 (66) 78 (85)
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it is more likely that the errors were due to the larger thermal mass of the terrperture lC's

used as sensors in psychrometer 3.

3.4.3.1 Endpoint analysis

Two methods for evaluating the data collected for the 0.07. 0.14. 0.28. and 0.52 mthr

ramp inputs were considered. One method consisted of comparing the slope of the change in

water vapor density with the slope of the known input of water overtime. For the second method.

the final water vapor density is subtracted from the initial water vapor density. and with suitable

conversion factors. the total change in water volume of the chamber is calculated. The total

water volume change divided by the time elapsed yields the rate in mrrlIhr. This method is an

endpoint analysis.

Using this method. the data from the ramp tests could be fitted to linear prediction equations

for each psychrometer. If the measured water inputs were used as the independent or x value in

the linear equation model y . a + b(x). the value of the predicted dependent variable y could be

calculated. Figure 3-7 shows the data and curves that represent each linear regression model

derived from data for individual psychrometers at the higher air mixing velocity. The measured

water input always needed to be multiplied by a coefficient greater than one. indicating that all

psychrometers underestimated the known water input. These equations describing the perfor-

mance of the psychrometers can be used to adjust the field measured data. As such. the equa-

tions are a calibration of each psychrometer's response to the chamber and the air mixing

velocity. Figure 38 illustrates a similar analysis at the lower air mixing velocity. Note that the

multiplier or slope is larger at the lower air mixing velocity.

The equations in Figures 3-7 and 3-8 are not directly applicable to the data calculated

during a field measurement. To estimate total daily ET from field data. the rate of water vapor in-

crease per hour was calculated for each run. The individual rates were assumed to be the ET

rates for the time interval between runs. Integration of these measurements over the total time of

measurement yielded a cumulative field ET. in mm.

The calibration equations presented in Figures 3-7 and 38 can be used to adjust the field-

calculated ET rate. First the measured field rate has to be converted to a volume. using one
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minute for the time interval. Then the calibration equation could be applied. the volume adjusted.

and the new adjusted field rate could be calculated. Although this was a workable solution. can-

verting the field rates was a drawback.

The rate of water increase with time is a rate function. The calibration equations adjust the

volume of water measured. The volume is really the integral of the rate of water accumulation for

some fixed lower and upper bound. Since the field data were calculated as the rate of water ac-

cumulation over time (mm/hr). it was reasonable to develop calibration equations that adjusted

the calculated rate. reducing the errors that could occur when using volume-based calculations.

3.4.3.2 Rate calibrations

The theory behind the interpretation of measurements of ET made with the portable cham-

ber is simple. Many short measurements of ET rate over the span of the active evapotranspira-

tion time need to be made. The short measurements (two minutes) will change the environment

around the transpiring leaves minimally. Toward end of each chamber measurement . the water

accumulation in the chamber should affect plant transpiration. decreasing the ET rate. Early in

the measurement. the plant's transpiration rate should be unaffected by the chamber. This maxi-

mum rate of ET. if measured, can provide an estimate of field ET rate.

The concept of analysis of field data to determine a maximum ET rate emerged from discus-

sions with other investigators (D.C. Reicosky. personal communication, 1984; F.L. Charles. per-

sonal communication. 1987). An analysis approach is not well documented in the literature, but

was used by F.L. Charles. at. al. (1987) in the analysis of phreatophyte ET in the San Luis Valley

in Colorado with good results.

The rarrp test conducted in the laboratory supplied the data necessary to create linear

calibration equations relating the measured rate of input to the known rate of input. To use the

maximum-slope concept of ET estimation for the field data analysis. some additional analysis of

the laboratory data might prove useful for interpreting the field results. Plots of the laboratory

repetitions did not suggest that any section of the resulting water accumulation curve would yield

a maximum slope consistently.
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The maximum slope concept presented two interpretation problems for field data:

1) If a maximum slope existed, over what range of points should it be calculated?

2) Is the maximum in any time bracket dependent on the point at which the regression

started?

To determine if using different time brackets would result in different maximum slopes.

seven time brackets were chosen. The time brackets reflected the range from the shortest

reasonable time of field measurement for the charrber and psychrometers to twice the usual

analysis time used in previous field studies. The brackets were 10. 15. 20. 30. 40. 60. and 80

seconds.

To determine if the maximum calculated rate was dependent on the starting point of the

analysis. least squares linear regressions were performed on the points that fell in the 10 second

analysis time bracket for all possible starting points on the data curve by sliding the chosen

analysis time bracket up the curve until a regression could not be performed because of insuffi-

cient data (Figure 3-9). The maximum rate and starting point on the data curve was recorded.

The precedure was repeated for each analysis time bracket. Trials on low air mixing velocity data

gave very large or negative slopes when the time bracket for the linear curve fit was very short

(10 seconds). These initial trials indicated the necessity of developing a measure of the variability

of the data. resulting in the CV analysis previously mentioned.

Criteria for selecting the maximum slope were established to prevent aberrations in sections

of the collected raw data from providing spureous results. The slope had to be larger than the

previous maximum slope and have an r2 greater than 0.90. It is important to note that slopes cal-

culated with this procedure, although maxima. did not need to be statistically significantly different

from other slopes calculated for the same time interval. The goal of the analysis was to try to es-

tablish an average maximum slope and average starting point on the data curve. if in fact they ex-

isted.

The time interval and starting point analysis on the laboratory-collected ramp data was an-

ticipated to indicate differences or similarities between psychrometers without the added uncer-
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Figure 3-9 Calculation of the maximum ET rate for a given analysis time bracket using a sliding

analysis time bracket.

tainties that plants introduce. Table 33 presents the average starting data point for

psychrometers 1, 2. and 3 at 0.07. 0.14, 0.28 and 0.52 mthr water input rates for each time

bracket.

Scanning down the columns of Table 33, it is evident that the starting point for any

psychrometer at any water input rate moves toward the start of data collection regardless of air

mixing velocity. The average starting point of the maximum slope time interval was much closer

to the start of data collection for psychrometer 1 than for psychrometers 2 or 3. Psychrometer 1

was affected marginally by the reduction in air mixing velocity. The reduction in air mixing

velocity did not seem to affect the starting point for psychrometers 2 and 3. The difference be-

tween the average starting points for psychrometers 1 and 2 was unexpected. Both

psychrometers used thermistor temperature sensors with similar time response characteristics



64

Table 3-3 Average time (sec) for 5 repetitions to the start of maximum rate for psychrometers 1.

2. and 3 at 4 input rates and 7 analysis time brackets.

 

    

 

Low air mixing velocity

Psychro- Time Rate

meter bracket 0.07 mthr 0.14 mthr 0.28 mrthr 0.52 mthr

.<_r>_ eec_> salsa dam w as High [Low]

10 18.6 [25.4] 14.8 [28.4] 22.8 [32.4) 15.2 [24.6]

15 18.2 [26.0] 15.8 [29.4) 20.0 [30.0) 13.0 [19.6]

20 13.4 [17.6] 14.2 [26.4] 17.8 [31.0) 10.4 [15.6]

1 30 8.8 [11.6] 11.4 [15.4) 14.2 [19.6] 9.2 [10.2)

40 5.8 [7.4) 8.0 [12.6] 10.4 [14.8] 7.4 [7.6]

80 5.0 [6.6] 8.2 [9.0) 7.4 [10.0] 5.4 [5.6]

80 5.0 [5.0) 5.0 [5.0) 5.0 [5.0) 5.0 (5.0]

10 50.0 [58.4] 54.4 [58.2] 48.8 [52.8] 52.6 [52.8]

15 54.0 [55.6] 52.8 [54.2) 49.4 [50.0) 45.8 [52.6]

20 50.8 [48.6] 51.8 [48.2] 52.2 [45.2) 48.2 [53.0)

2 30 42.2 [44.8] 44.4 [43.8] 42.2 [41.8] 39.4 [44.8)

40 35.8 [35.8] 38.2 [35.0) 33.8 (33.4) 34.4 (35.0)

60 21.4 [20.8] 20.4 [19.6] 15.4 [17.4) 19.8 [19.2)

80 10.4 [9.8] 9.2 [8.6] 5.0 [5.2) 8.4 [6.6]

10 88.4 [62.2] 87.8 [62.8] 81.0 [67.4] 81.0 [63.2]

15 83.8 [60.8] 83.4 [54.8] 58.4 [62.4] 58.4 (59.0)

20 61 .8 [56.4] 60.2 [58.6] 55.4 [59.8] 54.8 [55.8]

3 30 58.8 [55.0] 52.4 [50.4) 48.0 [51.4) 49.8 [51.6]

40 51.8 [46.4] 44.4 [42.0) 40.8 [44.0) 42.6 [43.6]

80 38.8 [38.6] 31.2 [29.4) 27.2 [33.4) 30.8 [31.8]

80 28.4 [28.4] 19.4 [19.6] 15.2 [22.6] 18.0 [18.8]

:,High air mixing velocity
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that should have resulted in similar average starting points. The longer response times of the IC

sensors in psychrometer 3 were expected, but the similarities in the average starting points for

psychrometers 2 and 3 suggest that some other factor may be important.

The other major difference between the psychrometers was the mounting position.

Psychrometer 1 was closest to the top. It is possible that water vapor from the frying pan

migrated to the top of the chamber rapidly and then was mixed with charmer air. Psychrometers

2 and 3. mounted lower in the chamber, may not have encountered the more completely mixed

air until later in the data collection time interval. However. observation of white chemical smoke

released near the water evaporation surface did not confirm the position sensitivity of the

psychrometers. The smoke quickly dissipated at both low and high air mixing velocities with no

evidence of stratification or decreased mixing in the chamber.

The difference between psychrometers 1 and 2 was probably not due to differences in wick-

ing. The data for the 0.07 mm/hr rates was collected three days before the 0.14. 0.28. and 0.52

mthr data. Before each test the psychrometers were torn down and fresh ”Kleenex” brand tis-

sue (other brand names were tried and did not work well) double layer wicks were applied to the

wet bulbs. 11 is unlikely that an identical wick problem would occur on two days.

Two other expected trends not reported in Table 33 occurred. The average maximum rate

and its associated r2 decreased with an increase in the interval of measurement for all water input

rates and air mixing velocities. Both the average maximum rate and r2 were larger for the higher

air mixing velocity for all water input rates.

3.4.3.3 Ramp calibration curves

Use of the volume-based calibration curves shown in Figures 3-7 and 3-8 was not

desirable because of the possible propagation of errors when using the adjusted data to calculate

cumulative ET. The alternative was to develop calibration curves that corrected the measured ET

rate to some known ET rate. Linear predictive equations were developed from the known ramp

input data and the measured ramp input data using least squares linear regression analysis. This

analysis resulted in a calibration equation for each psychrometer.
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The development of calibration equations was complicated by the time interval analysis.

Calibration equations could be developed for each psychrometer at each time interval. resulting in

21 equations. Statistically. the rate values calculated for a time bracket might not be different.

The choice of the time bracket for which calibration equations were developed was arbitrary. The

application of known characteristics of the psychrometers (response time. sensor type). measure-

ments of data variability (CV). and judgment (common sense) gained by experience. did suggest

the choice of a reasonable time interval.

Based on the psychrometer response times and the data variability of laboratory ramp tests.

the 20 second time interval was chosen for psychrometers 1 and 2. The 30 second time interval

was used for psychrometer 3 because of the increased response times of the 10 temperature sen-

sors used. Calibration equations were constructed for each psychrometer using the data from the

20 second time interval for psychrometers 1 and 2. and 30 second time interval for psychrometer

3. Figures 310 and 3-11 illustrate the data and regression lines for the high and low air mixing

velocities. The high air mixing velocity calibrations equations will be applied to rates calculated

from field data to determine if adjusting field values yields ET rates which better estimate the ac-

tual ET.

The applicable equations are:

Psychrometer fadjusted ET rate. mm - -0.05 + 1.34(Measured ET)

Psychrometer 2 adjusted ET rate. mm - —0.05 + 1.63(Measured ET)

Psychrometer 3 adjusted ET rate. mm . .005 + 1.71 (Measured ET).
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Figure 3-10 Data and linear regression lines for psychrometers 1. 2. and 3 at 0.07. 0.14. 0.28. and

0.52 min/hr water input rate at high air mixing velocity.
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0.52 mrn/hr water input rate at low air mixing velocity.
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CHAPTER 4

FIELD EXPERIMENTS

4.1 OBJECTIVE III

The third objective of the research was to camera field evapotranspiration measured with

the portable chamber with lysimeter-measured evapotranspiration.

4.2 INTRODUCTION

This chapter describes the field tests of the portable evapotranspiration chamber. First. the

literature detailing field tests of portable chambers by other researchers is presented. The

description of the chamber-measurement system is updated from that given by Harmsen (1983).

Then. the reference field lysimeter and the calibration procedure used is described. Finally. the

method for taking field measurements and the interpretation of the measurements is discussed.

4.3 REVIEW OF LITERATURE

Reicosky and Peters (1977) first attempted to compare evapotranspiration measured with a

portable field chamber with that measured by a lysimeter using a test plot of soybeans. The

soybeans were grown in Hoaglands solution in a solution uptake tank. The soil surface of the

soybean plot was covered with polyethylene sheets to prevent evaporation. The portable cham-

ber was placed over the soybean plot and the water vapor density within the chamber was

measured with a single aspirated psychrometer. Water vapor density measurements were taken

at the start and after one minute had elapsed. coinciding with measurements of soybean solution

uptake. Using the beginning and ending measured water vapor density. the absolute water

volume change In the chamber during the measurement interval was estimated. This volume

was converted to a rate using the elapsed time during the measurement. The chamber-

measured rates were plotted against solution uptake measurements for the measurement inter-
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val. A least squares regression line fit to the data showed r2 of 0.98. a slope of 0.98. and an inter-

cept of 0.009 (almost 1 to 1) for data collected under clear skies. Additional measurements on

cloudy days did not produce good results. The researchers stated that data taken for conditions

other than clear sky were probably not interpretable and should not be used.

Reicosky et al. (1981) reported the comparison of a portable chamber with a weighing

lysimeter located near St. Paul. Minnesota. The lysimeter was covered with 0.70 m (27 inches)

tall alfalfa which was irrigated with 50 mm (2 inches) of water. one day prior to measurement.

Measurements with the portable chamber were taken near the lysimeter at 10 minute intervals

and averaged to yield an hourly ET rate. Results were good for days with mostly clear skies

(Reicosky et al.. 1981; Reicosky .1985). ET rates for the chamber and lysimeter compared

favorably to Penman calculated hourly ET.

Hourly ET fluctuations measured by the chamber and lysimeter during the course of the day

produced a bell-like pattern corresponding to available solar radiation. The maximum hourly ET

for the chamber (0.85mm [0.03 inchesj) was conparable to lysimeter-measured ET for the same

period (0.8mm [0.03inchesj). The general agreement of chamber-measured ET with lysimeter-

measured ET on an hourly and daily basis led Reicosky to conclude that the chamber could ac-

curately measure ET.

Harrnsen (1983) reported the results of comparison of a portable chamber with a lysimeter

in Coshocton, Ohio. Chamber cumulative ET was greater than lysimeter ET by 16 percent for

measurements made with a chamber equipped with an openable top. Harmsen stated he

believed that the overestimation of ET occurred because of the time required to close the

openable top (nine seconds).

The results emphasize the importance of making field comparisons between portable cham-

bers and reference devices for verification of measurements. The reader is cautioned to note that

all corrparison data cited were obtained under clear sky conditions. The frequency of such clear

days may limit the usefulness of a portable chamber in humid climates.



4.4 FIELD MEASUREMENTS

4.4.1 Equipment and calibration

This section consists of a description of the equipment used to make measurements in the

field and its calbration. The equipment consisted of the chamber. including the suspension struc-

ture. power supply. and power delivery; the lysimeter. mass measurement equipment. and calibra-

tion procedure; the pyranometer;and the equipment for data collection in the field and for data

reduction in the laboratory.

4.4.1 .1 Chamber

All components of the charmer system used for field tests were the same as those used for

laboratory tests. Extension units 2.4 m (96 inches) and 3.6 m (141 inches) tall were used to ac-

commodate corn during the growing season.

4.4.1.2 Suspension structure

The chamber suspension system consisted of the chamber and a tractor-mounted boom.

The following description and illustration were taken directly from Harmsen (1983) (Figure 4-1).

'A tractor mounted suspension structure was built to suspend the chamber above

the crop and lower it into place for measurement. The suspension stnicture is

shown in Figure 4-1 [also Figure 4-1 in this publication]. along with the chamber

and farm tractor used for support and mobility. Rigid television antenna tower

sections were used for the suspension tower. The tower sections could be in-

creased in height to accommodate the tall chamber by adding additional sections.

The original cross bracing was reinforced at points of critical stress. A 37.3 watt

(1120 HP) permanent magnet reversble motor was used to move the chamber

laterally on a trolley set inside a heavy-duty rolling door track on the horizontal

boom section. The chamber was raised from or lowered to the ground using a

braided wire cable connected to a 4450 N1 (1000 pound) capacity 12 volt DC

winch. The winch was rigidly attached to a plate on the trolley in the door track.
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The vertical portion of the tower structure rested in a steel three point hitch con-

nected frame which prevented the tower from tipping and provided for rotation.

The bottom of the tower was positioned on a steel plate which rested on a rate-

tion bearing. The structure was made to rotate about its vertical axis by use of a

manual operated chain and sprocket attached to the lower portion of the suspen-

sion stmcture support frame. After the boom was rotated to the desired position a

brake could be set to avoid further rotation."

4.4.1.3 Power supply

The power supply was provided by a battery pack with four six-volt DC golf cart batteries

wired series-parallel to deliver 12 volts DC. mounted from a bracket attached to the tractor side

cultivator mount: The battery pack capacity was adequate for four hours of operation without

recharging. A 60-amp self-regulating 12-volt DC alternator was added to the tractor. The alter-

 

structure

 

suspension revel

 

O

dale eqlllmirn system \

lens I cheaper

  
 

 retuion Irate

suspension udur trees

@  
 

Figure 1 Portable chamber and suspension structure in the field.
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nator mount was isolated from the tractor electrical system to prevent imbalance problems with

the tractor battery. The alternator charged the battery pack between field measurements.

Power for the data collection equipment was supplied by a 1 2-volt DC to 110-volt AC. 300-

watt square wave inverter. The DC voltage supply for the inverter was taken from the battery

pack.

4.4.1 .4 Chamber air mixing

Both axial and centrifugal fans were used to provide a uniform mixture of air and water

vapor during measurement. Axial fans with 0.41 m (16 inch) blade diameters rated at 64 malmin

(2275 cfm) were used. Two axial fans were mounted on ball joint supports 0.30 m (1 foot) down

from the top of vertical chamber comer poles opposite each other. The ball joint mounts allowed

easy positioning of fans to obtain maximum mixing in the top of the chamber.

Twelve-volt DC centrifugal fans with 3 m3/ min (110 cfm) capacity were mounted 0.3 m (1

foot) above the chamber base frame from each chamber corner vertical support pole. These four

fans provided 12 m3/min or three chamber volume mixes per minute for the 2.4 m (96 inch) tall

chamber and two chamber volume mixes per minute for the 3.6 m (141 inch) tall charrpers.

4.4.1.5 Power delivery

Power to drive the boom winch was delivered through number 2 electric welding cable. The

current to the boom winch (100 amps) was switched on and off with 12-volt DC starter motor

solenoids from a control panel near the tractor operator.

Power to drive the fans was delivered to the chamber with number 2 electric welding cable.

The fans rpm and air output was dependent on the voltage potential at the fans. The six fans re-

quired 29 amps of current at 12 volts DC to maintain their rated air output capacity. The welding

cable provided flexible. low resistance. high current capacity, dropping the 12-volt DC supply only

0.5 volts DC at the fan motor. With the battery pack at full charge. the voltage potential was 13 to

13.5 volts DC. providing adequate voltage potential at the fans after the potential losses due to

supply wire resistance.



4.4.2 Lysimeter

A large weighing lysimeter located in an irrigated field at the Kellogg Biological Research

Station near Hickory Corners. Michigan was used as the standard against which chamber

measured ET was compared (Figure 4-2). The surface dimensions of the lysimeter were 3.05 m

(10 feet. i.e. four com rows) wide by 1.9 m (6 feet 4 inches) long. accommodating 42 com plants

at a plant population of 7.2 plants/m2 (29.000 plants/acre). The depth of the lysimeter was 1.52

m (60 inches) with 90 mm (3 and 5/8 inches) of dense tired clay bricks laid on edge to form a

drainage matrix at the bottom of the soil block.

The undisturbed soil core for the lysimeter was taken from an area in the field near the

lysimeter, after determining that the soil profile in that area was the same as that for the lysimeter.

The soil core of the lysimeter was Kalamazoo loam. The Kalamazoo loam profile consisted of ap-

proximately 250 mm (10 inches) of loamy top soil, 400 mm (16 inches) of clay loam, 50-100 mm

(2 to 4 inches) of loamy sand. and sand below.

4.4.2.1 Lysimeter mass measurement equipment

The weighing device for the lysimeter was an agronomy scale marketed by the Cardinal

Scale Company for large weighing Iysimeters and described by Ritchie and Burnett (1968). A 45

kg (100 pounds) strain gage located on a counter balance arm of the scale provided the output

signal for mass determinations. The output of the strain gage was converted to a mass change by

an analog to digital converter (AID) manufactured by Cardinal Scale Company. The strain gage at-

tachment point on the scale tare arm provided a measurable range of scale mass change of 909

kg (2000 pounds). The balance oi the scale mass was counterbalanced with lever arms and tare

masses. The Cardinal AID resolved the strain gage output into 80,000 parts or 0.010 kg (0.025

pound). The combination of the agronomy scale and Cardinal AID provided a precise tool for

measurement of scale mass changes.

A serial communication port on the Cardinal AID allowed transmittal of the mass measure-

ment to a microcomputer. A time of day clock associated with the microcomputer allowed the

microcomputer to request a scale measurement at specific time intervals. Data from the scale
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were stored in memory for later transfer by phone to a host computer. A printer attached to the

microcomputer logged each scale measurement on paper, providing a backup in the event a

power failire caused loss of the conputer memory.

4.4.2.2 Lysimeter calibration

The Cardinal AID used was a dedicated purpose microcomputer with a self calibration

program. This simplified conversion of the mass change of the scale to a numeric value which

could be displayed or transmitted. Reference weights were constructed from 0.018 m3 (5 gal-

lon) buckets by filling each of 10 buckets with 23 kg (50 pounds) of dry sand. After filling the buck-

ets, tops were placed on them to prevent mass changes due to moisture loss or gain of the sand.

Each bucket was weighed lo the nearest 0.02 kg (0.05 pounds) at a commercial scale calibration

station. The buckets were then transported to the lysimeter field site. The calibration procedure

consisted of initializing the Cardinal AID intemai calibration program. specifying the desired out-

put units. establishing a base mass measurement, loading the scale with ten buckets, initiating

the measurement of scale mass, and displaying the two calibration numbers on the Cardinal AID .

Precautions were taken to insure accurate calibration. For example, wind in the area of the

lysimeter could cause extreme fluctuation of the scale output. The calibration was done near mid-

night. when wind speed was lowest. to reduce the possiblity of wind induced calibration errors.

The entire calibration procedure was repeated until calibration coefficients from the previous

calibration matched the coefficients for the calibration in progress. independent verification of

scale mass measurements at mass changes less than 23 kg (50 pounds) were coniirmed with

masses of 0.45 kg (1 pound), 2.3 kg (5 pound), and 12.2 kg (22 pounds). For all masses

measurements were 10.01 kg (0.25 pounds).

4.4.3 Pyranometer

Solar radiation (irradiance) measurements were made with a LiCor Li200s pyranometer.

The output of the pyranometer was amplified to the input range of the AID (0 to 10 volts) with an

Analog Devices 2330 strain gage/ETD signal conditioner. The 2830 had an adjustable gain of 1

to 2000 volts/volt input, 0.5 microvoit/degree 0 temperature drift, and an adjustable low pass
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noise filter. The amplified output signal of the 2330 was connected to one AID input channel.

Arrplification level of the irput signal was calculated from the calibration data supplied with the

pyranometer. The pyranometer was not independently calibrated; therefore, its precision was not

in question but its accuracy was. it provided data which could be used to con'pare the field

measurements on a relative basis.

4.4.4 Data Collection Equipment

4.4.4.1 Field equipment

The field data collection equipment was the same as that used in the laboratory tests. The

microcomputer, analog to digital converter (AID), ten'perature sensor amplifier and filter box,

ADPI tape drive, and Silent 700 terminal were mounted on a table attached to the battery pack

frame (Figure 4-1). This provided the tractor operator with convenient access to the data logging

equipment.

4.4.4.2 Laboratory equipment

The laboratory equipment for field data reduction consisted of a Caiifomia Computer Sys-

tems 280 based SIOO computer with an interface to an ADPI tape drive. Field data collected on

tape were transferred via the ADPI tape drive to the SIOO Computer.

4.5 Method

This section describes the method used for data collection, including the field conditions,

the data collected, the procedure used to collect data, and the analyses performed on the data.

4.5.1 Field Conditions

Lysimeter and field ET measurements were made on corn on July l9 and August l3, l5. and

20, l984. For all days of data collection except August l5, the com was irrigated with 25 mm (1

inch) of water the day before. The com varied in size and maturity for the dates of data collec-

tion. On July l9 the corn was only 2.1 m (84 inches) tall, allowing the use of the 2.4 m (96 inches)

tall chamber. On August 13, 15, and 20, the corn was 3.2 m (126 inches) tall, requiring use of the
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3.6 m(141 inches) tall chamber. Estimates of the percent ground cover from above the corn on

the lysimeter and in the test area were the same.

The com on the lysimeter and in the test area near the lysimeter looked similar in July. For

all dates in August, the crop on the lysimeter differed in appearance from the crop in the test

area. The difference was caused by rootwonn damage to the com on the lysimeter. Com had

been planted in the field in which the lysimeter was situated for eight years prior to installation of

the lysimeter in l983. The corn on the lysimeter was first planted in 1984. This hand planted corn

did not receive insecticide. The com on the lysimeter lodged badly as a result of the rootworrn

damage and stakes were used to support individual corn plants. The corn near the lysimeter was

planted mechanically and did receive insecticide.

A university agronomist (M. Vitosh, personal communication, l984) was consulted about the

difference in the appearance of the corn. He stated that the com on the lysimeter, though dif-

ferent in appearance from the com in the sunounding test sites, was still actively growing, and the

data collection proceeded in August. Because of the lodging of corn on the lysimeter, the ground

cover for corn on the lysimeter was about i0 percent less than for com in the test area.

The soil type in the vicinity of the lysimeter and on the lysimeter was the same. Thus, the

availability of moisture to the corn on the lysimeter and the corn planted near the lysimeter was

assumed to be equal.

4.5.2 Data Collected

4.5.2.1 Field data collected

Solar irradiance and wet and dry bulb tenperatures for the three psychrometers were

recorded during each field measurement. Notes were made on test site location, nurrber of

plants. estimated percent ground cover, and cloud cover.



4.5.2.2 Quantity of data collected

The control BASIC supplied by Cromemco allowed the collection of one data point every 0.8

second per channel. During a measurement 120 data points were collected from 7 channels.

4.5.2.3 Lysimeter data collected

The data collection system for the lysimeter produced one average scale mass measure-

ment every five minutes. This was an average of the 20 scale mass samples. Scale mass con-

version and averaging required two minutes for completion of the 20 sample average.

4.5.3 Chamber Data Collection Procedure

The test plants were selected, the chamber was positioned above the plants, and the fans

were turned on to purge the air within the chamber. The data collection was begun with the cham-

ber located above the crop. At five seconds into the data collection interval, the chamber was

lowered over the crop. The time of ground contact and the quality of the ground seal were noted

and recorded. The data collection proceeded until the desired number of points was collected.

The number of points used was 120 for both the 2.4 and 3.6 m ( 96 and 141 inches) tall cham-

bers. Data collected were temporarily stored in the computer memory. The chamber was lifted

off the crop and the boom was rotated to insure that the chamber would not be located over the

test plot during the time between measurements. The data in the computer memory were trans-

ferred to tape storage for laboratory analysis.

In the laboratory, the data were read from the tape to disc storage. The wet and dry bulb

temperatures for each channel were calculated. Wet bulb temperatures were converted to

saturated vapor pressure, the vapor pressure deficit was calculated, and the vapor pressure in

kpa in the chamber was obtained. The chamber vapor pressure was converted to an equivalent

depth of water over the base area of the chamber, utilizing a conversion based on the perfect gas

law (see Chapter 3).

The maximum ET rate and elapsed time to start were calculated for each field measurement

using the procedure described in the laboratory analysis. The maximum ET rates for an analysis
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time bracket were integrated to conpute a cumulative ET using a trapezoidal estimation. In addi-

tion to cumulative ET, a confidence interval for the integrated cumulative ET was calculated.

The linear regression procedure used to calculate a maxin ET rate allowed statistical es-

timation of the upper and lower limits of the ET rate based on the desired percentage of correct

values (confidence interval or Cl). The larger the percentage of correct values desired, the wider

the tolerance band around the measured ET rate had to be.

The size of the confidence interval around a predicted value is a function of the number of

points in the analysis time bracket. For normally distributed data, assuming random variation, the

size of the confidence interval around a predicted value should decrease as the nurrber of points

used in the regression increases, up to some nurrber of points. The 20 second analysis time

bracket encompasses approximately twice the number of points in the 10 second analysis time

bracket. An upper and lower bound on cumulative ET (confidence interval) was calculated with

the field measured ET rates for the 10 and 20 second analysis time bracket at 95 percent con-

fidence to determine which time bracket would adequately con'pare to lysimeter cumulative ET.

4.5.4 Analyses

4.5.4.1 Cumulative ET analysis

Data collected on July l9 and August l3, l5, and 20 of i984 were used for analysis of cumula-

tive ET. On each day, measurements of the lysimeter mass were made every five minutes. A

mass change of 6.04 Kg was equal to a 1 mm decrease in the soil water content f the lysimeter.

Therefore, a mass change of the lysimeter could easily be converted to an equivalent depth of

water by dividing by 6.04.

Measurements of solar radiation (W Imz) and ET rate (mm/hr) were also made while each

lysimeter mass measurement was being made. Solar radiation was measured directly. No solar

radiation measurements were made between runs. ET rate (mm/hr) was measured indirectly with

the psychrometers in the chamber and calculated as previously discussed.

The 2.4m (96 inch) tall chamber was used on July l9. The 3.6m (l4l inches) tall chamber

was used for all other days. The time between measurements was l0 minutes for data collected

on July l9 and August l3 and 20. On August l5, the time between measurements was 5.5
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minutes. More measurements were taken when the shorter time interval was used. allowing the

affect of the number of measurements on the cumulative ET measured to be determined.

4.5.4.2 Hourly ET comparison

The chanber periomiance was evaluated on an hourly basis to estimate the usefulness of

the chamber for short measurement intervals.

The data for hourly ET comparisons were calculated from the cumulative chamber and

lysimeter ET data. Cumulative ET data for each hour were obtained by interpolating between the

data points which fell closest to the hour for each psychrometer and for the lysimeter. Interpola-

tion for each hour yielded eight hourly data points on July 19 and six hourly data points on August

13, 15, and 20. Using these values, a percent error of lysimeter hourly ET was calculated for each

psychrometer and for the error of the average of psychrometers 1, 2, and 3. Percent error as-

timates allowed comparison of chamber performance for all hours of the date of collection and

across days of collection.

4.6 RESULTS AND DISCUSSION

4.6.1 Time to Start and Time Bracket Analysis

Using a measurement instniment properly and collecting accurate data while minimizing the

destruction of the sampled area is highly desirable when working with green plants. The goal of

the time to start analysis was to determine how much time should elapse between chanber place-

ment and the occurrence of the maximum measured ET rate. The goal of the time bracket

analysis was to determine which of the eight time brackets yielded the maximum measured ET

rate using the selected measurement equipment.

The data analysis was similar to that presented for the laboratory data. Maximum ET rates

were calculated for analysis times of l0, l5, 20. 30, 40, 60, and 80 seconds for each field measure-

ment. Time to start, maximum ET rate, and standard error for each analysis time bracket were

averaged for each psychrometer by date. Table 4-1 shows the average time to start for each

analysis time bracket for each psychrometer on each date. For all psychrometers on all dates,
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the average time to start decreased as the length of the analysis time bracket increased.

Average time to start for each psychrometer in each analysis time bracket across the days of data

collection was consistent within a range of 20 seconds. Large differences in the average time to

start among psychrometers by day, were not apparent.

in the laboratory analyses, psychrometer 1's average time to start was much less than that

of psychrometers 2 or 3. This led to the assumption that psychrometer 1 would behave differently

than psychrometer 2 in the field, even though psychrometers tand 2 shared the same construc-

tion and type of temperature sensors. The data in Table 4-1 do not confirm that assumption. The

larger number of field data samples indicated that temperature sensor differences between

psychrometers 1, 2, and 3 did not affect the average time to start. Differences between

psychrometers 1 and 2 (using the same type of tenperature sensors), shown in the laboratory

data. do not exist in the field data. The problems associated with the water injection methodology

used in the laboratory tests may account for some of the discrepancy between laboratory and

field data.

Table 4-1 is useful for assessing the amount of time elapsed from the start of a measure-

ment until a maximum ET rate for a given time bracket can be calculated. To determine which

analysis time bracket to use. a table of the average maximum ET rates for each psychrometer in

each analysis time bracket was constnicted (Table 4-2). The table shows that for any

psychrometer on any date the average maximum ET rate decreases from a maximum as the

analysis time bracket increases. For data collected on the same date, the average maximum ET

rate among psychrometers in each analysis time bracket does not vary widely. Clearly the l0

second analysis time bracket yields the largest average ET, with an average l0 percent larger

than the 20 second analysis time bracket used for laboratory calibration equation development.

The choice of the l0 second analysis time bracket does not compromise the accuracy of the field

measurements. The standard deviations of the average maximum ET rates are the same for all

analysis time brackets and for all psychrometers.

From the data in Tables 4-1 and 4-2, it is reasonable to recommend that field maximum ET

rate calculations be made for the l0 second bracket and that data collection not be less than 68

seconds. From Table 4-1, the maximum elapsed time from the start of measurement was 58
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Table 4-1 Average time to start of analysis for 5 repetitions for psychrometers 1,2, and 3 in 10,

15. 20, 30, 40, 60, and 80 second analysis time brackets for data collected on July 19, August

13, 15, and 20,1984.

 

Psychro- Time Elapsed Time from the Start

meter bracket 7/19/84 8/13/84 8/15/84 8I20I84

Q 53) 3%. (Si) (31°). (32L

10 -- 37 33 38

15 -- 34 29 33

20 -- 30 29 33

1 30 -- 27 25 3O

40 -- 23 20 24

60 -- 14 12 13

80 -- 25 5 4

1 0 39 -- 37 58

15 36 -- 31 55

20 32 -- 31 53

2 30 28 -- 26 48

4O 23 -- 22 43

6O 15 -- 14 28

80 18 -- 7 9

1 O 41 53 37 53

15 42 50 36 53

20 39 49 33 56

3 3O 33 43 3O 48

4O 28 36 24 42

60 18 25 16 26

80 10 10 6 9
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Table 4-2 Average ET rate (mm/hr) and standard deviation from 5 repetitions for psychrometers

1,2, and 3 in 10, 15, 20, 30, 40, 60, and 80 second analysis time brackets for data collected on

July 19, August 13, 15, and 20, 1984.

 

 

Psychro- Time ET Rate

meter bracket 7/19/84 8/13/84 8/15/84 8/20/84

(if) (sec) M (mm/hr) (mthr) (mthr)

10 -.- -- 0.34 $0.1 0.52 $0.1 0.42 $0.1

15 -- 0.32 $0.1 0.50 $0.1 0.44 $0.1

20 -- -- 0.31 $0.1 0.49 $0.1 0.42 $0.1

1 3O -- -.- 0.31 $0.1 0.48 $0.1 0.41 $0.1

40 -.- -- 0.30 $0.1 0.48 $0.1 0.40 $0.1

60 -- -- 0.29 $0.1 0.45 $0.1 0.37 $0.1

80 -- -- 0.29 $0.1 0.42 $0.1 0.37 $0.1

10 0.56 $0.1 -- -.- 0.57 $0.1 0.39 $0.1

15 0.54 $0.1 -- -- 0.53 $0.1 0.37 $0.1

20 0.53 $0.1 -- -- 0.52 $0.1 0.36 $0.1

2 30 0.52 $0.1 -- -.- 0.50 $0.1 0.35 $0.1

40 0.51 $0.1 -- -- 0.49 $0.1 0.35 $0.1

60 0.50 $0.1 -- -- 0.47 $0.1 0.33 $0.1

80 0.49 $0.1 -- -- 0.45 $0.1 0.32 $0.1

10 0.54 $0.1 0.38 $0.1 0.54 $0.1 0.42 $0.1

15 0.51 $0.1 0.35 $0.1 0.51 $0.1 0.37 $0.1

20 0.49 $0.1 0.33 $0.1 0.49 $0.1 0.36 $0.1

3 30 0.49 $0.1 0.32 $0.1 0.48 $0.1 0.34 $0.1

40 0.48 $0.1 0.31 $0.1 0.47 $0.1 0.33 $0.1

60 0.47 $0.1 0.31 $0.1 0.44 $0.1 0.31 $0.1

80 0.46 $0.1 0.30 $0.1 0.42 $0.1 0.30 $0.1
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seconds for the 10 second time bracket; adding 10 seconds to this value yields 68 seconds for a

minimum for data collection time.

The data also indicate that the use of faster responding thermistor temperature sensors in

psychrometers 1 and 2 was not better than the slower responding temperature lC's used in

psychrometer 3. Further, the lack of differences in the standard deviations of the maximum

average ET rate between psychrometers indicates that using thermistor temperature sensors with

greater measurement accuracy is not warranted.

4.6.2 Cumulative ET Analysis

Comparing chamber-measured cumulative ET in the field with lysimeter-measured cumula-

tive ET entails three analyses which yield information about individual psychrometer performance

across the days of data collection, the affect of the elapsed time between field measurements,

and the accuracy of chamber-measured cumulative ET conpared to lysimeter- measured cumula-

tive ET.

A comparison of the cumulative lysimeter-measured ET with cumulative ET measured by

psychrometers 1, 2, and 3 for all dates of data collection is shown in Table 4-3. The chamber

data was calculated from the results of the 20 second time bracket, which the laboratory analysis

indicated should be used. Cumulative chamber ET was calculated as a percentage of lysimeter

ET to permit comparison between psychrometers and across days of collection. Psychrometer 1

data were not reported on July 19. 1984 because the wet bulb wick dried out, preventing full

depression. No data were available for psychrometer 2 on August 13, 1984 as it was discon-

nected.

On July 19. chamber-measured ET was very close to lysimeter- measured ET using the 2.4

m (96 inches) tall chan'ber. Cumulative ET for August l3, l5. and 20 clusters well around 70 to 80

percent of lysimeter ET. The only equipment difference for the four data collection dates was

the change of chamber height in August. For all days of data collection, individual psychrometers

compared well with each other except psychrometer 1 on August 20. The thermistor temperature

sensors equipped with psychrometers (psychrometers 1 and 2) did not perform better than the i0

sensor (psychrometer 3) psychrometer.
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On August l5, the measurement frequency was increased to determine if measurements

spaced closer than l0 minutes would improve ET estimation. improvement due to increased

measurement frequency was not apparent in the data from Table 4-3. Using an elapsed time of

ten minutes between measurements resulted in no worse a measurement of cumulative ET as a

percent of lysimeter ET than using an elapsed time 015.5 minutes between measurements.

Table 4-3 Average cumulative chamber ET and confidence interval from the 20 second analysis

time bracket vs. cumulative lysimeter ET for psychrometers 1, 2, and 3 for data collected on July

19, August 13,15, and 20, 1984 at 80 percent confidence.

 

    

 

 

Psychrometer

Date Lysimeter 1 2 3

(mm) (mm) (96) (mm) (96) (mm) (96)

7/19 5.6 55:611 (99:2) 5.1:02‘ (93:2)

8/13 3.5 2.4:o.12 (69:1) 2.6$0.12 (74:4)

8/15 4.5 3.3:o.12 (73:3) 35:612 (78$2) 33:612 (75:1)

8/20 3.6 30:612 (84:3) 25:612 (71:2) 26:022 (72:6)

 

‘ 2.4 m (96 inch) tall chamber

2 3.6 m (141 inch) tall chamber

Laboratory testing of the chamber measurement systems resulted in the creation of calibra-

tion equations for the 20 second analysis time bracket for psychrometers 1 and 2 and the 30

second analysis time bracket for psychrometer 3. in Table 4-4, the results of using the equations

to correct cumulative chamber ET are presented for all psychrometers on all collection dates.

From the table it is apparent that application of the correction equations to data collected on July

l9 was not helpful. The adjusted ET values for psychrometers 2 and 3 significantly overestimate

lysimeter ET.

Field measurements in August, when adjusted, more closely matched cumulative lysimeter

ET. Measurements from psychrometers 2 and 3 resulted in ET being overestimated by l9 per-
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cent, while measurements from psychrometer 1 resulted in ET being underestimated by as much

as is percent.

Table 4-4 Adjusted cumulative chamber ET and confidence interval from the 20 second analysis

time bracket vs. cumulative lysimeter ET for psychrometers 1, 2, and 3 for data collected on July

19, August 13, 15,and 20,1984 at 80 percent confidence.

 

    

 

 

Psychrometer

Date Lysimeter 1 2 3

(mm) (mm) (96) (mm) (96) (mm) (96)

7/19 5.6 85:0.2‘ (152:4) 8.2:021 (146$3)

8/13 3.5 28:012 (8&2) 3.8$0.12(110$4)

8/15 4.5 4.1:0.1"’ (92:2) 53:022 (119:4) 5.2$0.12(116$3)

8/20 3.6 36:022 (101:4) 38:012 (106$3) 3.8:022 (106:4)

 

‘ 2.4 m (96 inch) tall chamber

2 3.6 m (141 inch) tall chamber

A comparison of cumulative chamber ET versus cumulative lysimeter ET for the i0 second

analysis time bracket provided further information on the use of the data for determining cumula-

tive ET.

The results of the analysis of the average time to start and the average ET rates for each

time bracket are presented in Table 4- 1 and 4-2. They indicate that the use of the 10 second

time bracket was desirable because it yielded l0 percent greater ET rates when compared to

lysimeter ET without a loss in measurement precision. Table 4-5 presents the cumulative ET for

lysimeter and chamber field measurements for all psychrometers on all field collection dates

using the l0 second analysis time bracket. All chamber cumulative ET's were greater than those

calculated at the 20 second analysis time bracket. Cumulative ET data collected on July l9

shows l00 to l06 percent of cumulative lysimeter ET. Data collected on August i3, l5, and 20

show a 4 to 12 percent inprovement in cumulative ET estimation, not as large as the I0 percent

increase of average ET rates for the l0 second analysis time bracket over the 20 second analysis
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time bracket, but still an improvement. Data for the 3.6 m ( l4l inch) tail chamber cumulative ET

on August i3, l5, and 20 are still similar to that seen in Table 44, supporting the choice of the l0

second analysis time bracket for field data interpretation. However, the enors in estimation of

cumulative ET do increase. In particular psychrometer 3 (using the temperature lC's) shows er-

rors of 8 to 16 percent conpared to 3 to 4 percent error If the 20 second analysis time bracket is

used.

Table 4-5 Cumulative chamber ET and confidence interval from the 10 second analysis time

bracket vs. cumulative lysimeter ET for psychrometers 1, 2, and 3 for data collected on July 19,

August 13, 15,and 20,1984 at 80 percent confidence.

 

    

 

 

Psychrometer

Date Lysimeter 1 2 3

(mm) (mm) (96) (mm) (96) (mm) (96)

7/19 5.6 59:031 (105:5) 5.6:05‘ (100:8)

8/13 3.5 25:012 (73:4) 29:042 (84:12)

8/15 4.5 35:022 (78:4) 38:032 (85:6) 37:04? (821:8)

8120 3.6 33:032 (91:8) 27:022 (76:6) 30:062 (84:16)

 

‘ 2.4 m (96inch) tall chamber

2 3.6 m (141 inch) tall chamber
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4.6.3 Average Cumulative ET

Making practical use of the field measured ET is difficult if one must choose one of the three

psychrometers to calculate cumulative ET. Since the psychrometers measured ET rates simul-

taneously, the differences in cumulative ET represent a possible range of cumulative values. if

the cumulative ET from all psychrometers is averaged for each day of data collection, a repre-

sentative cumulative chamber ET by day can be calculated.

Table 4-6 presents average cumulative ET for all psychrometers by date of collection. The

average cumulative ET for the 10 and 20 second analysis time brackets are expressed as a per-

centage of cumulative lysimeter ET, for comparison across days of data collection. Solar radia-

tion measurements expressed as cumulative mm of water depth equivalent are also presented for

comparision between days. An instrument malfunction prevented solar radiation data reporting

on August i3, i984. Lysimeter cumulative ET was reported as a percentage of solar radiation for

comparison of microclimatic conditions. Trends in Table 4-6 are the same as those for Table 4-

3. Chamber ET on July l9 was 95 percent of field ET with a two percent margin of error at an 80

percent confidence level. Cumulative ET data for the August l3, i5. and 20 measurements show

excellent agreement. across days for the 20 second analysis time bracket.

An outside source of solar radiation measurements was sought for August i3. i5, and 20 to

compare to chanber-measured solar radiation. Unfortunately, the reference radiation instrument

was out of service on August i3. Field notes for August l3 indicate the cloud cover and wind

speed were similar to those for August 15 and 20. Using the field notes, a solar radiation value of

6.2 mm was assumed reasonable for August l3. Measurements on July I9 and August l5 and 20

corroborate the relationship of solar radiation measured with the chamber sensor to measure-

ments from the comparison source, confirming the relative correctness of the chamber solar radia-

tion measurements across days of data collection.

As is shown in Table 46, if data from the I0 second analysis time bracket is used to calcu-

late average cumulative ET,the values are within a range of 27 percent across all days. For days

when the 3.6 m (l4l inch) tall chamber was used for measurements, calculated cumulative cham-

ber ET has a range of six percent with average performance of 81 percent of lysimeter ET.



Table 4-6 Average cumulative chamber ET for the 10 (ET1 o) and 20 (ET20) second analysis

time bracket in mm and as a percentage of cumulative lysimeter ET in mm; cumulative lysimeter

ET as a percentage of solar radiation

 

   

Date Solar Lysimeter ETzo ETio

(mm) (mm) (% of solar) (mm) (%) (mm) (°/e)

7/19 9.0 5.6 (62) 5.3$0.1 (95$2) 5.8$O.4 (104$ 7)

8/13 6.21 3.5 (52) 25:01 (74:3) 27:02 (77: 8)

8/15 6.2 4.5 (70) 3.4$0.1 (76$2) 3.7:i:0.3 (821: 6)

8/20 6.7 3.6 (54) 27:01 (75:3) 30:03 (83: 10)

 

1 Estimated solar from field notes.

4.6.4 Hourly ET Results

The average percent enor of hourly chamber-measured ET versus lysimeter hourly ET is

given in Table 4-7 for four days of data collection. Again, data collected on July 19 with the 2.4 m

(96 inch) chamber showed less error than data collected with the 3.6 m (141 inch) chamber in

August. On a given day of collection the hourly percent error was comparable between

psychrometers, in particular on August 13 and 15. The average chamber hourly ET error was 25

percent when all days of data collection were averaged. if averaged by chamber size, the 2.4 m

(96 inch) tail chamber had a 13 percent enor while the 3.6 m (141 inch) tail chamber was 27 per-

cent in enor.

Comparison of chamber-measured hourly ET to lysimeter-measured hourly ET was good for

the 2.4 m (96 inch) chamber and would allow field measurement of ET for short (hourly) time

spans without unreasonable error. The data for the 3.6 m (141 inch) chamber exceeded the

desired maximum error of 20 percent (T.L. Loudon, personal communication, 1984). but could be

used if adjusted upward.
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Table 4-7 Average percent enor of hourly cumulative chanber ET versus hourly cumulative

lysimeter ET for July 19, August 13, 15, and 20, 1984.

 

Psychrometer Average Chamber

Date 1 2 3 Enor

fl £1. .11». it)-

7/19 -— 8.6 16.6 12.6

8/13 35.4 — 33.4 34.4

8/15 23.8 20.4 23.8 22.6

8/20 14.1 28.4 31 .9 24.8

4.6.5 Summary of Field Performance

The performance of the chamber in field tests was mixed. ET values obtained using the 2.4

m (96inch) tall chamber were more than 90 percent of ET measured by the lysimeter, but only

one day's data exist. Three days’ field data collected with the 3.6 m (141 inch) tall chamber

yielded 70 to 80 percent of the lysimeter-measured ET.

These data indicate that the chamber performed similarly on days with similar solar condi-

tions. The improved performance of the chamber on July 19 may be partially due to the fact that

25 % more solar radiation was available on that date than any other day measured.

Also, there was reduced mixing of the air in the taller chamber. The air in the upper one

third to one half of the large chamber was thoroughly mixed with the axial fans. i had assumed

that the centrifugal fans used in the lower portion of the chamber adequately transported air from

the lower portion of the chamber upward to the axial fans for mixing. The increase in chamber

volume due to the increase in chamber height from 2.4 m (96 inches) to 3.6 m (141 inches)

reduced the air turnover rate in the chamber from 3.7 cycles per minute to 2.5 cycles per minute.

It is possible that some lower air mixing velocity exists below which measurement accuracy

decreases.
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Reicosky and Peters (1981) used fans which mixed and recycled the air nine times per

minute. Results of calibration tests against solution uptake for soybeans were excellent (r2-0.98,

siope- 0.98, intercept- 0.009, or essentially 1 to 1). Harmsen (1983) reported a 16 percent over-

estimation of lysimeter ET for an operable top chan'ber using one air cycle per minute. Larson

(1980), using a mobile chamber developed by Peters et al. (1974), measured transpiration for

soybeans using air cycling ratios of 1.7 volumes per minute. The author indicated that the ex-

change rate was too low, reducing the accuracy of the results.

The close agreement of the psychrometers for each day of measurement confirms that

chamber height does cause a difference in measurement accuracy. Although it cannot be proven

that the reduced air mixing ratio caused the reduction in measurement accuracy, the most prob-

able cause of the difference is the the reduction of lower canopy air mixing when using the 3.6 m

(141 inch) tall chamber.

Differences in the crop on the lysimeter and in the test plot area for measurements made in

August may have been significant enough to contribute to the reported performance difference.

Observation of the crop on the lysimeter would have suggested that the test plot area was heal-

thier and should have used more water.

4.6.6 Problems

Several problems arose while using the equipment selected for the chamber-measurement

system. The microcomputer selected supported only integer-math functions, whereas the calibra-

tion equations used real numbers. This made field determination of temperature difficult. The

nonlinearity of thermistor output over the temperature range further complicated the issue. These

two factors made it difficult to assure that the psychrometer wick was adequately wetted. Field

ten'perature output for the different psychrometers would have provided a means of comparison

of wet bub temperatures. eliminating situations where uncertainty about wet bulb depression

forced elimination of data.

Also, the data collection system used was bulky and cumbersome. The software was Cl'UdB

and difficult to use even with adequate training. In defense of the data collection system, no other

system offered the capabilities needed to collect the data in the field at an acceptable cost.
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The chanber transport system and lift mechanism required substantial time for setup and

the services of a small farm tractor for the entire measurement period. Many attempts to collect

data for lysimeter conparsion with the portable chamber were foiled by changes in the weather

conditions. As previously mentioned, data collected under cloudy conditions led to unexplainable

results for other researchers. The location of the test site downwind of a large body of water

(Lake Michigan) and the prevailing winds across the lake led to few long clear-sky periods and

fewer clear days.



Chapter 5

DISCUSSION AND CONCLUSIONS

5.1 introduction

The purpose of this chapter is to summarize the discussions in the previous chapters. to

delineate the procedure for optimum field use of the chamber, and to recommend improvements

to the portable chamber measurement system.

5.2 Discussion

5.2.1 Objective 1

The first objective of the research was to study the transducer system used to measure

changes in water vapor density under controlled conditions. An aspirated psychrometer was

chosen as the measurement transducer because it best met the following criteria:

1) non-destructive of the environment;

2) sufficiemly accurate and precise to warrant use in a growing crop canopy;

3) capable of performing rapid measurements;

4) easily interfaceable with electronic data collection equipment;

5) portable; and

6) affordable.

The use of thermistor temperature sensors constructed from raw thermistor beads provided

small, fast response temperature sensors. Larger, integrated circuit (iC) ten'perature sensors

were also used. The use of the thermistor and lC temperature sensors in the psychrometers

provided an opportunity for comparing the accuracy of measurement of the ten'perature sensors

as part of the second criterion for the measurement transducer. The temperature iC sensors dis-

played a linear response to changes in temperature while the thermistor temperature sensors did

not. The lC’s exhibited slower response and lower sensitivity to temperature adjustments. The

92
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lC's were easier to use and required a simpler output amplifier. Although they were less expen-

sive than the thermistor tenperature sensors, the use of the tenperature lC's reduced measure-

ment accuracy.

The results of the temperature calibration tests showed the thermistor tenperature sensors

to be accurate within :1: 005°C, while the temperature lC’s were only accurate within $ 0.1°C.

One thermistor temperature sensor (sensor 5) was significantly in error with residuals from calibra-

tion equation fitting in excess of 01°C. The thermistor temperature sensor amplifier circuit and

analog to digital converter (AID) were tested for field temperature errors and showed a maximum

enor of 006°C for a 30°C rise in tenperature. This alleviated concern that field temperature

shifts in components comprising the AID and amplifier would cause temperature measurement er-

rors.

The psychrometer assenbiy was tested with a manometer to assure that the minimum air

velocity of 3 mIsec required for full wet bulb depression would be achieved. Velocities ranged

from 7.2 to 9.1 mIsec for the expected range of aspiration motor operating voltages of 10.5 to

13.5 volts DC. At the time of testing, the velocities were considered adequate though not exces-

sive.

Two psychrometers equipped with thermistor temperature sensors and a psychrometer

equipped with iC temperature sensors were tested using a step moisture input to evaluate sen-

sor response and performance (Table 2-3). The purpose of the test was to determine the ap-

proximate time after chamber placement at which the psychrometer could be assumed to be

measuring plant transpiration. Results of the test showed the thermistor- equipped

psychrometers reacted about three times faster than the lC-equipped psychrometer of similar con-

stniction. Measurement delays were 18 seconds for the thermistor-equipped psychrometers and

48 seconds for the IC- equipped psychrometer.

The psychrometer that was built met my performance criteria with one exception: affor-

dability. The aspirated psychrometer was a good choice for a measurement transducer. In Chap-

ter 2, the reader was cautioned that the method used did not result in interchangeable thermistor

ten'perature probes. The warning does not stress the critical error i made in an effort to “build“
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an affordable measurement transducer: failure to measure time as a cost Item. This caused a

violation of Gerrish’s first law of instmmentation: ”Don’t build it if you can buy it!” (Gerrish, 1984)

The cost of the thermistor beads was $4.00 to $5.00 each, while the cost for the tempera-

ture lC's was $3.00 each. Commercial linearized thermistor and temperature iC probes.

calibrated to :l: 005°C, could have been purchased for $100 to $200 each. The cost of the time

required to develop and calibrate the temperature probes was in excess of twice the cost of the

commercial probes. Even though the parts that conprised the psychrometers were inexpensive

(less than $40.00 total), the cost of the time Spent calibrating the psychrometers made the ap-

proach used by this researcher much more expensive than was anticipated. This does not

preclude future use of psychrometers as measurement transducers provided the mistakes of the

past are not forgotten.

5.2.2 Objective 2

The second objective of the research was to study the chamber transducer system used to

measure changes in water vapor density in the chamber.

The measurement system (chamber, fans, psychrometers, and AID) was tested in two

ways. Volumetric water inputs of 2, 15, and 30 cm3 were used to test the ability of the

psychrometers to respond to a known input of water vapor in a short time. The 30 cm3 water

input was too large to represent a reasonable field measurement. The data were not used to

develop relationships between the chamber and the psychrometers, but they indicated that a

problem existed with the moisture evaporation apparatus (a hot frying pan) used in the laboratory.

Psychrometer water volume measurements were significantly in error at the 30 cm3 input.

l hypothesized that the frying pan was causing about one- third of the water injected onto it

to be suspended in the chamber air as liquid water particles. These small water particles were

thought to be atomized. The psychrometers responded indirectly to changes in chamber water

vapor density. if water from the frying pan were not vaporized, the psychrometers could not

respond to the change in water vapor density.

The atomized liquid water should have evaporated at some time. Numberger (1972)

reported results of two cloud models which related the radii of liquid water droplets to their time
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before evaporation. The range of life times for the liquid water droplets was from 152 to 7950

seconds, depending on saturation. Since the chamber measurement was 120 seconds long. it is

probable that If atomization occurred, the liquid water in suspension would not have coaneteiy

evaporated by the end of the measurement. The 30 cm“ input was sufficient to bring the cham-

ber air very close to saturation. Measurements at this level were suspect because it was known

that psychrometers give unreliable results at relative humidities in excess of 90 percent (Wylie,

1968).

The data from the 2 and 15 cm3 step inputs were compared with the psychrometer

measured volumes with almost 1 00 percent agreement for the 2 cm3 inputs when using the high

air mixing velocity. The results were not as good when the air mixing velocity was reduced. in-

dicating that a relationship between psychrometer performance and air mixing velocity exists.

The results of the 15 cm3 input were similar for reduction of air mixing velocity. However, the

water volume measured was only approximately two-thirds of the 15 cm3 input volume even at

the higher air mixing velocity.

The second test of the chamber and measurement system was a ramp input of water,

meant to mimic the expected input of water from transpiring plants. Water input rates of 0.07,

0.14, 0.28. and 0.52 mthr were used to measure chamber performance. The intent of the ramp

input test was to develop linear equations that related water input to measured water yield.

initially linear equations were fit to the ramp data using an endpoint analysis approach. The

endpoint analysis used the starting and ending water vapor density to calculate a volume change

in water content of the chamber. Results of the 0.07, 0.14, 0.28, and 0.52 mthr input were fit to

volumecbased linear equations shown in Figures 34 and 3-5 for high and low air mixing

velocities. The use of these equations to adjust field data would have necessitated the conver-

sion of the field rates, in mthr, to a unit volume over some given time (still a rate, technically),

adjustment of the volume,and conversion back to a rate. it is important to note that the linear

equations for volume-based adjustment were very similar for the chamber tests with low and high

air mixing velocities.

This would have been a workable solution; however, a rate-based correction was prefered

and offered statistically simpler calculations of integrated ET confidence intervals. The results of
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the step test and the ranp enqaoint analysis made the need for calibration equations clear. Plots

of the raw data during analysis indicated more variability for psychrometer 3 (lC- equipped) than

for psychrometers 1 and 2 (thermistor-equipped). The increased variability was not entirely unex-

pected. The IC temperature sensors used in psychrometer 3 had a sensitivity to changes in

tenperature only one-half that of the thermistor temperature sensors. Analysis of the average

tenperature change per unit of time between data points was conducted to assess the magnitude

of the difference between psychrometers. Data collected for psychrometers 1 and 2 had lower

variability than that for psychrometer 3 at the 0.07 and 0.14 mthr input rate. At higher rates all

psychrometers performed similarly (Table 3- 2).

The preferred calibration equations adjusted field measured rates to new rates using rate-

based linear equations. The evaluation of the rate data to create calibration equations was com-

plicated by the desire to locate the maximum slope of the chamber water vapor density increase.

Instead of assuming that any good line fit ( r2-0.90) to the chamber water vapor density increase

during measurement was the slope of the gradient increase, an analysis of seven time brackets

from 10 seconds to 80 seconds was completed using the laboratory data (Table 3-3). The table

showed that the average time required to wait before a maximum rate occurred was well into the

measurement (50 - 70 seconds) and that the longer the analysis time bracket, the shorter the

average time to start. initially, using the longer analysis time brackets and moving the starting

point forward seemed to be preferable, but the laboratory analysis also showed that as analysis

time increased, average ET decreased. Some conpromise had to be reached.

l recognized that the laboratory data might not resemble the field data. it was probable that

errors introduced by the moisture evaporating apparatus (electric frying pan) biased the ramp test

results. However, i assumed that the 20 second analysis time bracket best suited psychrometers

1 and 2, based on response times of the thennistor tenperature sensors. The tenperature lC's

used in psychrometer 3 had longer response times, indicating that the 30 second time bracket

should be used for this psychrometer. A first order linear equation was calculated from the ramp

irput laboratory data using 0.07, 0.14, 0.28, and 0.52 mthr input rates at the 20 second analysis

time bracket for psychrometers 1 and 2, and at the 30 second analysis time bracket for
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psychrometer 3 (Figures 3-6 and 3-7). The appropriateness of using the calibration equations to

correct field data is still in doubt.

5.2.3 Objective 3

The third objective of the research was to compare the evapotranspiration measured in the

field with the portable chamber to field- measured evapotranspiration from a lysimeter.

The field data was first analyzed to determine the length of time required to wait before a

maximum ET rate could be calculated for a given analysis time bracket. Table 4-1 showed that

for any date of analysis, increasing the time of analysis decreased the time to start. Table 4-2

showed that increasing the analysis time bracket resulted in a decrease in ET rates. The stand-

ard deviations of the average rates did not increase as the length of the analysis time interval

decreased, leading to the conclusion that the shortest analysis time bracket was acceptable. Ex-

pected performance differences between thermistor- equipped psychrometers and the IC-

equipped psychrometer were not apparent. Thus, use of the fast response thermistor tempera-

ture sensors did not lnprove ET rate measurement.

The longer times to start of analysis (Table 4-1) for the short analysis time brackets were un-

expected. Conversations with F.L. Charles (1987), who used the technique for measurements on

phreatophytes in the San Luis Valley in Colorado, indicated maximum ET rates for 10 second

analysis time brackets occurred immediately after chamber placement. The time to start delay

(about 48 seconds) does correspond well with delay times predicted for the iC-equipped

psychrometer (psychrometer 3) based on wet and dry bulb response times. Average time to start

(33 seconds or greater) for the thermistor- equipped psychrometers (psychrometers 1 and 2) was

almost twice the expected 18 seconds calculated from wet and dry bulb response times. in fact.

the thermistor-equipped psychrometers were not faster responding than the lC-equipped

psychrometer for any time bracket.

The cumulative ET for each psychrometer was compared with the cumulative lysimeter ET

on each day of data collection. Data collected on July 19 for the 20 second analysis time bracket

were in excellent agreement with data from the lysimeter (99 percent for psychrometer 2 and 93



percent for psychrometer 3). The performance of the portable chan'ber on all other dates of data

collection was not as good (70 to 84 percent of lysimeter ET).

The data for the 20 second analysis time bracket was adjusted with the laboratory based

calibration «nations with mixed results. Adjusted cumulative chamber ET for July 19 significant-

iy overestimated curmlative lysimeter ET (146 to 152 percent). For data collected in August. use

of the calbration equations resulted in ET being overestimated by as much as 19 percent for

psychrometers 2 and 3, while psychrometer 1 underestimated cumulative ET by 18 percent. Had

only the August data, which was collected with the taller 3.6 m (141 inches) chamber, been avail-

able, use of the calibration equations might have been recommended. With the inclusion of the

2.4 m (96 inch) tall chanber data. the usefulness of the calibration equations became doubtful.

The time to start analysis and the average ET rate analysis suggested that the 10 second

analysis time bracket would be an acceptable choice for data analysis and that it added little un-

certainty to the estimation of ET rates. The 10 second analysis time bracket ET rate data were in-

tegrated to calculate cumulative chamber ET for each psychrometer on each day of field data coi-

lectlon. The results of the average ET rate analysis showed a 10 percent increase in average ET

rate when the 10 second analysis time bracket was compared with the average ET rate for the

20 second analysis time bracket. When the 10 second analysis time bracket ET rates were used

to calculate cumulative ET, measurement accuracy increased, with the July 19 data at or overes-

tirnating lysimeter cumulative ET. The August data collected with the 3.6 m (141 inches) tall

chamber increased 4 to 12 percent (Table 4-5).

The general increase in cumulative measured ET was expected. Accompanying the in-

crease ln cumulative ET was an increase in the measurement error. The maximum error of

measurement for the 20 second analysis time bracket was 6 percent with an average error of 4

percent. When the 10 second analysis time bracket was used, the maximum error rose to 16 per-

cent with an average error of 8 percent, or a doubling of the average error at the 80 percent con-

fidence interval. Apparently more error was introduced when the shorter analysis time bracket

was used.

The cumulative ET analysis did show the psychrometers to be returning similar measure-

ments for a given date of data analysis. The probability that all psychrometers were in error for
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any one date of data collection is low. This led to the conclusion that some difference in the

ability of the chamber to accurately measure ET existed between the 2.4 m (96 inches) tall cham-

ber and the 3.6 m (141 inches) tall chamber.

Analysis of the data for each psychrometer was not useful for evaluation of field measure—

ments by the chanber. The data from the psychrometers were averaged to calculate a cumula-

tive ET for the chamber in the 10 second and 20 second analysis time brackets. Average cumula-

tive chamber ET followed the same trend as individual psychrometer data, with the July 19

measurements ranging from 95 to 104 percent of lysimeter ET. Data collected in August ranged

from 77 to 83 percent and 74 to 76 percent for the 10 and 20 second analysis time brackets.

respectively. V

The last analysis of the chamber ET was done to estimate the performance of the chamber

for hourly ET measurements. The results showed an average chamber error of 13 percent in a

range of 9 to 17 percent on July 19. Average hourly chamber percent error was between 25 and

34 percent in August. The data using the 2.4 m (96 inches) chamber collected on July 19 was

within the desired 20 percent error band and would allow hourly cumulative ET comparisons.

The August data were outside the 20 percent error band for all psychrometers except

psychrometer 1 on August 20. The average percent hourly ET error by date also exceeded the

20 percent error band, making hourly ET comparisons with the 3.6 m (141 inches) tall chamber

suspect.

5.2.4 Problems

The previous discussion centered on the technical and quantitative aspects of the use of the

portable chan'ber. A small section of the results and discussion dealt with problems involved

with collecting the data. These should be stressed. A significant concern when using a portable

ET chamber is the lack of data available to compare lysimeter ET to charmer ET on days with

cloudy or varying sky conditions. All data collected for this study were for either clear skies or

days with very high, sparse stratus clouds. The exact relationship between measurements with

the portable chamber and changes in radiation is not known. it is hypothesized that changes in

radiation will directly affect chamber-measured ET rates.
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The portable chamber is essentially a point measurement tool. Measurements are as-

sumed constant over sometime period. If the conditions during the time period vary, the point

measurement clearly can not adequately represent the time period. If conditions are highly vari-

able When data is collected, the chanber-measured ET rate may not reflect the average ET for

the time interval between measurements. Michigan’s sky conditions during July and August are

greatly infhenced by the presence of Lake Michigan immediately to the west. Prevailing winds

across the lake collect moisture from the lake surface, increasing cloud formation. The

availability of clear days for calibration is severely limited, and the usefulness of the chamber on

days with more variable conditions is suspect, as documented by several authors (Reicosky and

Peters, 1977; Reicosky et al. 1981). it would seem that future use of the portable chamber, given

the sky conditions necessary for data collection, would be limited in Michigan.

5.3 Conclusions

1) Psychrometers equipped with temperature sensors accurate to 0.05 °C did not

yield better estimates of cumulative ET than did psychrometers equipped with

temperature sensors accurate to 01°C.

2) A psychrometer with a response time of 10 seconds measured cumulative ET

as well as a psychrometer with a response time of 3.6 seconds.

3) Laboratory tests under controlled conditions confirm that reductions in air

mixing velocity reduce psychrometer measured ET rates.

4) Cumulative ET for periods in excess of 6 hours can be calculated from point in

time measurements with the 2.4 m (96 inches) tall chamber equipped with air ex-

change rates of 5.2 cycles per minute with either thermistor or lC temperature

sensors.

5) Hourly cumulative ET can be calculated from point in time measurements with

the 2.4 m (96 inches) tall chamber equipped with either thermistor or lC tempera-

lUfO 8808013.
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6) For days with uniformly sunny skies, measurement intervals shorter than 10

minutes do not inprove the cumulative ET measurement or reduce the cumula-

tive measurement error.

7) Measured ET rates decrease as the time interval for which the rate is calcu-

lated increases.

8) The time to the start of slope analysis decreases as the time interval over

which the slope is calculated increases for both the 2.4 and 3.6 m (96 and 141 in-

ches) tail chanbers.

5.4 Recommendations

Recommendations for Use and Improvement of the Existing ET Chamber in Order of

Priority

1) Replace the existing AID and psychrometers with a modem data collection

system such as the Campbell Scientific CR-21X data logger and three Delta-T

psychrometers. The Delta-T psychrometers offer small ( 25x100x75 mm), ac-

curate ($0.1°C), interchangeable thermistor temperature sensor equipped

psychrometers at a reasonable price ($450.00). Use three psychrometers to

verify chamber measurements and prevent data loss due to loss of wick wetness

in any one psychrometer. The Campbell CR- 21X which provides direct conver-

sion and display of sensor input to temperature. allowing field sensor function

verification.

2) Interface the data collection system to an MS DOS based portable con'puter.

An MS-DOS based computer allows the use of current data interpretation

programs to complete field display and analysis of the data as it is being col-

lected. Comparison of average wet bulb-dry bulb depression between

psychrometers will indicate if a psychrometer wick is drying out and reducing wet

bulb depression.
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3) a. Replace existing 12-volt DC fans with 120- volt AC fans with chamber air

turnover capacity of nine cycles per minute. Previous studies by Reicosky and

Peters (1977) showed excellent results at this cycle rate.

b. Replace the DC power pack with a 5 to 7 kw AC generator. The battery pack

could not deliver the power the fans needed for chamber air mixing at nine cycles

with huge cables (#0). The AC generator is readily available and with the in-

creased potentiai available, requires much smaller cables to transmit the same

power. Be sure to vent all engine exhaust well above the crop canopy or keep

the generator downwind of the test plots to prevent 002 from the generator ex-

haust from causing stomatal closure which can restrict transpiration.

6. Convert the boom winch and trolley motor to AC power to eliminate the need

for the DC power pack. This would convert the entire system to AC power, which

could create a greater hazard for the tractor operator and helper. This hazard can

be minimized by using ground fault interrupt circuits near the AC generator to

reduce electrocution hazard in the event of an accident or equipment breakage.

4) if chambers taller than 2.4 m (96 inches) are to be used, the suspension struc-

ture should be redesigned. The current boom is difficult to put together and erect

safely. Flexure of the boom during use with the 3.6 m (141 inch) tall chamber and

permanent deflection of the support tower indicate that very little safety margin for

the operator and helper exists. Redesign should result in a chamber support sys-

tem that does not require a helper to position the chamber over the test crop.
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APPENDIX A

CALIBRATION EQUATIONS FOR EACH TEMPERATURE

SENSOR ON EACH DAY OF CALIBRATION.

2121M

Sensor 1 - 0.4345101352 - 0.22567099E-1CT + 01012547354012 + 0.3945824E-80T3 +

0.9172233751201‘ - 0.88530593E-16C3T!5

Sensor 2 - 0.56419188E+02 - 0.36687060E-1CT + 0.19338681 54012 - 0735160375801‘ .-

0.1547500751101‘ - 0.13250002515015

Sensor 3 - 0.11830842E+02 + 0572735795201 + 01209257954012 -

0.21980047E-80T3)'100.0):

Sensor 4 - 0.52706427502 - 0.314236575101 + 011330082654012 - 0552140555801a .-

0.11175386E-1 101‘ - 0.927209705160

Sensor 5 - 0.56041017E+02 - 0.35823253E-1CT + 0.18629146E-4CT2 - 06898280258013 +

0.1393743551101‘ - 0.1 1358045515015

Sensor 6 - -0.25396904E+02 + 0.232053275101 + 0441534856012 - 0.52833743E-1 0013

mm

Sensor 1 - 0.4344032352-0.2225151451 101+0.9371770255012 -

0.33081 1485-8013+0.698024055-1201‘ - 0.6213687516015

Sensor 2 - 0.56099138502 - 0.35166337E-1CT + 0170415154012 - 0588296765801a .-

01134012251101“ - 0.901 55052516015

Sensor 3 - -0.24695277E+02 + 0.27469804E-1CT

Sensor 4 - 052551755502 - 0.30641977E-1CT + 0 1412824454012 - 04787927258013 .-

09158096751201“ - 0.7247847451 601‘5

Sensor 5 - 0.56181022502 - 0344050695101 + 0.;6384965E-40T2 - 05536945458013 .-

0.1039743851101‘ - 0.80231048E-1BCT

Sensor 6 . 0.26205989E-i-02 + 0.24366198E-1 CT

mm

Sensor 1 - 04340228352 - 0220635765101 + 0.881491 2775-5012 - 0287297875801a +

0.5525986951201‘ - 0.448266155160

Sensor 2 - 0.56137936E2-0.35283265E-1‘CT + 017216581 54012 - 0.59830983E-80T3 +

0.1159674851101‘ - 0.92617581 516015

Sensor 3 n - 0.24696747E-i-02 + 0.27453307E-1 CT

Sensor 4 - 0.52672859502 - 0.311164215101 + 0.1482774E-4CT2 -

0.52096197E-8C1‘3+0.10285187E-1 101‘ - 0.83556285516015

Sensor 5 - 0.56350733502 - 0344518685101 + 0.16383278E-4CT2 - 05519070758013 .-

0.103407535-1101‘ - 07973040051601"

Sensor 6 - ~0.2618699E+02 + 0.24338182E-1CT
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APPENDIX B

CALIBRATION DATA FOR TEMPERATURE SENSORS

Table A-1. Temperature sensor calibration data for 7I21I84.

Sensor,

Campbell Platnium 1 2 3 4 5 6

C C count count count count 4 count count

24.02 24.08 1381 1781 1771 1732 1804 2070

12.32 12.30 3162 3510 1342 3527 3575 1585

14.05 14.0 2827 3185 1405 3190 3245 1656

16.59 16.58 2384 2755 1499 2744 2786 1762

20.06 19.89 1889 2266 1625 2245 2317 1902

23.91 24.00 1392 1792 1769 1744 1823 2067

26.00 26.07 1174 1580 1844 1525 1605 2152

27.81 27.90 999 1409 1910 1348 1429 2226

29.49 29.58 853 1268 1971 1201 1282 2296

32.87 32.97 591 1014 2094 937 1020 2434

35.20 35.22 438 865 2175 784 868 2528

37.53 37.31 307 737 2254 654 738 2616

40.43 40.48 141 575 2366 486 574 2742

43.20 43.32 6 446 2496 351 442 2859

44.57 44.68 0 389 2531 294 383 2914
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1573

1349

1112

957

772

615

480

356
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Table A-2. Temperature sensor calibration data for 7I23/84.

Sensor

2 3

count count

3558 1337

3265 1393

3040 1459

2617 1536

2419 1585

2223 1639

1964 1714

1748 1788

1518 1872

1367 1933

1189 2012

1036 2087

904 2159

785 2230

661 2311

560 2384

452 2740

358 2553

4

count

3578

3275

3040

2397

2193

1924

1699

1461 I

1305

1120

961

825

702

574

470

359

260

5

count

3680

3376

3142

2704

2501

2029

1805

1567

1411

1227

1069

933

809

681

577

466

370

6

count

1570

1632

1685

1793

1849

1910

1994

2077

2172

2241

2331

2415

2496

2576

2667

2750

2847

2940



Campbell Platnium

(3

‘rL99

1413

1611

1817'

203MB

2718

2416i

2610

281K)

1N109

321xa

3415

3614

1&002

(M134

4214

4411

C“

‘fll07

'htZO

1£L14

‘HLZ2

SKLZS

22153

2026

2615!

282M)

1N124

3222

1&025

3619

3815

(M144

4218

i¢035

1

count

3202

2786

2445

2121

1833

1578

1359

1152

960

792

639

499

377

266

145
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Table A-3. Temperature sensor calibration data for 7I24I84.

Sensor

2 3

count count

3564 1338

3161 1416

2830 1487

2515 1563

2234 1638

1984 1712

1768 1783

1564 1856

1380 1929

1216 2002

1067 2074

928 2148

807 2218

696 2289

578 2372

497 2435

404 2514

4

count

3167

2823

2496

2205

1946

1721

1510

1319

1149

994

850

725

610

405

309

5

count

3711

3291

2944

2616

2323

2063

1837

16026

1434

1264

1109

964

839

725

603

518

423

6

count

1570

1658

1738

1823

1908

1992

2071

2154

2737

2318

2400

2483

2563

2642

2736

2808

2896



APPENDIX C

DATA COLLECTION SYSTEM COMPUTER PROGRAMS

1 m 1312111181210! (I ml

4 M 1'0 20 5:10-Il(10):m I

6W!(4)-0:OUT(4)-1:RUI856

8 M18;RUI854:RUI856

10 “14:313'854

12 3.830%}.85880:!38OD:C.85880

16 am55:aumss

20 BI813:RUN854

22 b80D:C.85880:RUl855;RUN856

30 81'.

140.852

10 m sans 8(10) -8 (137) ON ms TR-DO,BIJICO

15 W85?

20 B-814:RW854:BII(830+DO) :C.85880

22 BI80D.‘C. 85880:RUN855:RW856

24 ”851: BI817.’RUN854

26 FOR 1'0 1'0 2:3-(8304'8 (1)):c.sssso;nxr I

32 38820.12.8588O;B-830:C.85880:B-800;C.85880

38 RUI855

40 m 1.0 1'0 255

42 Bit (20+!) :C. 85880

44 xxx! I

50 RUI856

52 C0-C0+1

54 P.CO.DO:IP (IO-1000 6.99

56 CO-0;DOl-2

99 8!.

130.854

1 mooreorcoxmoamromxoscx

2 C.85800;OD!'(10)-B

3 C. 8584079-IIH10) are-us. 6

4 PJIRROR 110 cm ICBOID’;G.9

6 C.85840:P-II (10) :m- (B+64)G. 9

8 P.88,'mOR, BI “UT-ZBJBYTI RCVD-',P

9 8!.

10.855

1 m .2 013-08

4 C. 85840:2-H(10);m-13G. 6

5 P.88,P,' m. OD W':G.9

6 c.sssso;r-n(10);m-1o 6.9

7 9.98.2.' RCVD. OI mum'

9 91'.

1108 56

I

1 m G!!! 07-00-01

2 C.85840:9-II(10):IFP-7 6.4

3 2.98.2.' move. 7 W':G.9

4 8.0.855

9 81'.

110
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140.857

www.mm.

10 008.99

20 casual-27:003.»

30 mum-”608.99

40 1524;111:1554

50 9.178856

90 81'.

99 m 2-1 1'0 9 :Q-Il (10) : III. P; It.

10.853

1 mcmmrsaarmxxomcorosnnms

4 8(0)-C0/100

6 8 (1) -00/10-e (0) *10

I 8 (2) -C0-10*8 (1) -100*8 (0)

9 9!.

30.850

1 HAD/mu “0.31—C0 COD! STARTING-30

2 I! ro-J. 6.7

3 308858

4 ton 14320255,?” (sci-I)“ (20+I):m I

6 9202

7 P. 'mIIG ms smoo'rm WILL ms: ms IS CURRENTLY'

9 2308 m 21!]. arm 1 1'0 CONTINUI'

9 mo! 20

10 1! 20916.20

12 208 1-01'0255:6(20+I)-GIT(IO+I).12.!

14 308852

20 8209

10.858

1 m mos C(13) -8 (137) nut ma non I'll-00,8L-c0

4 1108858; 8-814 ; 3011854

6 a-(830+DO) :C.85930

8 l-800:C.85890:RUI855;RUI856

12 3-812: 308854

14 20!! 1-0 1'0 2;l-(830+8(I)):C.85880;m2 I

20 l-82C;C.85880:B-830:C.85890;B-8OD:C.85980:RUI855

30 20!! 1-0 1‘0 255

32 C.85840:B-nl (10) 313976. 40

36 C.85940:P-ni(10) :m-7c. 40

38 23mm COD! 021'!an I',P:G.99

40 6(20+I)-a

42 In! I

44 308856

99 9!.

no. 814

1 manoxo 90182828041“) FOR LOW

4 10-83000

5 9'08 xo-o 1'0 95:210.

6 108852.10! (10) at; 20! (104-1) IMP!!! (104-2) 4320! (ac-3) ID

7 90! (10“) II; 201' (104-5) I!

9 IMO-r6

10 O. (16)-04

20 20!! 1.0-0 1'0 12

30 o. (19)-LO

40 0. (20)-00

50 It Il(16)l128-O ooro 50

60 Ill-nu.) ; I-Il(20)

70 9171' (80) IA;20! (10411) ID

75 104042

90 II. no

100 ll. KO

103 00.0.80-7

104 308810
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.852

RR! EB! III!

O.(30.)-167:O.(30)-17;I!IN(28):R-IN(28)

II(RO)+(RO)B.4O

O.(30)-166

O.(30)-18:CIIN(28):D-IN(28):O.(30)-19

R-IN (28) :hIN (28)

STOP

854

SR! TIN! OI DI! CLOCK

.(30)-255:0.(30)-23 :O.(28)-255

.(28)-138;0.(30)- 01;0.(28)-57

.(28)-15

.(28)-00

.(28)-00

.(30)-2:O.(28)-61:0.(28)-0

.‘2318 IS A PROGRAM 20 SR! 1R3 RID TINIR IOR TIN! OF DR! OPRRITION"

.‘IRTRR DRCINIL NUMBERS PRRCRRDRD BY A 8 818””

U
'
O
'
U
z
o
'
U
O
O
O
O
O
O

.'INTIR NINUTIS-TINS 3ND ONRS'

INPUT 1

P.'RNTIR ROURS-TINS RNDS ONRS'

INPUT R

O.(28)!I:O.(28)-B

O.(30)-03:O. (28)-57;0.(28)-00

P.'RNTRR DAYS-IRNS IND ONRS’

INPUT R

P.'RNTRR oars-10005 RNDS 1008'

INPUT B

O.(28)-I:O.(28)-R

O.(30)-67:O.(30)-O9;O.(28)-00:O.(28)-00

O.(30)-10;O.(28)-00:0.(28)-00;O.(30)-68:O.(30)-39:

STOP



APPENDIX D

LABORATORY DATA ANALYSIS AND CONVERSION PROGRAMS

PROGRAM VAPOR:

{ Thin progral.calculatee the liquid equivalent of the water

trapped in the cbaeber. It will adjuat the net bulb temperature

upward until the dry bulb ia reached or the target noiature

content in reach.

The prograa aaeunea a printer is attached to lptl.

You MUST uee Turbo Paacal 3.0 or greater to co-pile

)

var

not, dry, aatpreaa, dry_aatpreaa :real;

mo, anbpreaa, rh, nix_ratio :real;

barpreaa, can, dry2. vet2 :real;

clatart,cnetop,volnn :real;

a. ’09. :integer:

ch :char;

procedure calc(vett,dryt:real;var ce:real);

var cedry :real:

begin

IATPRISB:-6.107a*lxr((17.2693982*uett)[(uett+237.30));

DRI_SATPRlsa:-6.107a*lxr((17.2693882*ant)/(DRXt+237.30));

AMBPRlss:-SATPRnss-0.000657'31323388'((dryt-uett)*(1+0.00115*uett));

CI320:-((AMBPRBSS/1013.0*18.0)/(82.05*(273.15+dryt)))*1000000.0:

CMdry:-((dry_aatPRBSS/1013.0*1a.0)l(82.05*(273.15+dryt)))*1000000.0;

RB:Ianbpreaa/DR!_SATPRBSS*100.0:

eir_ratio:- 0.622*(anhpreaa*0.1)/(101.35-(anbpreaa*0.1));

ca:-cnh20*l.804:

writeln(let):

writeln(lat,' Tor IetbulbI’.Iett:6:2,' and drybulb- ',dryt:6:2);

vriteln(lat,' Saturated vapor preaeure [ab] at the wetbuib ia

’,aatpreea:6:3):

writeln(1et,' Saturated vapor preeaure [db] at the drybulb ia

'.dry_aatpreaa:6:3):

writeln(1et.' The vapor preaeure I lb] ia ',anbpreaa:6:3):

uriteln(1at,' The equivalent volune of water [cu cn] in cubic n in

'.cnh20:6:3);

writeln(lat,' The mixing ratio [ kg h20 / kg dryl air] in ',nir_ratio:10:8);

writeln(lat,' The relative humidity in ',rh:6:2):

Iriteln(lat,' later capacity of the chanber ia ',((cndry*l.ao4)-cn):6:3):

lriteln(con);

Irite1n(con,'ror netbulb-',uett:6:2,' and drybulb- ',dryt:6:2);

Irite1n(con,'8aturated vapor preaeure [lb] at the uetbulb ia ',eatpreaa:6:3):

eriteln(con,'6aturated vapor preaaure [lb] at the drybulb ia '.dry;aatpreaa:6:3);

writeln(con,'The vapor preaaure [ lb] ia ',anbpreaa:6:3);

urite1n(con,'The equivalent volune of water [cu cu] in cubic n.ia ',cnh20:6:3);

nriteln(con,'The mixing ratio [ kg h20 / kg dryl air] in ’,nir_ratio:10:a);

uriteln(con,'The relative hunidity ia ’,rh:6:2);

Iriteln(con,'later capacity of the chamber in '.((cndry*1.ao4)-cn):6:3);

113
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end:

Begin

barpreaa:-1013;

clracr:

gotoxy(1,4);

lrite('lnter the actual water volume evaporated ');

readln(vo1mn);

a:-1;

P'I'i'oi

dhile a-l do

begin

clracr;

gotory(1.4):

erite('lnter the drybulb temperature [0.0 to 40.0 degreea C] ');

readln(DR!):

erite('lnter the eetbulb temperature [0.0 to 40.0 degree C] '):

readln(llT );

erite('lnter the final drybulb temperature [0.0 to 40.0 degreea C] ');

readln(dry2);

erite('lnter the final wetbuib temperature [0.0 to 40.0 degreea C] ');

readlntuetZ);

calc(uet,dry,cmatart);

calctuet2,dry2,cmatop);

eriteln(con,'lquivalent cubic cm for chamber in '.(cmatop-cmatart):6:3):

eriteln(1at,’ Iquivalent cubic cm for chamber in ',(cmetop-cmatart):6:3):

dry:-dry2:

cmh20:-cmatart;

=0?“t

aarrarss:-s.107s*rxr((11.2693002tlar)/(nar+237.30));

unx_sarpaass:-5.107etrxp((17.2593662*onx)Itonx+237.30)):

aunpaassz-sarpnnss-o.000557taanraass*((oar-Ia!)*(1+0.00115*II2));

Clan-t (muse/1013 . 0'18 . 0) / (92 . 05* (273 . 154-bit!) ) ) *1000000 . 0;

RR:-ambpreaa/DRT_3ATPR288*100.0;

anagratio:- 0.622*(ambpreaa'0.1)[(101.35-(ambpreaa*0.1));

cmm:-cmm*1.804:

eet:-eet+0.005;

until cmm(cmh20+volnn);

eriteln(lat);

eriteln(1at,' The actual eetbulb ahould be ',(eet-0.l):6:3,' RBI ',rh:6:3):

eriteln(lat);

eriteln(lat,' Cm 820 at atart- ',cmb20:6:3,' Cm 820 at atop- ',cmn:6:3,' dif-

ference- ',(cmm-cmh20):6:3);

eriteln(lat);

erite1n(con);

eriteln(con.'The actual eetbulb ahould be ',(eet):6:2,' nn- ',rh:6:2);

mriteln(con);

eriteln(con.'Cm 320 at atart- '.cmh20:6:3,' Cm 320 at atop- '.cmn:6:2,' dif-

ference- ',(cmm-cmh20):6:3);

vriteln(con);

one! 3'P‘9. +1:

1! (page 1) then

begin

page:-0:

vriteln(lat,cbr(l2)):

end°

readlkbdrdhl:

end;
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arousal TMIIII

1

Ton muat have Turbo Taacal 3.0 or greater to compile this program.

i

type CHARACTIR nannaxti..34]ce Clan:

atrgao natring[90]:

conat

readrile : integer I0;

eritefile: integer .1;

IOVal : Integer I 0;

TOlrr Boolean - ralae;

VII

hour,day,month.error :integer:

TT, junk_dt_pta, DATAPTS :integer:

b1kct.eelect,TLAC,argont :integer;

intile :tile or byte;

inputtile.output£ile :caanacrrn;

dt :array[l..250.1..38] of integer;

outtile :TIXT:

argatrg :atrgao;

(nunnnnnnunn lane vacant m up mistor mum-tn")

procedure IIADIR:

var ch :char;

IICII(*PROCIDURI*)

clracr;

eriteln:

eriteln:

uriteln:

writeln;

IRITILN:

IRITRLI(

IRITILI(

IRITILI(

. psrcanonm can am: no new ) ,-

I

I

MRI-IV can! a. nmson');

I

I

COMVRRSION PROGRAM’);

WWI luv. 7/27/84' );

IRITlth rev. 4/15/87');

vriteln;

IRITILN:

eriteln(' One this prograa only for data collected after July 19, l964.’):

eriteln(' No data can collected in 1985 or thereafter.');

M0q11021);

eriteln(' Strike any key to continue.');

read(kbd,ch);

IID:(*TROCIDURI*)

(eeeeeeeeeeeeaeeaeaeeeeeeeppxurnxu;eeeeeeaeeeeeeeeeaeeeeeeaneaeaeeeeeeeea)

930C300]! printline(x,y:integer:chratr:atrgBO);

begin

not“! (a. I) .-

clreol:

eritetchratr);

end;

(eeeeeeeeeeeeaeeeeeeeeeeeeee'.ggg°:naeeeeeeaeeeeeeeeeeeeeeeeeeeeeeeeteeeeeeatej

procedure IertScrn:

var ch :char;

begin

printline( 5,24,’ preaa any key to continue');
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read(kbd.cb);

901308! (5. 24) :

clreol:

end;

(eeeeeeeeeeeeeeeeeeeeeeee¢.gn..1eeeeeeeeeeeeeeeaeeeeeeaeaeeeeeeeeeeeeeeeeeee)

procedure getreal (preqtutrgamvar r:real:var error:integer);

var a :etrg80:

begin

error:-l:

clreol:

erite(prompt):

readln(a):

val (a, r. error) ,-

if error 0 then

begin

eound(440);

delay(250);

noaound;

gotoxy(l,24); clreol;

erite(' Inter a real nunber pleaae.');

delay(2000);

gotoxy(l,24): clreol;

end;

end:

(eatteeneeeeeeeeeeeeeeeeeg.ggng.g.reeeeaeeeeeeeeeeaeeeeeeeeeeeeaeeeeeeeeeeeeeee)

procedure getinteger(pronpt:atrgao; var i,error:integer):

var a :atrgao;

begin

error:-1;

clreol:

vrite(prompt);

readln(a);

val(a,i,error);

if error 0 then

begin

aound(440);

delay(250);

noaound;

gotoxy(l,24); clreol;

write(' Inter an integer number pleaae.'):

delay(2000);

gotory(l,24): clreol;

end;

end;

{neeeeeeeeeeeeeaaeeeeee check for 41.x £11. problema eaeaeaeeeeeeeeaee)

procedure TOCbeck:

l

Thia routine eeta Telrr equal to IOreault, then aeta

ICIlag accordingly. It alao printe out a message on

the 24th line of the screen, then uaita for the user

to hit any character before preceding.

l

var

Ch : Char;

begin

IOVal :- IOreault:
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Imrr :- (IOVal 0):

Goto!T(l,24); Clrlol; ( Clear error line in any caae )

if 103:: then begin

Irite(Chr(7)):

caae ICVal of

601 : lritet'rile deea not eaiat.'):

602 : Irite('rile not open for input.'):

603 : lrite('9ile not open for output.');

604 : lrite('rile not open.'):

605 : Irite('Can"t read from this file.');

606 : Irite('Can"t write to thia file.');

610 : Irite('lrror in numeric format.’):

620 : Irite('0peration not alloeed on a logical device.');

621 : Irite('8ot allowed in direct mode.'):

622 : lrite('Aeeign to atandard filee not allowed.');

690 : lrite('Record length miamatdh.'):

691 : Irite('8eek beyond end of file.'):

699 : lrite('0nexpected end of file.'):

620 : lrite('Diak write error.');

621 : Irite('Directory in full.');

622 : Irite('2ile aire overflow.'):

6!! : Irite('tile diaappeared.')

elae lrite('0nknown I/O error: '.IOVal:3)

end;

995°3YI1724) :

clreol;

end'

end: [ of proc IOCheck j

PROCle ODDLI'ILI (b : integer) :

var

OR:IOOLRAN:

anawerzchar;

begin(*PRDCIDURI*)

clracr;

ttpott

case b of

0:begin

(II-l

gotory(l,8):clreol;

write(’Tbe name of the file to read ia? ');

readln(inputfile);

aaaign(infileiinputfile);

reaet(infile):

iocheck:

if not IOerr then

begin

gotory(1. s) ; clreol:

writeln('nead file opened in ',inputfile);

end;

{41+}

end:(* caae 0 *)

1:begin

3090.:

gotomyu, 6) ; clreol:

write('The name of the output file to write in? ');

readln(outputfile);

ASSIGN(outfile,outputfile);

(II-l

reaet(outfile);

{41+}:

if (IOreeult .0 )then

begin
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gotory(l.10): clreol:

writeln('The file already emaists. Overwrite 7 [ y,n]');

readtkbd,answer);

if ( answer- 'y') or ( answer-’2') then 0! :-true

else OK:- false;

end

else ok:-true;

until ok;

RSIRITI(outfile);

iocheck:

if not IOerr then

begin

gotoryu, 6) ; clreol;

writeln('rile opened for writing is ’,outputfile);

end;

end;(* case 1 *)

end: (* case statement *)

nertacrn;

until not IOerr;

end:(*PRCCIDURS*)

(eeeeeeaeaaeeeeeeseeeaepgprug plpplgrgps eaeeeeaaeeesoeeoeeeaneonates}

procedure INPUT:

begin(*PROCIDURS*)

clrscr;

gotory(l,5);

writeln(' DSTINITIOI OI ANALTSIS PARAMETERS');

reput-

gotoxy(5,a);

getinteger('lUIBSR OF DATA POINTS ',datapts,error);

until error-0:

3.9.95

gotoxy(5r 10’ ;

getintegert'lUlalR or RUNS RSAD FROM THIS FILE? ’,blkct,error):

until error-0:

"Put

gotoxy(5r12):

getinteger('NUMBlR 0' POINTS AT Tl! START OI TIL! IS ',junk_dt_pts,error):

until error-0:

9°30X115i16):

write('Input parameters defined. Thank Tou.'):

nextscrn;

end:

{neeeeeeeoeaeeeaseaeoae dieplay the main menu seaseeeaeaseeeeaeeeeaaeaj

procedure menu:

begin

clrscr;

printline(15,3,'Main Selection Menu');

gotory(l,5);

IRITILIt' l CIT Til III! or TBS TIL! To as arao');

IRITILI;

IRITILI(' 2 Open a file for output.');

writeln;

writeln(' 3 Define temperature conversion parameters');

writeln:

writeln(' 4 Convert a count file to temperatures.');

writeln;

writeln(' 5 Input file utility routines menu');

writeln;

writeln(' 6 Close the output file');

writeln;
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writeln(' 7 III! TII PIOCRAM')

I'D;

‘fi...t...*..*.fi.i*fi*tfii mutt “chi to m mt. fitttfiittfififitifi‘l)

function hex (k: integer) :integer;

var’b,c.d:integer:

begin

b:-k div 256;

c:-(k-b*256) div l6:

d:-k-b*256-c*l6;

bem:db*100+c*10+d;

end;

(eeeeeeeoeeeeeeeeeeeeee 41.91.! 25‘ box unib.r. eeeeeeeeeeeeeeeeeeeeae)

procedure heahdisplay;

var i.I:integer:

a ,junk :byte:

begin(*procedure*)

for i:-l to 256 do if not eof(infile) then

begin

read(infile,junk,a):

Subaru);

write(I:4);

if (115)and (1 mod l6-0)then writeln

end (*if')

else

begin

writeln:

writeln('can not complete this request. stopped at ',i:3):

i:-256;

end(*else*)

end(*procedure*):

{eeneeeeeeeeeeeeeeeeeee {03"rd input 111. in 255 integer blocks eases}

procedure r_data;

var a,j,c:integer;

junk.b:byte;

begin

writeln('read 7 blocks of integers');

readln(c);

for a:-l to c do for j:-l to 256 do read(infile,junk,b)

end;

{*.********i****i***t** fon‘td input £11. "x" 1nt.g.t. foflmfi'fifii’flti}

procedure r2_data;

var c, i:integer;

junk,a:byte:

begin

writeln('read 7 integers from file');

readln(c);

for i:-l to c do read(infile,junk,a)

end;

{easeeeeeeeeoeseeeeaeae set :11. 99133.: to .t‘rt of input {11. testes)

procedure reset_file:

begin

reset(infile);

end:
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‘Otiflifiififiiifitfiitfiiittt “$1.! utility m ti...*ittttttttittiitfifiit)

procedure menu_2:

begin

clrscr:

gotoxyil. 5) :

writeln(’ Input Tile Utility Menu’):

writeln;

writeln(' 0 menu'):

writeln:

writeln(' 1 read 7 block(s) of 256 integers from ',inputfile);

writeln;

writeln(' 2 read 7 integers from ',inputfile);

writeln;

IRITILI(' 3 reset the ',inputfile);

writeln:

writeln(' 4 display the next 256 integers');

writeln;

writeln(' 5 exit to main menu');

writeln:

end;

{t*..i**.***.*t.ifii**fl* wt up “an 2 md ”t a.” job Iti*t*fi******t**}

procedure tile_utility_main:

var b:integer;

ch: string[l];

begin

b:-0:

while he do

begin

menu_2:

rep-:1:

901:0!!! (5. 21) :

getinteger(' enter your menu selection

until error-0:

case b of

0:menu_2;

l:r_data:

2:r2_data:

3:reset_file;

4:begin

hexgdisplay;

readln(kbd,ch):

end:

5:b:-100;

end:

end

end:

[menu-0] ',b,error);

(seeeeeeeeeeeeeeeeeeeee g.g rid of unused d‘g‘ at end of . run neonate)

raccoons m_oar (junk_dt_pts:IITIGIR) ,-

VAR

A,I,C.D :IITIGIR;

junk,e :byte:

IIGII(*TIOCIDUII*)

.A:-junk_dt_pts+(DATAPTS*38);

I:nl M00 256;

C:-256-I;

TOR D:- 1 To C no IIAD(infile,junk,e)

IND:

{neeeeaeeeeeeeeeaeeeeae calculate time and date eeeeaeseaaeeeeeeeeeeae}
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procedure TIMI;6IT(J:IITICIR);

VIR

TIMI :IIAL;

temp :integer:

IIGII(*TROCIDORI*)

time:-(((hex(dt[3r2)) + hex(dt[J.1])/100.0)/60.0 + hex(dt[j.3]))/60.0)*10000;

atia.sl:-hoxidtia.4iir

“[302] 3-m(dt[j,5));

“[101]:w(dtljr‘l);

temp:-ROOND(TIMI):

if temp-10000 then tempz-9999;

DT[J,4]:-temp:

IID:(*TROCIDORI‘)

(fiflfiififlfifififlfififififiiifitfifii mutt ntmt. to tq. §****.****..*fi.***t*}

procedure DATA;COIVIRT(J:integer; var erroerITIGIR);

VAR

a,I,C,D :INTIGIR:

RIGIN(*TROCRDORR*)

error:-0;

d:-2;

“out

az-dtI3:d+5]+dt[j,d+6]*256;

if a4095 then

begin

error:-l;

gesoxy15.23):

writeln('bad data at',j:4,d:4,’ value was ',a);

delay(2000);

gotoxylsl23):

clreol;

dt[3,(d div 2)+4]:-0;

end

else dt[j.(d div 2)+4]:-a;

d:-d+2:

until (d32);

end;(*TROCIDORI*)

(eeeeeeeeeeeergpo' plly unusgp BYTIS pg sgppr qr A punseeeeeaeaeeeeeeeeeeee)

TROCIDORI START:

VAR

I:IITICIR:

junk,a :byte;

IICII

TOR I:-l TO junk_dt_pts DO RIAD(infile,junk,a)

IND;

{neeeeeeeeeeeeeeeeeeeee g..d in t5. d.g. reassesseeeeeeeeeeeeeeeeeaeee)

procedure readgdata(var points:integer):

:integer:

a. junk :byte;

points:-datapts:

i:-l;

repeat
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j:-l:

repeat

if not eof(infile) then

begin

read(infile.junk,a);

dtiir j] Nordic) :

end

also begin

pointsz-i-l;

oetoxyl5.23):

writeln('Iof at ',i:4,' byte ',j:3,' of 38');

writeln('Data points reset to ',points:4):

delay(3000);

gotomy(5,23):clreol:

gotory(5,24):clreol;

i:-datapts:

j:-36;

end;(*else*)

3:-J+l;

until 336:

i:-i+l;

until idatapts:

if not eof(infile) then JUIR_DAT(junk_dt_pts);

end; (* procedure *)

(eaeeeaeeeeeeeeaeseeeee save tn. data to 41.keeeeaaeeteeeaeeeeeeeaeees}

procedure save_data(points:integer):

var 1,3 :integer;

begin

writeln(outfile,points:6);

TOR l:-l to points do

begin

write(outfile,dt[l,l]:3,’ ',dt[l,2]:3.' '.dt[1.3]:3r' 'I:

for 3:. 4 to 12 do

write(outfile,dt[l,j]:5,’ '):

IRITILR(outfile);

end:

end:(* procedure *)

{neeeeeeaeeeeeeeeeeeeee °°nv.rt and save t..p.eeeaeeeeeeeeeeeeaeeeeeee}

procedure procesa_file(var points,error:integer);

label finish;

var

j:integer:

begin

printline(5,9,'0oing binary to ASCII conversion.');

gotomy(l,ll);

for jznl to 12 do

begin

”null. 3+10) .-

clreol:

end;

gotoay(l,ll):

TOR J:-1 TO points 00

IIGII(*TOR J 1009*)

write(j:4);

if (315)and(j mod l6-0)then writeln;

TIMI_CST(J);

DATAhCONVIRT(J,error);

if error I 1 then goto finish:

IlD:(*TOR J 1002*)

IRITILN:
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printline(5,20,'Saving the converted data to disk.'):

save_data(points):

finish:end;

{neeaeaeaeaaeeeeeeeeeae calculate the g..p. eeeeeeeeeeseeeeeeeeeeeuse.}

TROCIDORI calculate;

VAR points, error.I:ITTICIR:

IIGIT(*TROCIDURI*)

k:-1:

error:IO;

clrscr;

8.9.45

clrscr;

printline(15,3,'ainary to ASCII Conversion lodule’);

sum,-

99508115. 5):

write('The current block being processed is ',k:3);

printline(5,7,'Reading Data ');

if not eof(infile) then

begin

read_data(points);

gotoxy(46.5):

writeln(' at

',hex(dt[1,6]):2,’/',hex(dt[1,5]):2,hex(dt[1,4]):3,':',hex(dt[1,3]):2):

if pointso then

process_file(points,error)

else

begin

points:I-1;

kzIk-l;

end;

k:-R+1;

end

else

points:I-l;

until ((kblkct) or (points I 0) or (error Il))g

printline(5,21,'Converted ');

write((k-l):3,' runs’);

nextscrn;

ITD;(*TROCIDURI*)

reaeeeeeeeeeeeeeeeeeeeeeelpyu ppoqplfleeeeeoeeeeeoeaseeesaeeeeeeneeeeeeeeeae)

begin

argcnt:-paramCount;

if argcnt 0 then

begin

argstrgz-paramatr(l);

writeln(argstrg);

halt:

end;

header;

SILICT:-9a;

while selectc do

begin

menu;

"out

whats. 21) ;

qetinteger('PLRASR INTER YOUR MIND SELECTION.

until error-0;

IRITILN:

case select of

l:open_file(readfile):

',select,error);



124

:open_file (writefile) ;

:inpvut:

:CAIrCOLATI:

: file_utility_main:

:iOI-l

close (outfile) ;

{41+}

7 :begin

{41-}

close (infile) ;

close(outfile);

(41+)

SILICT :I100

end:

end (*CASI*)

IRD(*III1.I*)

end. (*TROCRADF)

fi
b
b
fl
”



PROGRAM IT:

(Program to calculate maximumZIT value for data collected in 1964

with the portable IT chamber. be sure to use TMPRIM.pas to convert

the binary file output by the tape deck to ASCII.

125

Ton must have Turbo Pascal 3.0 and Turbo Craphix toolbox to compile this

P309253-

I

COMST MIR! I 14 (*MAXTDATAVALUISPRRSAMPLR *):

MART I 230 (* MIR NUMBRR OI SAMPLES *);

readfile : integer I0;

writefile : integer I1;

IOVal : Integer I 0;

IOIrr : Ioolean I Talse:

(aeeeeeeeeeeeeeseseeesaeeteaseespgcnpp‘rxo'sesaeaeseeeeaeeeeeaoeeaeeasj

"I

"I

{61

“I

(41

“I

(II

typedef.sys)

graphix.sys)

kernel.sys)

windows.sys)

TIIDIRLD.IEE}

axis.hgh)

POLYGON.IEH)

TTPR INDRXX I 1..MIXX:

(I

*I

max! - 1. .MAXT

STAT - ARRAYll..8]OI' aux..-

usr mammary] our m1..-

au-qso - string[80];

plotarrayIarraytl..200,1..2]of

DATA

atatslope,statint,statsee,

statsslope,statrsque,

statcorr,statstart,statspan

inputfile.outputfile

TIMI.IIB20,RB

infile,outfile

IUM_IIC,incrmnt,SOLAR_IlDIx,

start, span,regstart.

RIGSTOP,TILICOONT.

points,ISAMPLIS.SILICT,

CIARl,CRAR2,no_runs,

maxspan, maxstart, year,

RunRumber,returnerror,

{these files must be)

{included and in this order}

real;

: ARRA![INDRXY,INDRIX] OT INTEGER:

:array[l..50,l..a] of real;

: STRIIG[34]:

: LIST:

: TEXT:

ConvertIndicator, InputCounter,

StartIncrt, inp, doplot

IARPRISS,ADQ_RGIT.START_TIMI.

maxslope.MAXIIT.MAIRSQOI,

MAICORR.MAXSSLOPI.aaxeee.

min,max. mean, stddev, cv,

timmmax,cmmax,cmmin, volume :real:

SLOTS,IMT,SSLOPI,RSQUI,RSS,SIR,

RISLOPR,CORR;COI,301AT : STAT:
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var s, at :strgao;

j :integer:

begin

error:Il;

clreol;

str(i:6.st);

repeat

3:99001' 'rlt):

if 30 then delete(st,j,l)

until jIO;

prompt:-concat(prompt,",st,' ');

vritolPCOIotI:

readln(s);

if (length(s)0) then

begin

val(s.i,error);

if error 0 then

begin

sound(440);

delay(250):

nosound:

gotoxy(l.24): clreol:

write(' Inter an integer number please.'):

delay(2000):

gotoxy(l.24) : clreol:

end;

end

else

error:I0:

end;

(neeeeaeeaeeeeeeeeee pm]: my“ eaeeeeaeeeaseeaeeaeaeeeeeeeeeeeeeeeee)

PROCIDORI TRADIR:

var ch :char;

IICII (* IIADIR *)

clrscr;

ootoxyil. 5):

MRITILM(' IT RATI'):

IRITILI;

MRITILA(' THIS IS A PROGRAM TO COMVIRT TIMPIRATORI AND TIMI DATA TO'):

IRITILMt’ AM ISTIMATID IVAPOTRAMSPIRATIOI RATI II IMCIIS OT 320 PIR IOUR.');

IRITILM(' The program‘uses a maximum slope fitting technique that may require');

writeln(' several seconds to complete.');

writeln;

“ITIIJH' IRITTIM IT GAR! PITIRSOM ');

IRITIIMT' on 9/10/63. RIVISID ON 8/20/84'):

IRITBLll' arvzsso 9/2/85 ');

writeln(' revised 7I30/S5.');

writeln:

gOCOIY(502°);

write(’Press any key to continue.') ;

read(kbd.ch);

IND (*RIADRR'):

(eeeeeeeeeenneeeeeaee mm Dnmrzm eeeeeeeannaeenneeenaeeeeeeeeeannaeeaj

PROCIDURI IMPOTDIT:

VAR error,I.J : IITIGIR;

IIOII (* INPUT DITITITIOI *)

clrscr;

9°t°3TIl5.3):

write(' Input Definition Screen');

IOPOlt

ootoxyls.5):

getintegert' DR! some TIMPIRATURI Is on caAluIL?(1-16) ',chan1,error);
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until error-0;

repeat

gotoxy(5,7);

getinteger(' IIT SOLD TIMPIRATORS IS on CHARMIL7(l-16) '.chan2,error);

until error-0:

repeat

gotoxyt5.9);

getinteger(' START TII LIMIAR RICRISSIOI at? ',START,error);

until error-0;

IT START 0 rear START:-0;.

repeat

603083143.9l:

getinteger(' Iy ',StartIncrt,error):

until error-0:

repeat

901:0!!(5. 11) :

getreal(' Inter Til IARMSTRIC PRISSORI, IR MILLRARS. ',IARPRISS.error);

until error-0;

"out

gotoxy (5. 13) :

IRITIln(' THAT IS TII chamber volume in cubic meters? ');

writeln(' l I 36 inch- l.836 ');

writeln(' 2 I 60 inch- 2.842 ');

writeln(' 3 I 101 inch- 4.416 ');

lriteln(' 4 I 140 inch- 6.l2l' );

getinteger(' Volume is 7 ',inp,error):

if ian 1 then begin volume :I l.836261;gotoxy(28,18):lrite(' Volume is

',volume:5:3):end:

if inp-2 then begin volume :I 2.841833;gotoxy(28,18):Mrite(' Volume is

'.volume:5:3);end;

if ian3 then begin volume :I 4.41577;gotoxy(28,18):lrite("Volume is

',volume:5:3):end:

if inp-4 then begin volume :I 6.12087:gotoxy(28.18):lrite(' Volume is

’,volume:5:3):end:

if ((inp ) or (inp 4)) then error :Il;

until error-0:

reput-

gototywr 1’) v.

getinteger(' Convert the data to temperatures? [YIl,II0] ',ConvertIndicator,error);

if ConvertIndicatorIO then InputCounter:Il4:

if ConvertIndicator 1 then error :Il;

until error-0;

"P“?-

gotoxyl5r 20) :

getinteger(' Plot the data to the screen? [TI1,II0] ',doplot,error);

if ((doplot l) or (doplot 0)) then error :Il;

until error-0;

adj_hght:Iuolume/l7294.28;

year:I84;

writeln:

MRITIII(' IMPOT PARAMSTIRS DITIIID - TIAMK 200');

MextScrn;

IND:

{neeeaeaaeeeeeeeeeeeeea check for ‘1'; file 9:051... eeeaeeeeeeeeeeeee}

procedure IOCheck;

1

1

var

Ch

This routine sets IOIrr equal to IOresult, then sets

IOTlag accordingly. It also prints out a message on

the 24th line of the screen. then waits for the user

to hit any character before preceding.

: Char;

begin

IOVal :I IOresult:
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IOIrr :I (IOVal 0):

GotoxT(l,24): ClrIol; ( Clear error line in any case 1

if IOIrr then begin

Irite(Chr(7));

case rovai of

601 : Irite('Tile does not exist.');

602 : lrite('Tile not open for input.');

603 : lrite('Tile not open for output.'):

604 : Mrite('Tile not open.');

605 : lrite('Can"t read from this file.');

606 : Irite('Can"t write to this file.');

610 : Irite('Irror in numeric format.');

620 : Irite('0peration not allowed on a logical device.'):

621 : Irite('Iot allowed in direct mode.');

622 : Irite('Aasign to standard files not allowed.');

690 : Irite('Record length mismatch.');

691 : Irite('8eek beyond and of file.'):

699 : lrite('0nexpected end of file.');

6T0 : Irite('Disk write error.'):

6T1 : Irite('Directory is full.'):

6T2 : Mrite('Tile sire overflow.');

6TT : lrite('Tile disappeared.’)

else Mrite('0nknown I/O error: ',IOVal:3)

end;

gotoxylerCI:

clreol:

end°

end; [ of proc IOCheck )

PROCRDURI OPRM_TILI (b: integer) :

VII

OR:IOOLIAM:

answer:char:

begin(*PROCIDURI*)

clrscr;

repeat

case b of

0:begin

(BI-l

gotoxy(l,8);clreol:

write(’The name of the file to read is? ');

readln(inputfile);

assign(infile.inputfile);

reset(infile):

iocheck;

if not IOerr then

begin

gotoxy(l, 8) ; clreol;

writeln('Read file opened is ',inputfile);

and;

{61+}

end;(* case 0 *)

1:begin

repeat

gotoxyu, 8) : clreol;

write('The name of the output file to write is? ');

readln(outputfile):

ASSICl(outfile,outputfile);

(OI-l

reset(outfile);

{41+}:

if (IOresult I0 )then

begin



gotoxy(l,10): clreol;
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writeln(’The file already exsists. Overwrite 7 [ y,n]');

read(kbd.answer);

if ( answer- 'y') or ( answer-'2') then 0! :Itrue

else OR:I false;

end

else ok:-true:

until ok:

RIMRITI(outfile);

iocheck:

if not IOerr then

begin

gotoxyu, 8) : clreol;

writeln('Tile opened for writing is ',outputfile);

end:

end;(* case 1 *)

end:(* case statement *)

nextscrn;

until not IOerr;

end;(*PROCIDORI*)

(eeesoeeeseeeeaeeeestseenees.gp1°gp.g.eeeseeeseeeeeaeeeaeeeeeeaeaesean)

procedure setplotdata(var time-ax,cmmax,cmmin:real);

var i,j:integer:

divisor:real:

begin

clrscr;

for I:I1 to nsamples do

begin

plotdata[i.2]:Immh20[i]:

plotdata[i,l]:Itime[i]*3600;

end;

timmmaxz-trunc(plotdata[nsamples,l]/10):

timemasz(timemax+l) *10;

cmmax:Itrunc(mmb20[nsamples1/0.001):

cmmax:I(cmmax+l)*0.001;

divisor:Il:

repeat

divisor:Idivisor*0.l;

cmmin:Immb20[l]/divisor;

until cmminl;

cmmin:Itrunc(cmmin):

cmmin:I(cmmin-l)*divisor:

( Put the I and T values in the j

[ plot array. }

( Store water data in I array }

( Store time in seconds in the I )

( array. . }

( Adjust the time base to the )

( nearest evenly divisible number )

( by 10. I

{ Set the value of max time to }

( nearest number greater than time)

{ divisible evenly by 10. j

( Adjust the water max to the )

( nearest number evenly divisible )

( by 10. I

[ Set the value of max on to j

[ nearest number the cm divided )

{ by 10. I

[ Adjust the water base max to the)

( nearest number evenly divisible )

{ble. l

( Set the value of min cm to the j

[ nearest number the cm divided )

l by 10. l
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end; ( Ind procedure

(eeeeeeeeeeeeeeeeeeeeeeeeopnog yo ppguggneeaeeeeeeeeeeeeeeeeeeaeeaeeea)

  

(* SRTUP son PLOT a)

procedure PLOT:

var graphbead:strg80:

1.3 =1“?er

begin

ClearScreen: (init screen)

setcolorwhite;

graphleadchoncat(inputfile.' ’,’Cm‘later Va. Time ',timestrg);

definewindow(l,0,0,xmaxglb.ymaxglb):

defineBeader(1,grapbflead):

DITIMIIORLD(1,0,cmmax,timemax,cmmin);

SILICTMORLDu):

Selectlrindow (l) ;

SITCOLORTBITI:

setheaderon;

DrawBorder: (draw it)

Drawais(8,-7,0,0,0.0.0.0.false): {draw coordinate axis)

SITLINISTTII (0) ,-

0RAIPOLTGOM(PLOTdata,l,MSAMPLIS,-9,l,0):

delay(4000);

and:

PROCIDORI PLOTIT:

var divisorzreal;

  (a PLOTIT MAIN PROGRAM *)

begin (START OT PLOTIT ROD!)

setplotdata(timemax.cmmax,cmmin):

IRTIRGraphic: (initialize the graphics system)

PLOT; (do the demo)

LeaveGraphic; (leave the graphics system}

end: (IND OT PLOTIT PROCEDURE)

(IIIIII.0......i9*.tittttm.azr°titifittittiittttitttttttttttttttttfitttttt)

procedure ReadIrror(number,count:integer):

var i :integer:

ch :char:

begin [ Iegin the Procedure

( Display the message

gotoxy(40,21);

write('Irror reading the disk file ');

eesexyuo. 22) .-

write('lsamples is being reset to '. (number-l) :4):clreol:

nsampleszInumber-l:

gotoxy(40,23);

write('Irror occurred at count ',count:3);clreol;
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gotoxy(40,24);

write('Press any key to continue.');clreol;

read(kbd.ch):

for i:I2l to 24 do { Clear the message. )

begin

'OGO‘II‘OII’;

clreol:

end;

end; [ Ind of the Procedure }

(neaeeeeaeeeeeeeeeeee 3:33 n‘pp eeeeeeeeeaeeeeeeeeeeeeeeeeeeeeeeeeeeaaeeea)

procedure RIADDATA;

label error;

VAR 1.8 : IITIGIR:

ASCII (* RIADDATA *)

TOR I:Il TO nsamples D0

TOR Jle TO InputCounter DO

begin

if not eof(infile) then

RIAD(infile,DATA[I,J])

else begin(*else *)

begin

readIrror(i,j); {Report the error to the operator }

[at the bottom right of the screen.)

goto error: (Break out if problem reading the }

{input file. Jump to the end of the}

(procedure. }

end; (else)

if not eof(infile) than

readln(infile);

end;

end; {Ind of I,J loop )

Irror:IMD; (Ind of procedure. May exit early )

(if an error is found. 0n error )

(nsamples is reset by ReadIrror. )

(Iii.*ifiiififiiitifiitifiittttttititICOnwnOII*ittttIt.*ttitiiitflttfiiifitititttiii)

procedure convert(index:integer;var temp:integer;ct:integer);

begin

case index of

l:temp:-round((0.43381e2 -0.2162e-1*ct +0.78096e-5*ct*ct

-0.194007e-8*ct*ct*ct +0.20549e-l2*ct*ct*ct*ct)*100.0);

2:temp:Iround((0.560699e2 -0.350497e-l*ct +0.16898e-4*ct*ct

-0.57919e-8*ct*ct*ct +0.11067e-ll*ct*ct*ct*ct

~0.87l68e-16*ct*ct*ct*ct*ct)*100.0);

3:temp:Iround((-0.24546e2 +0.2739e-1*ct)*100.0);

4:temp:Iround((0.52573e2 -0.307le-1*ct +0.14217e-4*ct*ct

-0.48256e-8*ct*ct*ct +0.92116e-l2*ct*ct*ct*ct

-0.72579e-16*ct*ct*ct*ct*ct)*100.0):

5:temp:Iround((-0.23949e2 +17.4268e-3*ct +39.2697e-7*ct*ct

-66.l5e-1l*ct*ct*ct)*100.0);

6:temp:-round((0.5365802 -0.2567l9e-1*ct +0.641828e-5‘ct*ct

-0.68753e-9*ct*ct*ot)*100.0):

7:temp:Iround((-0.26226e2 +0.2435e-l*ct)*100.0):

Sztemszround(((ct/2.75)*10.0))



133

else

temszct:

end: (Ind of the Case Statement }

and; [ Ind of Procedure }

(assestatessoeeeeeeeeeeeseec.1cu1.g.g..p.eeeeeaeeseeseeeeeeeeeeeeaeeeeeeaeeeej

Procedure CalculateTemps:

var a, i, j :integer:

begin

for i:Il to nsamples do

begin

{

writeln(outfile,nsamples:3);

l

for j:- l to 8 do

begin

a:-data[i,j+4]:

if ConvertIndicator I 1 then convert(j,data[i,j+4],a):

l

write(outfile.data[i,j+4]:5);

}

end;

{

writeln(outfile):

l

and:

and;

(tt.it...titttfiiifitifiitfittnsr muitfifittittttfii*tttti..ttfififiittttttitfifl'i'fi)

PROCEDURE TESTDATA(VIT return:integer):

VAR Iier : INTEGER:

BEGIN

a:Ichanl+4;

b:Ichan2+4:

TOR I:Il T0 ISAMPLIS DO

if data[i,a]-data[i.b] then

begin

printline(40,22,’dry bulb wet bulb at ');

write (i:3);

printline(40,23,'dry bulb I ');

write(data[i,a]:5,' wet bulb I ',data[i,b]):

delay(1000):

return:I-l:

end:(* if data *)

return:-0:

end:

(eeeeeeeneeeeeeeeeeeeeaeeulr-ppy gglpneeeeeeeeneeeeeeeeaeeaeeaeeeeeeteeee)

procedure MITDRTTIMP;

VAR J.R.L:IITICIR:

IIT.DRT:RIAL:

czboolean:

BEGIN

(61-) [ Check to see if file is open )

IRITILR(outfile,'OOTPOT PROM NIT-DR! TIMPIRATORS TURCTIOR’);

IOcheck:

{41+}
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if not IOerr then

begin

IRITIIJ (outfile, 'OOTPOT now TIT-DR! TIMPIRATURI TORCTIOR' ) :

IRITIIJT (outfile) ,°

BITS“ (outfile, 'IMPUT TILI IS ' ,inputfile);

IRITIIM (outfile, 'OOTPOT TILI IS ',outputfile);

RITILRWutfile):

Tm J:I 1 TO TILICOOTT DO

IIGIR

“ITILIHoutfilen

MRITILIH'ROI IIIIG PROCISSID Is ',J:4);

RIAD (infile.ISAMPLSS) :

RIADDATA:

dry:-DATA[1,CRAM1+4]/100.0;

wet:-DATA[1,CIARZ+4]/100.0;

I:-TRORC(DATA[1,41/10000.0*60.0),-

MRITIIJHoutfile, 'TIMS IS ' ,data[l, 11:2, ' ' ,data[l,2] :2, ' ' ,

DATA[l,3] :2, ' :’ ,Rz2) ,'

MRITILIHoutfile):

MRITILM(outfile,'DRTIOLS TIMP IS ',DRT:5:2);

lRITSlJI(outfile,'lITBOLS TIMP IS ',BT:5:2);

lRITIIJHoutfile);

IND;

end

end:

(eeeeeeeeeeeeeeeeeeee coupuy; r1“! eaaeeeeeeeeeeeaeeeaeaeeeeeeeeeeeeeeeeee)

PROCEDURE CMUTETIIG:

VAR In? : INTEGER:

BEGIN (* MUTETIIC *)

START_TI)C:-data[1,3]+DATA[1,41/10000.0;

TOR I:-1 TO NSAIDLES DO

BEGIN

TIME [I] :-(DATA[I, 3]+DATA[I, 41/10000.0) -START_TIME:

END

END (* CMUTETIME *),'

(eeeeeeeeeeeeeeeeeeee ngpnpy DATA eeaeeeeeaeeeeeeeeeeeaeeeeeeeeeeeeeeeeee)

PROGDURE DISPLAYDATA:

VAR I,J : 1mm,-

axon (* DISPLATDATA *)

TOR I:Il TO ISAMPIIS DO

RIGIR

lRITILM(I:4,DATA[I,l]:3,DATA[I,2]:3,TIMS[I]:8:6);

TOR J :I 5 TO InputCounter DO IRITI(DATA[I,J]:5);

IRITILR:

IND (* TOR I *l:

IMD (* DISPLATDATA *);

(neeeeeeeeeeoeeeeeeee no DIPTR mm eeeeeeeeeeeeeeeeeeeeeeeeeeeastadiums.)

PROGDURE MATIRDIPTR (INDEXDRY,INDIIMET : INTEGER):

VAR I,J : INTEGER:

SATTRESS, DRY_SATPRESS. AMBPRESS, "T. DRY : REAL:

“GIN (8 CALCULATE MATER DEPTH *)

TOR I :II 1 TO NSAIGLES DO

“GIN

"T :- DATAII, INDEEIT1/100 . 0:

DRY :- DATAII,IMDEXDRY] /100. 0:

SATPRESS z-6. 1078*EXP ( (17 . 2693882MT) / (MET-I237 . 30)) ,'

DRY_SATPRESS :I-6 . 107cm ( (17 . 2693882*DRY) I (DRY-I237 . 30)) ,'

AMBPRESS :ISATPRESS-O . 000657'RARPRESS* ( (DRY-MET) * (1+0 . 00115*NET) ) ,‘

.1320 [I] :-( (AIBPRESS/1013 . 0*18 . 0) I (82 . 05* (273 . 15+DRY) ) ) *ADJ_BGRT*

1000000 . 0;
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.h20l1]:-h20[11*10.0;

RE [I] :Iawpnao/DRI_SATPRISS*IOO . 0:

I! D3306 rm IRII'IHN'ID SIOO-DRY ',DRI:6:3,' “I ’,llr:6:3,

'-h20 ',-h20[1):1o:9,'rm ',1'I)IS[I]:10:9);

SID

I'D;

(it...ittit.itttit.tttttnmL-nuttttfittttttit.tit***t**t*t***ttttttttttt)

prom SPOOL_IILI;

m I,J,K,A.B:m;

AISIIRmOOW:

”manna[1] ;

mnunocr)

”sum-nun

mu IO! um DO

non

IRII'SVRIID 1 MS’);

RILDIJHJ):

IO_RUNS:-J:

IRITS('RIAD',J:4,’ RUSS? JINJ');

mDLlHANSIR);

n auxin-'1') or (mam’t'H rm um:-raun:

m(tmut):

FOR I:-1 'l'O J DO I! '0! lOl’unfilo) rm naddata;

Jz-O:

SNDPPROCfl:

(tttfiitttttifittiitttfifltfittttfitting! ’Inttttttttttttafiflttdtttttfltfltattttt)

vacuum nu_nsu;

mm

(31'- )

11133: (Loan) ,-

IOchock:

{01+}

m.-

(ttttaatattttuttvmtta mu m ”n *ttttttttttttttttttitttttttittttttttttt)

PROGDURI mnnm R:II‘1'IGRR):

VAR 1,3 : “23-:

stun“: : "AL:

mm

m[R] :-(Inh20[RRGS!'OP]-lnh20[RRGSIAR1'])

lab. (rm [RIGSIOP] 4'1!!! [2.93th );

SID:

(ttttttattatttttttttt 30m ‘m tittttttttttttfitttttttttfitttttttttttttit)

mm SOLIVluumugor);

VAR I,pointl : mm;

Sumvnluomtddovnmqt : m,-

DIGII

SDI :- 0.0;mqr:-O;

point: :Iabn (“quart-mat”) +1;

I“! I mug-tart IO rogue}: DO

begin

vuuo:-Dlu[I.SOIAR_Ian] /10. 0:

SUN:-Sm(+valuo;

mgr:Imqrwaluo‘valuo:

and:

SOIARIj] :ISOl/pointa:

“Mow-«[11: ( (m- ( («av-1n) [point-.3) ) / (points-1) );



136

I'D:

‘t*ttfitttttt*ttttttttttitttmmmt*ttttttittttttttttttttiinnit.)

PROCIDURR I1nlnxAv.8td(dtlptl:1ilt:

oi:o:intogox:

VI: nhn,

lax,

loan,

otddov,

av :rnnl);

V13 I :IIIIGIR;

IIIP,lun.

ou-oqr :IIAL:

IIGII{PROCIDORI}

lIl:-32000;

MAX:-0.0;

llAl:-0.0;

atddov:-0.0;

SDfl:-0.0:

SUNSQR:-0.0:

CV:-0.0;

DOB I:-1 IO .18. DO

begin

IIIP:-dtnpto[I):

I! III! THEN MUN:=TEMP;

I! TIMPHAX Ill! IAX:-TRNP;

80l:-IIIP+SUK:

SENSOR:IIIMP*IIIP+SUISQR;

ISAR:-SUM/oizo;

otddovz-SQRI((SUISQR-((SUI*SUH)/Iizo))/(ci:o-1)):

if (nonn0.0)thon CV:-otddov*100/IBAN;

IND;

IND:{PROCIDURR)

(tttttttitttttttittititttittt'ritdil.st‘t*ttttttttttttt*ttitfittttitttttttttt)

proooduro uritotilootnt(runszintognr);

VI: tolp:1int;

i,j:intogot:

begin

writoln(outfilo,'nnno - '.runo):

for j:-1 to 7 do

bogin

for i:-1 to run. do

tonpli]:-otntotnrt[i,j];

writeln('paosing starting nunbo: to ninnnx ', j:4,i:¢);

}

nimvootd(to-p, rung-in, nan-nan. ntddov, cv) ;

writeln(outfi10,-onn:10:6,

otddov:10:6,

Il8:10:‘.

nin:10:6,

cv:12:4);

to: i:-1 to run. do

toupli]:-otnt31opo[i,j]:

writeln('pnooing slope to sin-ax ', j:4,i:4);

}

ninnnxnvnatd(tonp,runo,nin.nnx,nonn,otddov,cv);

writeln(outtilo,nonn:10:6,

otddov:10:6,

nnx:10:6,
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for i:-1 to run. do

tanpli]:-atntint[i.j]:

(

Iritoln('pnoaing int to min-ax ', j:£,i:4);

I

ninnnnnotd(tam. mo.nin.non-om, otddov, av) ,-

aritaln(ont£ila.nnnn:10:6,

atddov:10:6,

Inx:10:6,

nin:10:6,

av:12:4);

for i:-I to run. do

talpli]:-otatooo[i,j];

{

writeln('pnn-ing S]! to ninnnx ', j:4,i:4);

)

ninnnxnvnotd(tanp,:uno,nin.nnx.nonn.otddov,av);

aritoln(out£ilo.nonn:10:6,

otddov:10:6,

nnx:10:6,

nin:10:6,

av:12:4):

to: i:-1 to tuna do

tanpli]:-otntoslopo[i,j]:

I

Ititoln('pnooing Solopo to ninnnx ', 3:4,izd);

}

ninnnxnvostd(talp,tuno,nin,nnx,nonn,otddov,av);

writeln(outfilo,nonn:10:6,

otddov:10:6.

nnx:10:6,

nin:10:6,

av:12:£):

for i:-1 to run. do

tanpliJ:-otntroguo[i,j];

(

uritoln('paooing toquo to ninnnx ', j:¢,i:4);

}

ninnnxnvootd(tonp,tuno.nin,nnx,nonn,stddov,av);

Ititoln(outtilo,nonn:10:6,

otddov:10:6,

nnx:10:6.

nin:10:6.

av:12:4);

for i:-1 to run. do

ta-pli):-otntaorr[i,j];

(

Iritoin('pnooing cor: to min-ax ', j:4,i:4):

}

Mnotd(to-p. runs, nin, nan, noun, atddov, av) ;

arit01n(out£ilo,nonn:10:6,

otddov:10:6,

nnx:10:6,

Idn:10:6,

av:12:4);

to: i:-1 to run. do

hogin

nonn:-otntopan[i,j];

otddov:-O;

nnx:-ntntopnn[i,j];

ninuntntopnn [i, j) ,-

avz-O;

and:

Iritoln(out£ilo,lonn:10:G,

Itddov:10:6,
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nex:10:6,

nin:10:6,

av:12:4);

writeln('Leaving'eineax '. 3:4,izd);

writeln(outfile);

end;

end;

(tttitfifitttttitttttttfitfitittt!_pt.t1.t1°.i*t.*****ttttttttttttttttttt*fltttttt)

procedure !;Statietica;

var

y;diff:11at:

i:integer:

begin

for i:-11 to (naanplea-IO) do

g_diff[i-10]:-(neh20[i+1]-nnb20[i]):

linlaxlveStd(I_diff,naanplea-ZO,nin,eax,nean,atddev,av);

gotoxy(¢5.10):vrite('lean y difference '.eean:10:S);

gotoxy(45,11):Irite('Std. deviation ’,atddev:10:S):

gotoxy(£5,12):vrite('Coeffient of var ',av:10:8);

gotoxy(45,13);vrite('lax y difference ',nax:10:S);

gotoxy(45,14);urite('lin y difference ',ein:10:S):

writeln(outfile,'llean, Std. Dem, CV, lax Idev, Iin Idev');

writeln(outfile,nean:10:S,' '

,atddev:10:S,' '

,av:10:3,’ '

,nax:10:8,' '

,nin:10:S);

end:

(tit*tttttttt*tttttttttfititx;;t.ti.tic.*******tiittttttittttttttttt**********)

procedure I_Statiatiaa;

var

X_difleiat;

i:integer;

begin

for i:-11 to (neanplea-IO) do

n_diff[i-10]:-(tine[i+1]-tine[i]):

IinlaxlweStd(r_diff,naanplea-ZO,nin,nex,eean,atddev,av);

gotoxy(45,16):vritet’lean 1 difference ',nean:10:S);

gotoxy(45,17):Irite('Std. deviation ',atddev:10:S):

gotoxy(45.18):vrite('¢oeffient cf'Var ',av:10:S);

gotoxy(45,19);vrite('lax 1 difference ',nax:10:8);

gotoxy(45,20);vrite('lin 2 difference ',nin:10:S);

writeln(outfile,'lean, Std. Dev., CV, lax Xdev, lin Xdev');

vriteln(outfile,nean:10:8,' '

.atddev:10:S,' ’

,av:10:3,' '

,nax:10:8,' '

.nin:10:S):

end;

(tit*tittifittttittttifiLIfll‘n ngcngsSIOflttit...tit*ttttttttt***t*******i*t**)

PEOCIDURI LIHRIG( I,O_IIII:LIS!; I:ISTSGIR);

m x, 3:m:

SOILI, sun}, suu_n, sou_xz , m3:, 3902:3211..-

suu_m2,r_nr,r_om.m,x1,n.m, xxx, mam"-

RIGID

Stdt:-2.00;

SD!4X:-0.0;

SOM_I:-O. O;

SUILXI:-0.0;
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SDI_I2:-0.0;

SUI_I2:-0.0;

I_DIfl‘:-0.0:

SOII_ID2:-O:

m:mm-msmr+1:

IO! Jz-IISGSMI '10 mm DO

mm

n:-c_rm[~71:n:-rm;

SOILI. ISDII_I+I1:

I: ISO)!_I+I1:

z-SUN_II+II*I1:

mt_I2+I1*I1:

m_

m_

sun:

un__ nu_!2+n*n:

:IS

:-8

end:

:-suuUn-mrtsuu“rm

:-suu_n-suu_r-suu:rllmm;

m:-suu__22-sun_!*suubum

mam:-sn/sxx;

mtu1:-((suu_x2*suu__r-suuvsuu_;rr)/lumwm

m x:duesnnr 1'0 mamno

mxmtron x 1.001»)

r_nu:-m [u] +3109: [u] *c__rm [x1 .-

!_am:-y_4111+! [x] -!Jim,-

35:;mas-sou_m2+(!_nmn_DII'I);

m,-(tron 1: wow

us:u1:;-suu_m2

an [n] z-sgnu (snu_rz-m [u] mung-am [u] *suu_xn / (rum-2) ) ,-

SSLOPI [It] :-m[u]/SOR1'(SIX):

noon on :-anagrams!” / (sou_xz*suu_22) ,-

conn_conu1 :mIsmr(mun) .-

m; (ment)

(tatteeettttetttnetttttnetttemtttettteenineteen*neneteneeentntttet)

procedure naxlinreg (atart, apan:integer) ,-

begin

llegatart :catart;

regatop:-atart+apan:

inarnnt :I-inarnnt+1:

linreg (_b20.tiee. 1) :

if (”Slope alope [1]) and (aorr_aof[1] O . SO) and (alope [1] 0) then

begin

malopez- alopeu];

laxatartzuregatart:

nanapanu-apan:

eaxint mint [1] ,-

eaxraquezureqne [1] ,-

eaxaalopemaalope [1]:

eaxcorr:-aorr_aof [1] :

eaxeeewaeetl]:

end:

end:

(eeeeeeeeeee“noeeeeeeeeeeeqmwpgeeeeeeee«canteeneteeaeeeeeeeeeta)

procedure l'indllaxSiope (atart, apan:integer) :

var aiope :real;

begin

meee:-0.0;

ear-lope '- 0.0;

naxatart

eaxapan

laxaorr.

e. o;

e. o;

'0. 0:

unrequewo. O;
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earint:-0.0;

naxealope:- .

t'P.‘t

gotory(17,23):Irite(apan:4):

gotory(22,2d):Irite(incrnnt:d);

Iaxlinreg(atart,apan);

gotoxy(17,20):IRIII(MIISLOPI:6:S):

gotoxy(17,21):IRI!S(MIISIARI:7);

gotoxy(17,22)::IRIII(HAISPAI:7);

atart:-atart+StartInart;

until (atart+apan)naalp1ea:

end;

0:

(eeeeeeeeeeeeeeeeeeeee'qnllnnle'g.eeeeeeeeeeteeeeteeeeeeeeeeeeeeteeeeetet)

procedure lornaILinReg;

begin

regatart:-10:

regatop:-50;

1inreg(nnh20,tiee,1):

vriteln(outfi1e,'lornni Slope, Int, See, Salope, Rogue, Cor, Start, Stop');

URII31n(outfile.SLOPI[1]:10:6

,Il![1]:10:6

,aee[1]:14:10

,SSLOPIIl]:10:6

,RSQUZ[IJ:G:3

,CORR_aof[1]:6:3

,regatart:4

,reg0t0p:4);

end:

(tittiititittitttittttttttflmniitiflfiiitittttttttiitttflttt*ttttiititfii)

PROCIDURS printbeader(var return:integer);

SIGII

{BI-1

IRITSLN(outfile,' I! ');

IOaheak:

{01+}

if not IOerr then

begin

IRIrlLl(outfile);

IRIIILN(outfile,'IIPUI IILI ',inputfile

,' OUTPUT IILI '

,outputfile

,' VOLUME '

,(ADJ;UGHI*17294.28):10:4

,' DAR PRISS '

,IARPRISS:S:4);

IRIIILl(cutfi1e):

return:-O:

end

e1ee return:--1;

end;

(eeeeeaeaeeeeeeeeeeeeeeeeeeeeprintnun'u‘b.geeeeteeeeeeeeeeeeeeeeteeeeeeeeeeee)

procedure PrintRunludber:

var a:integer;

teep:atrgSO;

begin

c:-ROUND(DAI|[1,l]/10000.0*60.0);

writeln(outfile,'Runlunber, Datapointa, Date, tine, Drybulb, lbtbulb');
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IRIIIEI(outfile,lunlulber:3.' '

,naaaplea:3,' '

,lell1,1]:2

.'/'

,Dl!l[l,2]:2

.'/'

,rrnn:2,' '

'I I

.Dl!l[l.3]:4

'e'

:c;,,. .
,CIIII:2,' '

,CIAIZ:2,' '

.atart_tiee:12:8):

atr(Data[l.1]:2,tieeatrg);

atr(data[l,2]:2,telp):

tineatrg:-aoncat(ti-eatrg.'I'.telp.'/'):

atr(year:2.teep);

tieeatrg:-aonaat(tieeatrg.telp.' ');

atr(data[l,3]:2,telp):

tieeatrg:-aonaat(ti-eatrg,teep,':'):

atr(a:2,telp):

tineatrg:-aoncat(tieeatrg,telp):

IND;

(teetotoe:eoeeetee.oeeeeeeepnzlgpznlgr‘gzsrxcseeeeeeeeeeeaeeeeeeeteeeteeat.)

PROCSDURI printfileatatiatica(runa,no:integer);

BEGIN

IRIIIln(outfile,llI8LOPI:lO:6,' ',

IIIINI:10:6.' '.

llISlI,’ ',

llISSLOPI,’ ',

IIIRSQUS:6:3.' ',

IIICORR:6:3,' ',

IAISIARI:4,' ',

IIISPAlzl);

atatalopetruna,no]:IIaxalope;

atatinttruna,no] :Ieaxint;

etataee[runa,no] :Inaxeee;

atataalope (rune, no] :qaxaalope;

atatraque (rune. no] :Inaxraque;

atataorrlruna,no]:Inaxcorr;

atatatartlruna.no]:Ieaxatart;

atatapanlruna,no]:Ilaxapan;

end:

(oeeoeeeeoeteeeeeeett ‘l‘gggxg eeeoteeoeoeeeeeeeeeetteteeeeteeoeoeeeeteeee)

PIOCIDURI AIILISIS:

label nextnun, exit;

VII I,D,C,I,J,I,I,L.inc,

einute :integer;

tieeeax,c-ein,aleax, r_inart:real:

(* *)
IIGII(*analyaia*)

Runlueber:-O;

returnerror:-O:

alraar;

gotoxy(2°,2):

write('II ANALYSIS PROCEDURI'):

printbeader(returnerror);

if returnerror- -1 then goto exit;
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IIILI IO! IOI(infile) DO

SIGII

lllDln(infile,pointa);

if not eof(infile) then

begin

Iunlunber:IRunlu-ber+lO_RUlS:Runlulber:Inunlunber+l:

naalplea:-pointa;

”ton15v ‘) a.

write('DlIl ANALYSIS PROCIDURI'):

write (' Drybulb ie ',chanl:2,' Ietbulb ia '.ahan2:2);

gotoxy(5.0):

clreol;

writeln('Proaeaaing data run ',Iunlulber:2,' It baa ',pointa:3,' datapointa.');

printline(5,1o,'neading in data');

”ADDATA;

printline(5,12,'Converting counta to tenperaturea.');

Calculaterenpa;

printline(5,1¢.'feating for data errora.');

IISIDAIA(returnerror):

if returnerror - -1 then goto nextrun;

printline(5,16,'Coeputing tine and water depth.');

COMPUIITIII;

gotoxy(5,18):

ninute:-nound(data[1,4]/loooo.O*So.O);

write('Date ia ',data[1,1]:2,’/',data[1,2]:2,'/',year:2,' Tine ia ',

data[1,3]:2,':',linute:2);

I! DEBUG THIN DISPLIIDIIA:

A:-CEAN1+4;

B:-C8182+4;

nmnzpm (A, B) ;

printRunNunber;

y;etatiatica;

I;Statiatiaa:

aginart:-nean*3600;

9°t°87(5.19):

write('Conputing lax alope. DI PAIIINI.'):

begin

inarnnt:-O;

gotoxy(5,23):cireo1;vrite('Span in now ');

gotoxy(5.24):alreol;vrite('Regreeaion nunber ');

gotoxy(5,20):IRI!l(' IIISLOPI - ');

gotoxy(5,21);lRIIB(' “1382131 I ');

gotoxy(5,22):lRIIB(' IIISPAN I ');

apan:-round(10/I_inart);

IindflaxSlope(atart.lpan):

printfileatatiatica(runnunber.l);

apanz-round(15/r_incrt);

rindflaxSlope(atart,apan);

printfileatatiatiaa(runflunber,2);

apan:-round(20/r_incrt);

rindflaxSlope(atart.Ipan):

printfileatatiatiaa(Runflunber,3):

epan:-round(30/x;inart);

IindlaxSlope(atart.apan):

printfileatatiatica(RunNunber.4);

epan:=round(40/I_inart);

rindNaxSlopetatart.apan);

printfileatatiatica(Run!uflber,5);

apanz-round(60/x;inart):

lindlaxSlope(atart,apan):

printfileatatiatica(Mr, G) ,-

epan:-round(SO/r_inart);

IindlaxSlope(atart.lpan):

printfileatatietiae(Runlulber,7);

nornallinreg:

writeln(outfile):

if doplot I 1 then plotit;
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end;

end;

lextRun:llD:

aritefileatat(runnunber):

exit:vrite(ahr(7)):delay(500):lrite(ahr(7)):

IND:

(iiifiiflfifliiflitifiifififii m fitfititttiifiititttittitifi'tittfittflt*ittitfitiifiti)

PROCIDURI IIIU:

IIGII (* IIIU *)

GO!OI!(15,2);

Irite1n(' I! Analyaia Ienu');

«tumusn

munw mun n: ma: nu ');

mnnw mm m m:- armor nu ');

manly swam m must: Putnam ');

IRIIILI(' 4:00 ANALYSIS ');

mmv 5:89001. m mar nu rm 7 ms ');

mmv muss: nmrr nu ');

mrmv us: run smrnc on up mu ma noon 7 my);

muuv human m puma-cm: ');

mmv 9: crop ');

I'D (* IIIU ');

(teetoeooeeeeeeeeteeeteeetpg‘LLeeeteat...teteeetteeeeeeeeeteeeeeeooteeoeet)

procedure doall:

begin

chanl:-1:

ahan2:-6;

analyaia;

file_reaet:

chanl:-2;

ahan2:-4;

writeln(outfile.chr(12)):

analyeia;

file_reaet:

ahanlz-T:

ahan2:-3;

writeln(outfile,ahr(l2)):

analyaia:

{OI-1

aloae(outfi1e):

{31+}

select:-9:

end;

(eoeeeeeeeeeeottttooeeeeeeeetullu ppgcn‘ueeeatteeeeeeeeeeeetotteeeeeeeeeott)

BIGII

initgraphia:

leavegraphia;

chan1:-1;

ahan2:-S;

barpreaa:-1013.0:

voluee:-1.00433:

adj_hght:-voluee/l7294.28;

year:-S£:

etart:-5:

StartIncrtznl:

InputCounter:-12:

ConvertIndicator:-l;

inp:-4:

inputfile:-'linfit.aaa';

outputfile:-'1infit.out';

doplot:-o;
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IILICOUlr:-0:

SILICI:-O:

RO_RUls:-O:

DISUG:dlALSI:

if paranaount 0 then

begin

Reaign(infile.inputfi1e):

aeaign(outfi1e,outputfile);

revrite(outfile);

reaet(infile);

doall;

halt;

end:

BIRDIR:

clracr:

IRILI SILICI DO

RIGII

returnerror:-O;

alraar;

gotoxy (1. 5):

eenu;

"put

gotoxy(5,20):

getinteger('PLIlSR ENTER YOUR MENU SlLlCIIOl.’,aelect,returnerror);

until returnerror-O:

CRSI SILIC! OI

1:OPIR;Iile(readfile):

2:OPRR_Iile(vritefile);

3:1!PUIDII:

4:RIGII

RRRLYSIS:

I'D:

5:8POOD_IILI:

6:!ILI_RISII:

7:!!!DRYTRIP:

S:Doall;

9:83GIR

srnrcr:-2o;

{814

CLOSS(outfile);

{31+}

IND:

10:debug:-ROI DRBUG;
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