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ABSTRACT

THE IDENTIFICATION AND COMPARISON OF PREFERENCES FOR RECREATION LOCATIONS:

THE EXAMPLE OF ONTARIO PROVINCIAL PARK CAMPERS

By

Donald Emerson Hallman

In a number of studies examining the spatial characteristics

of demand for recreation opportunities, there has been a tendency to

adopt direct measures of spatial origin—destination movements of

recreation resource users as indicators of recreation demand. This

study is based on the assertion that such measures indicate only

recreation consumption under the particular spatial pattern of origins
 

and recreational destinations in which the movements occur, not

recreation demand. A model is discussed and applied in which spatial

movements of recreation resource users are regarded as the outcome of

choices among available alternative destinations based on locational

preferences independent of particular patterns of destinations. This

approach appears capable of revealing a number of characteristics of

locational preferences from knowledge of spatial flows within known

origin—destination systems.

In the revealed preference approach adOpted in this study,

movements to recreation destinations were conceptualized as revealing

pairwise choices between the destination alternative chosen and each

other alternative available for choice. Destinations were grouped into

locational types based on their distance-from-origin and site attract-

iveness attributes, and these locational types constituted the alternatives
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among which choices were recorded. From this information, it was

possible to achieve a scaling of locational types according to revealed

preferences, and ultimately, to formulate a preference surface indicating

the extent to which trade-offs exist between distance and site attract—

iveness of destinations (that is, the willingness of users to substitute

a less desirable amount of one attribute for a more desirable amount of

the other attribute). The analysis was further extended to examine

differences in locational preferences of subgroupings of the recreation-

oriented population through comparison of the choices by these subgroups

between pairs of locational types.

The analysis described above was applied to information on the

movements of campers from 54 Ontario origins to 81 Ontario provincial

parks. The data employed consisted of a one percent (approximately)

sample of campers during the 1966 camping season and a 100 percent sample

of 1968 campers. Information on characteristics of campers for the 1966

sample was utilized to formulate camper subgroups which were analyzed

for preference differences. The three camper characteristics selected

for this purpose included extent of camping experience, length of stay

at park, and type of occupation.

Results of the application of the revealed preference model

suggest that this approach has considerable utility in indicating

preferences underlying patterns of recreation travel. A considerable

degree of order was discerned in the preferences of Ontario campers

among park destinations, a significant finding since it points to the

existence of similarities in preferences, despite obvious variations

in choice situations and observed destination choices.
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The scaling of locational preferences of Ontario campers

indicated that the more preferred locational types definitely tended

to involve shorter distances than less preferred types. Distance

appeared to be more strongly related to locational preference than the

site attractiveness measures employed. Despite the prominence of the

distance-to-destination variable, there was evidence of some degree of

substitution between distance and attractiveness, largely involving

locational types having short to moderate distances. With respect to

temporal aspects, few major differences in preference structure between

the 1966 and 1968 camper data were found. This result supports the

hypothesis that preferences have considerable stability over time.

The analysis of preference differences among camper subgroups

indicated little relationship between observable differences in

preference and the camper characteristics under consideration. Only

with respect to length of stay did subgroup differences appear to be

significantly greater than expected. These results point to the need

to further define and measure user attributes having relevance to

locational preferences held.

Finally, it was shown that potential exists for applying the

revealed preference approach in a predictive campacity as an aid to

planning for future development of recreation opportunities. The need

for developing improved methods for measuring attractiveness of

recreation destinations and for defining locational types was underlined.

Once such problems are resolved, future research might well refine and

extend the results of this study to other temporal and spatial situations

as well as to other forms of recreation pursuits.
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CHAPTER 1

INTRODUCTION

The Problem
 

Settipg and Objectives

The recent rapid growth in participation in various recrea-

tional opportunities has been amply documented by a variety of studies

and statistics.1 Accompanying such growth in participation has been a

change in attitude toward recreation as a focus of research, reflected

in the following statement:

The traditional view that human activities in the pursuit

of recreation are a form of indulgence having marginal

status among the concerns of society is no longer tenable.

Indeed the institution of recreation and the action systems

that support it (should be) treated . . . as comparable

in importance and priority with the social structures

centered on production and consumption.

Largely because of the obvious spatial and environmental components

of recreational activities, geographers were among the first to

demonstrate this change in attitude by embarking on research in

recreation.3

 

1Perhaps the best known evidence of such growth is found in reports

of the U.S. Outdoor Recreation Resources Review Commission in the

early 1960's and subsequent surveys by the Bureau of Outdoor

Recreation.

2National Academy of Sciences, A Program for Outdoor Recreation

Research (Washington: National Academy of Sciences, 1969), p. l.

 

3Initial research by North American geographers is discussed in a

review of recreational geography by McMurry and Davis (K.C. McMurry

and C.M. Davis, "Recreational Geography", American Geography:

Inventory and Prospect, eds. P.E. James and C.F. Jones (Syracuse:

Association of American Geographers, 1954), pp. 251-5.

 

l



One evident focus which has developed in recreation research

is that of recreational demand. As Knetsch has suggested, merely to

know that demand is increasing is not enough. "What is needed is not a

collection of miscellaneous facts, but an understanding of the relation—

ships inherent in recreation behavior and the ability to forecast the

effects of proposed alternative actions."1 He goes on to identify a

significant problem apparent in many demand studies:

The trouble arises from a confusion over the

difference between demand and consumption. Use

or attendance figures are incorrectly called demand,

instead of being interpreted as consumption or

the interaction of both demand, which certainly

exists, and the supply of Opportunities, which

also exists.

The single most serious and most fundamental

deficiency in most demand surveys and studies is

that they do not provide any means of determining

how recreational use will respond to changes in

supply -- and that, after all, is the portion on

which guidance is needed.

The problem is thus seen as one of determining demand charac-

teristics which exist independent of the present supply of Opportunities:

Demand is one element of a system. Analysis of the

preference of individuals and groups can indicate

the directions and amount of total demand. These,

together with the other elements of the system --

the location of recreation places and the way

resources are used -- produce a pattern.

 

lJ.L. Knetsch, A Design for Assessing Outdoor Recreation Demands in

Canada, A Report to National and Historic Parks Branch, Canada Depart-

ment of Indian Affairs and Northern Development (Ottawa: 1967), p. 5.

 

2Ibid.

3Ibid., p. 7.

4Outdoor Recreation Resources Review Commission, Outdoor Recreation for

America (Washington: U.S. Government Printing Office, 1962), p.10.

 



 
 It is rea

recreation have 111';

activities cannot b

residence, some deg

resource users (de:

{supply centers) u

recreation opportu

seasurement of the

centers and the fl

This d1:

tions of the prob

providing much of

interaction Patte

if“ from (High

W2 nOt

PattErns are C10

and recreat 1011 O

to better Unders



It is readily apparent that both demand and supply in

recreation have important spatial components. Since many recreation

activities cannot be pursued in the immediate vicinity of places of

residence, some degree of spatial separation between origins Of recreation

resource users (demand centers) and locations of recreation opportunities

(supply centers) usually exists. Attempts to assess the adequacy of

recreation opportunities in meeting demand, then, inevitably include

measurement of the extent of spatial separation of demand and supply

centers and the flows of the users from origins to recreation destinations.

This dissertation is concerned with certain spatial implica-

tions of the problem identified above by Knetsch. A fundamental tenet,

providing much of the motivation behind this study, is that the spatial

interaction patterns established by recreation resource users (i.e.

flows from origins to destinations) are indicative Of recreation

consumption, not recreation demand. Accordingly, such interaction
 

patterns are closely linked to the specific spatial pattern of origins

and recreation Opportunities within which they are observed. In order

to better understand demand, an attempt must be made to view existing

recreation use characteristics outside of the distorting influences of

specific configurations of origin and opportunity locations.

Knetsch has suggested that the significance of demand state-

ments lies in their function as "guides to what people actually want"1

(as Opposed to what people are observed to select). This dissertation,

then, contributes to recreation demand research by vitue Of its concern

g

1Knetsch, A Design for ASsessing Outdoor Recreation Demands in Canada,

p. 5.

 



with the preferences of recreation resource users underlying their

choice of recreation destination. The methodology adopted involves the

analysis of observed origin-destination interaction patterns viewing

these as the outcome of choices among the alternative locations available.1

Most important to the approach, choices are conceptualized as the result

of evaluating available destinations in the light of preferences which

are independent of the actual pattern of destinations available to the

chooser. The identification of preferences among destination locations

(termed "locational preferences")2 indicating some attributes Of under-

lying demand, comprises the major contribution of the dissertation.

Specific objectives Of the dissertation may be stated as

follows:

(1) the description and discussion of an approach which

appears to be capable of modelling preferences for recreation destin-

ations from data on the spatial movement of recreation resource users.

(3) the application of this preference model to a specific

example of recreation interaction emplOying available empirical data,

and the evaluation of the results of this application.

(3) the examination of the contributions and potential uses

of the preference model in recreation research.

*

l . . . . . .
"Interaction" here refers to movement of 1nd1V1duals from origins to

destinations for recreational purposes.

2 . .
The term "space preferences" 15 also used to describe such preferences.



   I Note on the Resen

 

The disse

basis of spatial a:

points in geographi

By virtue of its cc

associated with suc

spatial analysis.1

phenomena and Spat

of "behavioral
geo

Some wri

an"illrtic and behav

ations sought.
0‘,

aPPToaches
might t

aFQ pTOCeS S:



A Note on the Research Approach

The dissertation concerns the analysis of the behavioral

basis of spatial activity. This approach appears to embrace two view—

points in geographic research, the spatial analytic and the behavioral.

By virtue of its concern with spatial patterns and the processes

associated with such patterns, the approach may be defined as that of

spatial analysis.1 In emphasizing the relationship between behavioral

phenomena and Spatial patterns, the approach falls under the heading

of "behavioral geography."2

Some writers, however, distinguish between the spatial

analytic and behavioral approaches on the basis of the types of explan—

ations sought. Olsson, for example, has suggested that the two

approaches might be differentiated by their inferences regarding form

and process:

 

1Spatial analysis frequently is defined to include study of the

regularities of spatial patterns, identification and analysis of

processes influencing and influenced by such patterns, and prediction

of future spatial processes and patterns.

2As Gould has noted (P.R. Gould, "Methodological Developments Since

the Fifties," Progress in Geography, Volume 1, eds. C. Board et al.

[Londonz Edward Arnold, 1969]) the behavioral approach in geography

appears to have two emphases -- one, the analysis of the behavioral

bases of spatial patterns, and two, the impact of perception of

environment on decision making. The first of these foci is exemplified

by the papers edited by Cox and Golledge (K.R. Cox and R.G. Golledge,

eds., Behavioral Problems in Geography: A Symposium [Evanston:

Northwestern University, Department of Geography, Studies in Geography,

XVII, 1969]). Research included in the second of these emphases is

reviewed in articles by Brookfield (H.C. Brookfield, "On the Environment

as Perceived," Progress in Geography, Volume 1, eds., C. Board et a1.)

and by Wood (L.J. Wood, "Perception Studies in Geography," Transactions,

Institute of British Geographers, L (1970), pp. 129-42.)
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. while the spatial analyst attempts to infer

individual behavior from knowledge of a given

spatial pattern, the behaviorist argues for

reasoning the other way around.

If, from the above, it is concluded that spatial analysts attempt to

infer behavior solely from spatial pattern while behaviorists attempt

inference of spatial pattern solely from behavior, then the dissertation

is oriented toward some sort of middle ground between these two extremes.

Individual behavior and the spatial patterns relevant to it are viewed

as mutually dependent phenomena rather than one considered as dependent

on the other. As Rushton has stated concerning the study of urban

spatial structure:

Although the spatial structure of activities in

an urban area will reflect both current and past

patterns of behavior, explanations of spatial

structure based on such patterns of behavior

often seem to be tautological since it would

appear to be just as reasonable to explain

behavior as a function of spatial structure as

to explain structure as a function of behavior.

The relationship is clearly one of mutual

dependence.

The dissertation focuses on what might be termed "spatial

behavior", i.e. decision making by individuals about their use of and

action in space. The movement of an individual from point A to point

B is evidence that a spatial choice has been made, but the decision

process, not the movement is spatial behavior.3

 

1G. Olsson, "Inference Problems in Locational Analysis," Behavioral

Problems in Geography, eds. Cox and Golledge, p. 14.

 

 

2G. Rushton, "Behavioral Correlauxscfi?Urban Spatial Structure,”

Economic Geography, XLVII (1971), p. 49.
 

3Rushton (G. Rushton, "Analysis of Spatial Behavior by Revealed Space

Preference," Annals of the Association of American Geographers, LIX

(1969), pp. 391-402.) suggests making a distinction between "spatial

behavior" (procedure by which alternative locations are evaluated and

choices made) and ”behavior in space" (description of spatial choices made).
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Structure of the Dissertation
 

The structure of this study follows the general order of

objectives already described. The remainder of the introductory

chapter reviews relevant recreation research. Chapter II discusses the

methodological developments and assumptions on which the preference

model is based and outlines the form of the model. The third chapter is

concerned with the data requirements of the approach and discusses how

these requirements can be met in applying it to a specific case study,

the movements of campers utilizing provincial parks in Ontario, Canada.

In the fourth chapter, the model is applied to Ontario provincial park

camper data and the resulting information on locational preferences is

presented and discussed. The fifth chapter discusses the application of

the approach to examine differences among groups with respect to

locational preferences. Finally, Chapter VI draws conclusions about

the preference model and its application, and discusses the implications

and logical extensions of the approach.

Reasons for Selecting Provincial Park Campers for the Study;
 

The previous section indicated that the spatial interaction

data to be utilized in the application of the preference model concerns

the movements of campers to Ontario provincial parks. In view of the

many different types of spatial interaction which might have been
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considered, all under the general heading of recreation,1 the reasons

for selecting this type of interaction are discussed briefly.

Availability of Data. -- The primary reason for employing

camper data in the study is that considerably more information has been

compiled for this group than for other types of recreational groups.

Reasonably detailed data on total numbers of campers, camper days, length

of stay etc. have been gathered for a number of years for most publicly-

operated campground facilities. Also, for many areas, sample surveys of

camping parties provide information about origins of campers, their socio-

economic characteristics, purpose of visit and so on. The fact that

information is frequently available about the site characteristics of

camping parks is also important, since the technique to be employed

requires information on destination site characteristics.

For Ontario, a substantial amount of information has been

compiled on camping in Ontario provincial parks. User surveys have been

carried out periodically since 1964, providing origin-destination

information for a sample of campers. While the reliability of some of

the survey data has been questioned as will be discussed later, it

appears suitable for the purposes of the preference approach. Information

 

1Needless to say, considerable space could be devoted to defining the

term "recreation” since it has been defined in a variety of ways. For

the purposes of this study, recreation is identified through a group of

recognizable outdoor activities under the assumption that individuals

participating in such activities are experiencing recreation. The

activity groups commonly included are: driving for pleasure, playing

sports, swimming, sight-seeing, picnicking, walking and riding, fishing,

boating, hunting, camping, winter sports, and spectator events. (after

O.R.R.R.C., Study Report No. 19, National Recreation Survey (Washington:

U.S. Government Printing Office, 1962), pp. 108-9.
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concerning the characteristics of Ontario provincial parks is readily

available and has been compiled and analyzed to some extent (as noted

later). Certain information is available on other recreation pursuits

in the province (see Wolfe1 for example), however it is much less

detailed and there are major problems in obtaining data on destination

site characteristics.

Neglect of Commercial and Other Public Camping Facilities. --
 

In discussing the availability of interaction data for Michigan recreation

resource users, Chubb has suggested that the lack of information on

camping in areas other than state or federal areas constitutes an

important restriction on the analysis of camping on a statewide basis.2

Such a criticism applies equally well to Ontario, where it is estimated

that slightly over one-half of all campers in Ontario in 1966 used

commercial or other campground facilities as Opposed to provincial parks.

However, there are several reasons which can be advanced for proceeding

without the inclusion of non-provincial park users and opportunities.

It has been argued, for example, that in Ontario, camping

facilities other than provincial parks offer a different type of camping

opportunity not directly comparable to provincial park camping (e.g.

more commercialized in the case of privately-operated facilities, or more

 

1R.I. Wolfe, Parameters of Recreational Travel in Ontario: A Progress

Report (Downsview, Ontario: Ontario Department of Highways Report

No. RBlll, 1966).

 

2M. Chubb, Outdoor Recreation Planning in Michigan by a Systems Analysis

Approach: Part III - The Practical Application of "Program RECSYS" and

"SYMAP" (Michigan State University, Department of Resource Development,

Recreation Research and Planning Unit, Technical Report No. 2, 1968)

p. 10.
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primitive in the case of non-developed wilderness areas).1 The suggestion

is that campers do not lump together all camping opportunities in deciding

among alternatives, but rather make a distinction between provincial

park opportunities and other facilities. If this hypothesis were

verified it would lend support to analyzing provincial park opportunities

separately from other opportunities.

The main problem in ignoring other camping Opportunities is that

in modelling the locational choice process, not all available alternatives

and interactions are being considered. However, this would seem to be

of importance only if campers frequenting non-provincial park destinations

have significantly different locational preferences than do provincial

park campers (i.e. that including these campers would affect the overall

results considerably). There is little basis for making such an

assertion. Even if such a situation was suspected, a good case might be

made for keeping these two types of campers separate in the analysis

simply because combining them would obscure the significant differences

between them.

Aside from the above arguments, the magnitude of the problem

of collecting the required information on origin-destination movements

and destination site characteristics for the many and frequently smaller

non-provincial park opportunities is such that the benefits to the analysis

would have to be substantial to justify the additional effort involved.

 

1R.G.R. Rogers, "An Analysis of Some Elements of Demand for Ontario

Provincial Parks" (unpublished Master's thesis, Faculty of Graduate

Studies, University of Guelph, 1966), p. 10.

ll
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Thus while from certain standpoints it might be desirable to

include in the analysis all camping opportunities in the province, it

appears that employing provincial park data alone is justifiable,

providing this limitation is recognized in interpreting the results.

Spatial Interaction of Recreation Resource Users

- Review of Studies
 

A number of studies has focused on the interaction patterns

of recreation resource users and the basis of choice of recreation

destinations. It is pertinent at this point to assess the contribution

of such research to the dissertation tepic. Each study reviewed has

attempted to model certain characteristics of the spatial interaction

of users incorporating assumption (often implicit) about their choice

behavior. They differ somewhat in their treatment of the locational

factor. The first group examined devotes little attention to the

influence of destination location on choice behavior of users. The

second group refers much more explicitly to location of destination and

includes this information in modelling procedures.

Modellingof Destination Selection -- Site Emphasis
 

Research efforts by Lucas, Lime, Shafer and Thompson, and

Hodgson are representative of the first group of studies identified
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above.1 All four concern camper utilization of publicly-operated camp-

ground facilities (probably the best-documented type of recreation

activity). Each has striven to relate use to various campground

attributes through the development of mathematical models identifying

those variables most closely associated with variations in use. Lucas

has examined destination attributes including physical resources,

resource quality indices, extent of deve10pment and relative location,

and their relationship to percentage occupancy of campgrounds in two

national forests in Michigan.2 Lime3 and Shafer4 undertook essentially

similar studies for campgrounds in Minnesota and New York respectively.

Hodgson examined relationships of campground characteristics to average

length of stay of camping parties.S While these studies will not be

discussed in detail here, several observations are in order.

 

1R.G. Lucas, User Evaluation of Campgrounds on Two Michigan National

Forests (St. Paul, Minn.: North Central Forest Experiment Station,

U.S.D.A. Forest Service Research Paper, NC—44, 1970).

D.W. Lime, "A Spatial Analysis of Auto-Camping in the Superior National

Forest of Minnesota: Models of Campground Selection Behavior" (unpub-

lished Ph.D. dissertation, Department of Geography, University of

Pittsburgh, 1969).

E.L. Shafer and R.G. Thompson, "Models that Describe Use of Adirondack

Campgrounds" Forest Science, XIV (1968), pp. 383-391.
 

R.W. Hodgson, "Campground Features Attractive to Michigan State Park

Campers" (unpublished Master's thesis, Department of Resource

Deve10pment, Michigan State University, 1971).

2Lucas, User Evaluation of Campggounds.
 

3Lime, "A Spatial Analysis of Auto-Camping."

4Shafer and Thompson, "Models that Describe Use."

SHodgson, "Campground Features."
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Differences in accessibility of camping destinations were

either dismissed (as in Shafer's study) or considered only in terms of

superficial generalizations (for example the studies by Lucas and Lime).

No attempt was made to look at origins of campers frequenting particular

campgrounds. Rather, accessibility was measured in general terms, for

example the distance from one or two nearby urban concentrations, with

the implicit assumption that this measure is representative of access-

ibility for campers. The validity of such an assumption is questionable.

Each of the studies mentioned above found that only a few

campground attributes were useful in accounting for campground use.

Some explanatory variables appear self-evident, (for example, that average

annual total visitor days is affected markedly by size of campground).

Viewed in the context of choice behavior, some variables contributing to

"explaining" campground use are puzzling. They appear to suggest that

all of the campers had knowledge of rather obscure campground character-

istics (for instance, number of islands accessible by motorboat), and

employed this knowledge in choosing a destination.

From the above, it is apparent that these studies are not

related to the individual decision maker. Rather they have considered

aggregates of decisions and have attempted to explain, not by looking at

choice procedures, but by establishing associations between these

aggregates and environmental characteristics with little regard to how

such characteristics enter the decision process.

Shafer offers a clue to a major difficulty in such an approach

in his observation about the mutual interdependence between campground

size and use:
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. . . campground size has an organic quality and grows

over time in response to inherent physical opportunities

and demand. Campground size is not an independent

variable in the main, but a summation of many

administrative judgements and responses over the

course of years.

Thus to attempt to account for use in terms of existing facilities and

attributes is to miss the fundamental interdependence between use and

many destination characteristics.

It seems illogical to consider destination attributes as being

independent of use characteristics, when it is apparent that such

independence frequently does not exist. Great care in dealing with

interdependence among destination attributes is evident in some studies.

Unfortunately similar attention is not given to the interrelationships

between the so-called "dependent" variable (i.e. campground use) and the

so-called "independent" variables.2

In summary, three main points have been made; first, that

locational characteristics have been inadequately treated, second, that

campground attributes identified as influencing use have not been linked

to choice behavior, and third, that use is considered to be dependent on

 

1Shafer and Thompson, "Models that Describe Use," p. 389.

2It might be argued that to clarify the nature of such a relationship

is the purpose of such a study. However, the technique commonly employed,

regression analysis, does not provide answers to the question of causality

of association. Rather, it ascertains the degree of explanation achieved

if one variable is assumed to be dependent on one or more variables in-

dependent to it. Thus (as in Shafer's study) a correlation coefficient

of 0.97 between campground use and campground size can be obtained without

considering the possibility of interdependence. Predictions of the

use of new or expanded campgrounds on the basis of this size variable

might then be made without an adequate understanding of the inter-

relationship between the two variables.
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campground attributes and consequently the existence of a certain amount

of mutual interdependence is ignored.

Modelling of Destination Selections -- Site and Situation Emphasis
  

The Gravity Model. -- A number of researchers have employed
 

a gravity function to model the spatial interaction of recreation resource

users.1 In this model, interaction (V1,2) between two places is

represented in terms of some characteristics of the places, frequently

their population (P1 and P2), and the distance (d1,2) between them. The

general form of the gravity equation is:

k (Pllx (P2)x

V1,2 = 

z

d1,2

where k is a constant, and x, y and z are exponents derived through

fitting of the equation to available interaction data.

 

1Cf., E. Ullman and D.J. Volk, "An Operational Model for Predicting

Reservoir Attendance and Benefits," Papers, Michigan Academy of Science,

Arts and Letters, XLVII (1961), pp. 473-84.

 

 

C.C. Crevo, "Characteristics of Summer Weekend Recreational Travel"

Highway Research Record, XLIV (1963), pp. 51-60.
 

Wolfe, Parameters of Recreational Travel.
 

C.S. Van Doren, "An Interaction Travel Model for Projecting Attendance

of Campers at Michigan State Parks: A Study in Recreational Geography"

(unpublished Ph.D. dissertation, Department of Geography, Michigan State

University, 1967).

H.K. Cheung, A Day;Use Park Visitation Model. Canadian Outdoor Recreation

Demand Study, Technical Note No. 1, (Ottawa: National Parks Branch,

undated).
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Wolfe, has modified the general form of the gravity function

by letting P1 represent origin p0pu1ation, P2, the capacity of recreation

1 Introduction ofdestination, and d, the origin-destination distances.

such a capacity measure, varying with type of recreation pursuit,

represents an attempt to measure some characteristic of destinations,

apart from distance, which might be exPected to influence interaction.

Employing interaction data for Ontario origins and destinations, Wolfe

was able to derive values for the exponents and k-in the gravity fUnction

for several recreation pursuits including patronage of cottages,

provincial parks and commercial resorts. He found substantial variation

in these values for the different recreation pursuits examined.

One of the most important restrictions of the gravity model

is that it assumes spatial interaction among origins and destinations

will not vary with differences in availability of alternative destinations.‘

That is, interaction between a specified type of origin and destination

for a given distance will be represented as invariant regardless of

the pattern of alternatives which might exist. As Ellis and Van Doren

have suggested,2 interaction more logically might be expected to vary

with different spatial systems. In terms of choice behavior, it seems

more realistic to conceptualize interaction as a choice among available

alternatives, rather than as a choice among the entire range of destination

types included in the system, whether available or not (as in the gravity model).

 

1Wolfe, Parameters of Recreational Travel.

2J.B. Ellis and C.S. Van Doren, "A Comparative Evaluation of Gravity and

System Theory Models for Statewide Recreational Travel Flows," Journal

of Regional Science, VI (1966), pp. 57-70.
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As noted by Rushton,1 gravity models imply the existence of

locational preferences, and the fitting of increasingly complex gravity

functions to interaction data represents attempts to more accurately

model existing locational preferences.2 The inefficienCies of such a

"trial and error" approach are apparent.

The Systems Model: -- Ellis has applied a systems approach to

the modelling of spatial interaction of recreation resource users.3 The

method involves derivation of a set of simultaneous equations which

describe all parts of the system including origins, destinations and

their linkages. The movement of users in the system is analogous to the

flow of water through a distribution network consisting of pumps (demand

at origins), pipes (linkages), and cisterns (destinations) of various

capacities.

One significant advantage of the systems approach over the

gravity model, according to Ellis, is its consideration of the inter-

dependence of alternative destinations.4 A change in attractiveness of

a destination for example, will be reflected in changes throughout the

system not identifiable in the gravity model.

 

1Rushton, "Analysis of Spatial Behavior," p. 396.

2R. Malm, G. Olsson and O. Warneryd, "Approaches to Simulations of Urban

Growth," Geografiska Annaler, XLVIII B (1966), pp. 9-22.

3Michigan State University, Department of Resource Development, Michi an.

Outdoor Recreation Demand Study (Lansing, Michigan: State Resource

Planning Program, Michigan Department of Commerce, Technical Report

No. 6, Vol. 1, 1966).

 

4Ellis and Van Doren, "A Comparative Evaluation of Gravity and Systems

Theory Models."
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While the gravity model assumes the form of spatial interaction,

the systems model assumes only the forms of the system components and

computes the resulting interaction. The forms of these components are

derived through initial estimates subsequently modified by "tuning"

to increase the accuracy of the model's prediction of known interactions.

The systems model, unlike the gravity approach, does not employ actual

interactions to derive a fUnction to predict interaction under any

pattern of destination alternatives. Rather, the systems model considers

alternatives available for each origin and derives interaction for each

of these patterns. The result is a technique which achieves greater

accuracy in modelling spatial interaction than the gravity model, but

accomplishes this largely by adjusting the parameters of the model until

satisfactory accuracy in representing known flows is achieved. As Ellis

has noted subsequently, the ultimate result of adjusting parameters to

obtain exact representation of interactions is a model "with absolutely

no validity for prediction"1 since the basis for measuring component

influence has been destroyed in the tuning process.

Another characteristic of the systems model is its assumption

that distance between origin and destination (measured in terms of time

and cost) always has a deterring (frictional) effect. While this

assumption appears to be useful in modelling many types of interaction

patterns, there is some question as to its utility in modelling the

interaction patterns of recreation participants (i.e. travelling to a

 

1J.B. Ellis, A Systems Model for Recreational Travel in Ontario: Further

Results (Downsview: Ontario Department of Highways, Report No. RR148,

_"5—1969, p. 15.
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recreation destination may be considered an important part of the

recreational experience).

The systems model, then, is tied to the specific spatial

pattern of origins and destinations that exist. Relevant to the goal of

representing locational preferences independent of particular origin-

destination patterns, this model does not appear to make a significant

contribution. No generalizations of preferences from interaction

patterns are achieved.

Summary

The literature reviewed above, by and large, contributes

relatively little to the type of approach adopted for this dissertation.

While several studies have examined interaction patterns of recreation

resource users, frequently they are subject to the criticism that they

are simply describing interaction patterns in terms of the spatial

structures in which the interactions occur.1 As seen in the following

chapter, this study adopts a more fundamental approach to the analysis

of observed locational choices.

 

1Rushton, "Analysis of Spatial Behavior," p. 392.
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CHAPTER II

A REVEALED PREFERENCE APPROACH TO MODELLING LOCATIONAL CHOICE

The first part of this chapter reviews theory relevant to the

purpose of modelling locational preferences. The methodological approach

adopted in this dissertation is developed in detail in the remainder of

the chapter.

Decision Theory: Relevance to Modelligg Locational Choice
 

Decision theory may be viewed as primarily an

analysis of the environment; that is, an orderly

summary Of those features of the environment

that control behaviour. Such a description of

the environment, combined with simple assumptions

about behaviour tendencies that the organism

brings to that environment, may yield an effective

description of behaviour.

2,3
This comment on the focus of decision theory reveals its

relevance to this study. Locational decisions may be conceptualized as

 

1W. Edwards and A. Tversky (eds.), Decision Making (Harmondsworth: Penguin

Books Ltd., 1967), p. 8.

 

2This body Of theory has been designated variously as utility, preference,

decision-making, choice or consumer's choice theogy, Basically these

terms re er to the same theoretical concepts, although some are more

restrictive than others (for example the theory of consumer's choice

limits analysis to the choice of commodity bundles by consumers). The

distinction between utility and preference appears to lie in the

designation of utility as a measure of strength Of preference (although

measurement methods are subject to debate). For the most part the

general term "decision theory" shall be adopted in this discussion.

 

3The term "theory" is widely employed in the literature and is thus

retained in this discussion. However, in the writer's Opinion, the

term "model" would be a more apprOpriate designation (indicating a

simplification or idealization of reality).

20
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choices among alternative locations. Interest lies in summarizing

certain factors hypothesized to influence locational choice and in using

such a summary together with simple behavioral assumptions to describe

spatial interaction.

Drawing from the literature in economics and psychology (the

disciplines responsible for virtually all of the existing developments

in decision theory), this section reviews characteristics of decision

theory pertinent to the dissertation tOpic.

Pertinent Characteristics of Decision Theorx

Typically, theory about decision making has been formulated

by making assumptions about choice behavior and then deducing theorems

from these assumptions. The nature of such assumptions provides a

convenient basis for distinguishing among different types of decision

theories.1 It is sufficient to note here that the more realistic the

.assumptions made, the more complex is the theory formulation and the

more demanding are its data requirements.

Employment Of Decision Theogy. -- Atkinson 35 El: differentiate
 

among alternative approaches to the employment of decision theories.2

One method uses choice theory as a measuring technique. Given a pattern

of choice probabilities among alternatives, the theory provides a measure

 

1Appendix I provides a classification scheme for theories on the basis

of their major assumptions.

zR.G. Atkinson, G.H. Bower, E.J. Crothers, An Introduction to Mathematical
 

Learning Theory (New York: J. Wiley, 1965), pp. 135-137.
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of the strengths of responses to the alternatives which are said to have

led to the Observed patterns of probabilities. The chief value of

decision theory then is as a method of identifying the "attractiveness"

of alternatives, and the degree to which these values can recreate the

'choice probabilities is an estimate of the accuracy of the attractiveness

values.

Decision theory might also be employed to derive laws capable

of summarizing data on choice behavior. The laws take the form of

constraints on the pattern of choice probabilities. The term

”transitivity", for example, summarizes a particular pattern of choice

probabilities as will be discussed later.

Decision theory will be utilized chiefly as a measuring

technique in this study, although certain laws shall be employed to

summarize choice data. Accordingly, decision theory is designated as

"the set of postulates relating the response strength variable to

1

response probabilities."

Revealed Preference Theogy. -- This term is employed to

designate one type of decision theory which relates preferences

underlying decision behavior to observable choices among alternatives.2

 

1Ibid., p. 136.

2P.A. Samuelson, "Consumption Theory in Terms of Revealed

Preference," Economica, XV (1948), pp. 243-53.
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A fundamental axiom of this theory is that choice reveals preference.

Accordingly, if an individual has a choice among alternatives, by

selecting one of these, he reveals a preference for it over others, and

by observing these choices it is possible to draw conclusions about

preferences among alternatives. Graphical representation of preferences

can be achieved through the use of indifference curves, with each line

(curve) linking combinations of alternatives to which the chooser is

indifferent. A series of such curves constitutes an indifference

(preference) surface.1

To assist in the application of revealed preference theory,

it appears useful to simplify the analysis of the choice situation by

considering choices among pairs of alternatives and consequently

employing the method of paired comparisons.2 Each response (choice) is

viewed as a comparative judgment between the alternatives, indicating

whether one of the pair is greater than the other in some respect.

From such responses, 3 matrix can be derived, indicating the number and

proportion of times each alternative is judged higher on the scale than

every other alternative. From this information, attempts are made to

scale the alternatives on the basis of the attribute being judged.

Luce's Choice Axiom. -- The paired comparisons approach applies
 

 

1Further references to revealed preference theory include W. Edwards,

"The Theory of Decision Making," Psychological Bulletin, LI (1954),

pp. 380-417, and H.S. Houthakker, "The Present State of Consumption

Theory: A Survey Article," Econometrica, XXIX (1961), pp. 704-40.

 

 

2J.P. Guilford, Psychometric Methods (2nd ed. New York: McGraw-Hill

Book Co.,_l954), Chapter 71
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to presentations of two alternatives. A choice axiom formulated by Luce

provides the means of expanding consideration to more than two

alternatives.1 This constant ratio rule states that the ratio of the

probability of choosing one alternative to the probability of choosing

another alternative is constant regardless of the number and type Of

other alternatives in the choice set.

This constant ratio assumption has a number of consequences.

For one thing, it means that choices from larger sets (three or more

alternatives) can be accounted for by Observing choices between pairs

of alternatives. Also by conceptualizing observed choices from larger

sets as choices between pairs of alternatives, the set of alternatives

can be scaled on a preference scale.

The Modelling of Locational Choice
 

Rushton, drawing on the methodology briefly referred to above,

has developed a model of revealed space preference for analyzing choices

involving alternative locations.2 It is recognized that the preference

structure so defined must provide a description of locational choice

which is independent of the specific pattern of locational alternatives

within which choices are made. A number of principles are applied toward

achieving such an objective, as outlined below.

 

1R.D. Luce,Individual Choice Behavior (New York: John Wiley 6 Sons,

1959). Atkinson, Bower and Crothers, An Introduction to Mathematical

Learning Theory, pp. 146-50.

2Rushton, "The Scaling of Locational Preferences."
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The first principle is that whenever a choice is

made we regard this choice as revealing a small

segment of a total preference structure possessed

by the subject. That segment is a statement of

preference between the combinations of location

and site attributes of the choice selected and of

the Opportunities rejected. Since in any

experimental situation the total set of conceivable

situations will not be complete, an ordering of the

relative frequency of choice combinations will not

be identical with the ordering of the same combinations

by preference. In other words, one consequence of

this distinction between preference and choice is that

the most commonly chosen locations will not necessarily

be the most preferred.1

In the model, movements to destinations are conceptualized

as revealing pairwise choices between the alternative chosen, and each

other alternative available for choice (the alternatives here are

destinations which have been generalized into locational types based

on their location and site attributes). Employment of the paired com-

parisons approach in conjuction with the constant ratio assumption,

enables the revealing of degree of similarity in preference between

pairs of locational types. From such information, the establishment

of a preference scaling of locational types and ultimately formulation

of a locational preference surface are possible (as discussed in the

. . 2
following section).

The model is a static one, considering preferences at one

point in time. Individuals are assumed to act in a rational manner,

achieving the maximizing of utility (satisfaction) through their choices.

Hence the model is a riskless one and does not provide for errors in

choice which might be expected to occur. In addition, this model is

 

1G. Rushton, "Behavioral Correlates of Urban Spatial Structure,"

Economic Geogrgphy, XLVII (1971), p. 51.

2Rushton, "The Scaling Of Locational Preferences."
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probabilistic in the sense that the probabilities which govern choices

are unrestricted (i.e., they can range between 0 and 1). While the

model, then, embodies certain unrealistic assumptions, these appear

to be essential in order to use simple spatial interaction data in its

application.

A Revealed Preference Approach to Analysis
 

of Locational Choice Data
 

This section discusses the utilization of revealed preference

theory in deriving information about locational preferences from empirical

data. The procedure employed follows that described by Rushton.1

Assume that information is available concerning the home

origins and numbers of individuals frequenting various recreation

destinations. In effect then, there is knowledge of a system consisting

of the origin points of recreation resource users, the destinations

which they patronize and the flows between origins and destinations

(Figure 1).2 If each origin and destination as well as the flow between

them is considered to be unique, little can be done toward establishing

rules whereby movement occurs. Each individual presumably would act in

a unique, unpredictable manner and no summarizing of such spatial

behavior would be attainable.

 

1Rushton, "The Scaling of Locational Preferences."

2The origins here are the cities from which the major recreation flows

originate and the destinations (opportunities) are existing facilities

for a type of recreation pursuit (in this case, camping in provincial

parks).
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It is obvious, however, that destinations frequently have

certain characteristics in common, and it seems likely that individuals

have some awareness of the similarities of various destinations. For

example, in Figure 1, it is apparent that a number of destinations are

located at similar distances from the origin center of Kingston. Thus,

when examining movements of Kingston campers, it would seem useful to

group destinations on the basis of the distance attribute. Figure 2

shows how such a grouping might be accomplished.1 Obviously when more

than one origin is considered, a destination often will be situated at

varying distances from each of these origins.

_Some degree of generalization of destinations in this system

has now been achieved, based on one attribute of the destinations

(distance from origins) which is hypothesized to have some influence on

flows in the system. Site characteristics logically might be hypothesized

as an additional attribute(s) of destinations relevant to flows in the

system. It is evident, though, that the measurement and grouping of

destinations on the basis of such an attribute is a much more difficult

task than for the distance-from-origin attribute. Not only is there a

wide variety of types and combinations of characteristics which might be

included in such a category, but frequently there are problems in measuring

and obtaining such information. The problem is compounded by the fact

that it is not simply a classification of destinations by site character-

istics that is desired, but rather a classification based on site

characteristics considered relevant to the users' choice of destination.

 

1Straight-line distances are used in this example, but it would be

relatively easy to substitute actual road mileages in the calculations.
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Thus, the fact that one camping destination may provide 400 campsites

while another may provide only 33 campsites may have no bearing on

choice between the two destinations, and accordingly would have little

usefulness in the classification.1 While the problems, then, are

considerable, the knowledge that such classifications indeed have been

attempted is an encouragement to efforts to consider relevant site

characteristics.2

It would appear then, that recreational destinations can be

generalized into "locational types" on the basis of common distance-from-

origin and "attractiveness" characteristics. Figures 3 and 4 illustrate

such a classification scheme. Left until later is the explicit

definition and derivation of locational types used in this study. For

each individual movement in the system, information is now held about

locational type selected and locational types (opportunites) available

from that origin. For example, in Figure 3, campers cannot choose a

destination with attractiveness of 1 in the closest distance zone,

 

1The possibility exists, of course, that number Of campsites may be

closely related to other variables which are relevant to choice, and

thus may serve as a useful index in such a classification.

2Rushton (Rushton, "Analysis of Spatial Behavior by Revealed Space

Preference," p. 395.) has made use of a surrogate (town size) to

represent those attributes presumed to be of importance in decisions about

grocery purchases. Similarly, Wolfe (Wolfe, Parameters of Recreational

Travel.) has employed capacity of a destination for a particular

recreational pursuit as a surrogate for attractiveness of site. Ellis

(J.B. Ellis,"Svstems Analysis of Provincial Park Camping: 1966 Park

Users Survey,"report prepared for Parks Branch, Ontario Department of

Lands and Forests [Toronto: 1968]) has utilized factor analysis of

many site characteristics to achieve measures of overall attractiveness

for parks.



75

P81

Va: 9

:18.
.3."

fro

[
A
l
l

I
I
n

5
6
‘

n
.

«
x
.
m
_
h

W
>
s
h

m
m
w
z

‘ LOca



Attractiveness Index

° A

’ B

O c

6 D

g E (most attractive) 
Fig. 3.—-Park destinations classified by attractiveness and distance

from Kingston.

DISTANCE

A
T
T
R
A
C
T
I
V
E
N
E
S
S

 

(figures indicate no. of parks)

Fig. 4.—- Locational types available to Kingston campers,



 

 

PM.
dwell!

'
r
1

3
’



31

consequently this locational type does not constitute an alternative

here.1

Revealed preference theory states that given data on choices

among pairs of alternatives, a unique preference scaling of such

alternatives can be derived. Each movement to a particular locational

type is regarded as indicative that a series of pairwise choices between

that alternative and other alternatives has been made.2 Figure 4 provides

an illustration. There is a total of nineteen locational types available

to Kingston campers. Therefore, if a camper chooses locational type

15, he is regarded as having made pairwise choices between this type

and each of the other eighteen available types.

Once information is possessed about locational choices and

available locational types, a revealed preference data matrix can be

formed. Table 1 represents a portion of such a matrix in which only

two of the forty locational types are not available from any of the

origin centers considered. This matrix of choice data is employed to

achieve a representation of locational preferences (as described below).

Revealed preference data can be presented in terms of

probabilities. For example, if 400 individuals choose locational type

A over type B, while only 100 select B over A, then the probability tha:

 

1Figure 4 shows that, in a number of cases, more than one destination

is assigned to a locational type. Note that in the analysis, the

choice alternatives are locational types, not specific destinations.

Accordingly, choices among destinations represented by the same

locational type are not dealt with.

2The question of whether this conceptualization of the decision process

is a useful and/or realistic model has been discussed earlier.
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A will be chosen over B is 0.80 while the probability for B over A is

0.20. Table 2 indicates the probabilities obtained from the revealed

preference matrix in Table 1. The two locational types that are not

available are then eliminated from the matrix (since no choices are

present on which to assess preferences). Locational types may then be

ordered on the basis of percentage of time they are revealed as preferred

to other types (i.e. percentage of the pairwise choices in which they

have a probability of choice greater than 0.5). Table 3 shows such a

ranking, while Table 4 illustrates a portion of the re-ordered matrix.

When the probability of choosing locational type A over type

B is 0.5, it follows that the probability of choosing B over A is also

0.5 (since the probabilities must sum to 1.0). In this situation,

indifference is apparent between the two alternatives; both are equally

preferred. Hence the absolute difference from 0.5 of the probability

of choice between any pair of locational types may be regarded as an

indicator of the similarity of preferences for the two types. If the

difference is 0.0, preferences are similar, while a difference of 0.5

indicates maximum dissimilarity. Table 5 represents a portion of a

matrix of differences from 0.5, referred to as a proximity matrix. Note

that the upper half of the matrix is the same as the lower half, hence

only half of the matrix is required.

The degree of transitivity (consistency) of the pairwise choices

of the population is also of interest. For example, if A is preferred

to B (A-oB) and B-eC, then A must be preferred to C in order for trans-
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itivity to exist among this triple. Hence a test for weak transitivity1

is employed to indicate strength of consistency of the revealed pref-

erances.2 Table 6 illustrates such a test. If complete transitivity

existed, the locational type represented by each column would be

preferred to each locational type of the columns to the right of it

(i.e. 1's would occupy all the cells of the lower half of the matrix).

In this test, incomplete triples are rendered transitive (Table 7)-

Transitivity is expressed as the proportion of the total number of triples

which is transitive, and accordingly varies from 0 (maximum inconsis-

tency) to 1.0 (complete transitivity).

At this point in the method of analysis, therefore, the

degree of similarity of preferences for pairs of alternative destinations

has been represented using data on destinations chosen and available for

each origin center. Also, a coeffiCient has been employed to indicate

degree of consistency of such preferences. The next step involves the

identification, if possible, of the preference function on which the

pairwise similarity data appear to be based.

The Scalingiof Pairwise Locational Preferences

The revealed preference approach described in the previous

 

1T0 elaborate. transitivity may be weak (if A—eBZOfi and B-v-C z 0.5,

then A—OC30.S), moderate (if A+BZO.5 and B+cz.os, then A+Ca

minimum of A—>B and B-OC) or strong (if A»BZO.S and B+CZO.S then

A-OCZ. maximum of A—vB and 84C).

2M.G. Kendall, Rank Correlation Methods (Third Ed. London: Charles

Griffin and Co. Ltd., 1962), pp. 144-148.
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section has produced a proximity matrix whose cell values are considered

to express similarities between preferences for pairs of locational

types. While such a matrix is of considerable value, much of its meaning

is hidden and requires translation into a more easily understood form.

A solution to this problem would appear to be the construction of a scale

which would summarize and clarify preferences for locational types. Such

a scaling of locational preferences involves the derivation of a

preference function representing rules of choice among alternative

destinations.

The simplest scale to construct and to comprehend is one which

scales objects (locational types here) along one dimension according to

preferences. However, frequently the benefits of simplicity of the

unidimensional scale are accompanied by disadvantages stemming from

the greater assumptions which must be made about the data. For instance,

a unidimensional scale can be constructed by assuming that pairwise

similarity measures from the proximity matrix should be additive. That

is, if A is preferred to B and B is preferred to C, then the distance

on the scale between A and C should equal AB plus BC. By averaging a

number of estimates for such distances, we arrive at a scaling of

preferences along one dimension.1

There is little basis for assuming that preferences can be

adequately scaled along one dimension.2 Thus, the situation appears

 

1Rushton, "The Scaling of Locational Preferences."

2Employment of the previously mentioned test of weak transitivity can

help ascertain the validity of unidimensional scaling of the preference

data. It is suggested that the lesser the prOportion of intransitivities

(i.e. A~B, B*C, C¢A) the more likely it is that individuals rank

locational types along only one dimension in deciding among alternatives.
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amenable to a multidimensional scaling procedure, with a unidimensional

scale considered simply a special case of the general approach. The

underlying purposes of multidimensional scaling "of somehow getting hold

of whatever pattern or structure may otherwise lie hidden in a matrix

of empirical data and of representing that structure in a form that is

"1 indicate its relevance to themuch more accessible to the human eye,

problem.

Attention is focused on those multidimensional scaling

procedures generally designated as "nonmetric", that is, they make use

of only the ordinal properties of the empirical data. As noted by

Shepard,2 these nonmetric procedures have several advantages over the

earlier metric approach.3 For one thing, in observation of choices

or judgments, researchers may be reluctant to attribute much importance

to exact numerical measures because of the possibility of errors in

judgment or measurement. Employing only the ordinal attributes of

the data would seem to be one way of reducing the possible error.

Nonmetric procedures also improve over earlier methods by the adoption

of goodness-of-fit criteria enabling evaluation of the resulting scale

in terms of how accurately it represents the original data. In addition,

the newer approaches are more flexible than metric scaling, capable of

 

1R.N. Shepard, "Introduction to Volume I," Multidimensional Scaling;

Volume I, eds. R.N. Shepard, A.K. Romney and S.B. Nerlove (New

York: Seminar Press, 1972), p. 1.

 

21bid., pp. 6-7.

3Much of the development of metric multidimensional scaling is

associated with Torgerson (W.S. Torgerson, Theory and Methods of

Scaling [New York: Wiley, 1958]).
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treating a wide variety of scaling problems -- for instance, situations

where data are missing or are to be weighted.

Pioneering contributions to nonmetric multidimensional scaling

1’2’3 The essential features of thesewere made by Shepard and Kruskal.

developments are briefly considered. Given some measure of similarity

(proximity) between pairs of objects, the objective is to find the

scaling configuration of these objects such that the resulting distances

between object pairs correspond to the proximity measures. Correspondence

here means obtaining a relationship between proximity measures and the

distances of the scaling configuration which is monotonic (i.e. if AB

represents the largest proximity measure, then the resulting distance

AB should represent the smallest distance). The degree to which mono-

tonicity is achieved serves as a measure of the adequacy of the scaling

configuration. Since a trivial solution could be attained by adding

one dimension for each object scaled, a further requirement is that the

final configuration be of the smallest possible dimensionality.

The multidimensional scaling algorithm developed by Kruskal

was adopted in the scaling of the locational preference data of the study.

More recently, several additional multidimensional scaling algorithms

 

1R.N. Shepard, "The Analysis of Proximities: Multidimensional Scaling

with an Unknown Distance Function," Psychometrika, XXVII, (1962),

pp. 125-39.

 

2J.B. Kruskal, "Multidimensional Scaling by Optimizing Goodness of Fit

to an Nonmetric Hypothesis," Psychometrika, XXIX, (1964), pp. 1-27.

3J.B. Kruskal, "Nonmetric Multidimensional Scaling: A Numerical Method,"

Psychometrika, XXIX, (1964), pp. 115-29.
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have been developed.1 However, as noted by Shepard, these approaches

all undertake basically the same kind of analysis.2 Important

attributes held in common include assumption of a monotonic relationship

between scaling distances and the proximity data, adoption of an

iterative procedure adjusting scale points to approach the monotonic

relation, and attainment of results which frequently are indisting-

uishable when the approaches are applied to the same data. Differences

among the procedures relate to less significant aspects including speed,

adaptability, data capacity, type of metric and susceptibility to local

minima (degenerate) solutions.

Since commencement of this dissertation research employing the

KIUSkal algorithm, a recent analysis by Roskam has concluded that the

Kruskal approach has some tendency to favor degenerate solutions,

particularly when ties occur in the data to be scaled.4 Roskam suggests

a new procedure incorporating what he considers to be the strong points

 

1For example, the smallest space analysis of Guttman and Lingoes reviewed

in J.C. Lingoes, "A General Survey of the Guttman-Lingoes Nonmetric

Program Series," Multidimensional Scaling: Volume I, eds. R.N. Shepard.

A.K. Romney and S.B. Nerlove (New York: Seminar Press, 1972), pp. 49-68,

or the work of Young and Torgerson (F.w. Young and W.S. Torgerson,

"TORSCA: A FORTRAN IV Program for Shepard-Kruskal Multidimensional

Scaling Analysis," Behavioral Science, XII (1967), p. 498).

 

 

2R.N. Shepard, "A Taxonomy of Some Principal Types of Data and of

Multidimensional Methods for their Analysis," Multidimensional Scaling:

Volume I, eds. Shepard, Romney and Nerlove, pp. 21-47.

 

3Problems with local minima occur when the iterative approach finds a

solution which, relative to other solutions attempted, minimizes departure

from monotonicity but which does not comprise an absolute minimum for

the scaling problem.

4E.E. Roskam, A Comparison of Principles for Algorithm Construction

in Nonmetric Scaling, Michigan Mathematical Psychology Program

Technical Report MMPP 69-2 (Ann Arbor, Michigan: 1969), p. 6.

 



w
a
r
e

Q
.
»

rail

23.“.

an'
\-

in

be

A

 



40

of both Kruskal and Guttman-Lingoes approaches.1 Certainly future

scaling efforts should be based on full consideration of these recent

developments.

The multidimensional scaling technique adopted in this study

can be better understood through an example in which it is possible to

compare actual versus optimal scaling configurations. The proximity

matrix here consisted of road mileages between pairs of urban centers

in Southwestern Ontario (Table 8). The objective was to scale in two

dimensions this half matrix of distances producing a two-dimensional

"map" of these centers. Through comparison with the map of actual

locations of these centers, the effectiveness of the scaling techniques

can be ascertained. Successive analyses dealt with five, ten, fifteen

and twenty urban centers and Figure 5 illustrates results of three of

these.

Where five centers were scaled (Figure 5, part A), stress

(a measure of the degree of attainment of a monotone relationship) was

0.0, indicating that the ranking of inter-city distances in the data

input was maintained in the scaling results. Note that the correspondence

between derived location and true location is not particularly good,

primarily because of the relatively few restrictions the stress minimiz»

ation requirement places on locating such a small number of points.

Analysis of the ten centers produced a stress of .030 (3%).

The fit between real and derived locations again was not particularly

good (Figure 5, part B).

 

15.5. Roskam and J.C. Lingoes, "MINISSA-l: A FORTRAN-IV Program for

Smallest Space Analysis of Square Symmetric Matrices," Behavioral

Science, XIV, (1969), p.
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In the fifteen and twenty center analyses, stress remained

around 2-3%, however the fit of the derived locations to the actual

locations improved substantially (Figure 5, part C) illustrates the 20

center cases. Obviously, the greater the number of pairwise comparisons,

the more accurate will be the derived locations.

It can be seen that in this example, the scaling technique

does a reasonably good job of reconstructing the original scale (map)

from which the similarities data were obtained. It is quite likely that

the fit would have been improved by using airline distances between the

urban centers instead of road mileages, particularly where road routes

are circuitous (for example, St. Catharines - Toronto).1

There are obvious differences between the data used in this

example and the data to be employed in a typical analysis. In the

example, the original configuration, from which the inter-city distances

were Obtained, was known (a two-dimensional surface). Thus a rationale

was provided for selecting the two-dimensional scaling configuration.

It is evident that such a basis for selecting dimensionality will not

normally exist.

Kruskal has suggested that stress values be employed to

determine dimensionality.2 Stress values and associated dimensions are

plotted along the two axes of a graph and these points are connected.

 

1It is also possible that adoption Of a scaling procedure which reduced

the possibility of a degenerate scaling solution (as discussed earlier)

might have led to a closer correspondence between Observed and derived

distances.

2Ibid.
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Existence of a significant change in lepe provides a rationale for

selection of that dimensionality for the scale.

This multidimensional scaling technique thus appears to be

a useful tool for determining the Optimal dimensionality of the pre-

ference space which locational types appear to occupy, as well as the

relative positions of locational types within this space. The method

also provides an indication of the loss of accuracy which results from

collapsing this space into fewer dimensions.

To the extent that locational preferences can be represented

 by a unidimensional scaling of locational types, a preference (in-

T

difference) surface can be derived using the one-dimensional scale

values from the Kruskal technique. Equal-preference lines representing

this surface may be interpolated from the values assigned to each

locational type. The fact that preferences are consistent does not

preclude the existence of anomalies in the preference surface, since

consistency in preferences need not involve consistency over distance

and/or attractiveness attributes. Thus consistency is no guarantee

that the preference surface can be easily represented and interpreted

in terms of these criteria. Obviously, interpretation of the preference

surface, in terms of preference variation over distance-attractiveness

combinations, is facilitated when few or no anomalies are present.

Further Analysis of Locational Preferences: Comparing Population Subgroups

and Identifying Random Choice

Comparing Preferences of Population Subgroups

A further aspect Of the methodology concerns the investigation



45

of the relationship between locational preferences and various

characteristics of the population members. One method of commencing

such an examination is to group population members on the basis Of one

or more characteristics and to derive preference surfaces and scales

for each group by the method already described. The detailed comparison

of preferences derived for the groups, however, involves techniques not

previously discussed. The following example outlines an approach to

this problem.

Assume that locational choice data can be compiled for groups

 1
;
!

formulated on the basis of three characteristics of the camper population:

for example, income, camping experience and type of camping party. If

each characteristic is differentiated into two categories, eight

different subgroups are possible. TableS) indicates hypothetical

choices between two locational types (A and B) for these eight groups.1

Each Of the 450 population members has been assigned to one Of the 16

groups on the basis of income, camping experience and camping party

attributes, as well as his choice between locational types A and B.

 

1The example used here is after Blalock (H.M. Blalock, Social Statistics

[New York: McGraw-Hill Book CO. Inc., 1960] pp. 234-239).
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TABLE 9

A HYPOTHETICAL CAMPER SUBGROUPS BASED ON CHARACTERISTICS

 

 

 

 

 

OF CAMPERS

Camping Loc. type A chosen Loc. type B chosen Totals

Income experience over B over A

Family Non-family Family Non-family

4;group group group group

Less than Less than

$10,000. 5 yrs. 60 40 20 16 136

5 yrs.

or more 40 18 24 38 120

$10,000. Less than

or more 5 yrs. 40 6 24 32 102

5 yrs.

or more 24 2 12 S4 92 -

Totals 164 66 80 140 450     
Among these attributes, what comparisons would appear to be

most meaningful? A logical criterion would be that the groups compared

be mutually exclusive, that is, there is no chance of individuals be-

longing to more than one of the groups being compared.1 If, for example,

two mutually-exclusive income groups are compared, it is not clear that

observed differences in preferences can be attributed to income

differences, since individuals in the groups vary in other respects

 

1For example, if a particular income group is compared with a group

having a certain amount of camping experience, it is apparent that

a number of individuals could belong to both groups, since possession

of the one attribute does not preclude possession of the other.
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than just income. Thus, to show impact of income differences, it is

desirable, where possible, to control for variation in other known

attributes. In the example below, the relationship between locational

preference and income class is examined, while controlling for

variations in experience and type of camping group. From the previous

table, the following series of contingency tables can be derived

 

 

 

 

 

 

 

(Table 10).

TABLE 10

CONTINGENCY TABLES FOR

HYPOTHETICAL CAMPER SUBGROUPS

Income Less than 5 yrs. eXperience 5 yrs. experience or more

Loc. type A Loc. type B Loc. type A Loc. type B

chosen over B chosen over A over B over A

Family group

Less than

$10,000. 60 20 40 24

$10,000.

or more 40 24 24 12

Non-family group

Less than

$10,000. 40 16 18 38

$10,000.

or more 6 32 2 54   
The chi-square test is appropriate to test these contingency

tables for significant differences in preference. The results of this
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test are indicated below (Table 11).

TABLE 11

CHI-SQUARE TEST RESULTS:

HYPOTHETICAL CAMPER SUBGROUPS

 

 

 

Type of Camping Chi-square Significance

camping experience x2 level 02

party

Family 0-5 yrs. 2.565 not signif. .017

S + yrs. .188 not signif. .002

Non-family 0-5 yrs. 28.064 p < .001 .298

5 + yrs. 15.582 p <.001 .139   
 

For the non-family group there is a moderatley strong

relationship between preference for locational type A over B and income

less than $10,000. This relationship is somewhat stronger for campers

with 0-5 yrs. experience.

While only two locational types are considered here, this

analysis could be expanded to consider the entire revealed preference

matrix of locational types. A matrix of chi-square values could then

be formulated which could be used to indicate, for each pair of

locational types, whether or not significant differences in preference

exist for the two population subgroups.

Two problems are evident in the above application of chi-

square analysis. One is that the chi-square test is inapproPriate when

expected cell values are small (i.e. when the smallest expected

frequency is less than five) or when the population is small (i.e. less
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than 20). The other problem relates to the fact that chi-square values

are directly proportional to the size of the population trested.1 Since

varying population sizes are anticipated for different locational types,

some method of compensating for these differences is desirable.

The problem of dealing with small expected frequencies and/

or small populations may be resolved by employing the Fisher exact

probability test.2 This test can determine significance of differences

in preferences among pairs of locational types, where only a few choices

are observed. Thus the matrix resulting from the analysis of choice

data would consist of both chi-square and Fisher exact probability

values and significant differences could be identified.

The second problem of varying population sizes is more

difficult to resolve because of the existence of both chi-square and

Fisher exact probability values. Where the chi-square test has been

employed, the chi-square value can be divided by the total population

(XZ/N) to give a coefficient (02) which, for a 2 X 2 contingency table,

varies from 0 (no difference) to 1 (maximum difference). However, no

equivalent coefficient can be calculated for the Fisher exact

probabilities. The only feasible solution appears to be the setting up

 

1For example, in the case of the following two contingency tables, the

chi-square statistic for the second table is double that of the first,

despite the similarity of the proportions (after Blalock, Social

Statistics, p. 226).
 

 
 

30 20 50 60 40 100

20 30 50 40 60 100

so 50 | 100 100 100 | 200

2S. Siegel, Nonparametric Statistics for the Behavioral Sciences

(New York: McGraw-Hill Book Co. Inc., 1956), pp. 96-104.



50

of arbitrary dividing points for both the 02 coefficient and the Fisher

exact probability values which differentiate between "significant" (for

the purposes of our analysis) and "non-significant" differences in

preference. Various summary statistics for the matrix of test results

are discussed in conjunction with test results in Chapter V.

It is apparent that, in determining the number of variables

to be included in the comparison technique, and the number of

categories in each variable to be considered, one major influence is

that of number of individuals included. It may not be possible to

subdivide the population as much as desired, simply because the number

of cases in each cell becomes too small. It is essential to achieve a

balance such that significant variables are included yet frequencies of

the cells remain large enough to permit the analysis.

IdentifyingRandomness of Choice Among_Locational Types
 

It is also feasible, using the technique discussed in the

previous section, to identify instances where choices appear to be

random in nature.

As indicated earlier, the probability matrix derived in the

revealed preference approach serves as an indicator of preference between

pairs of locational types. If the probabilities for type A being

preferred over B, and B being preferred over A are both 0.5, then

indifference between the locational types is defined (that is, they are

equally preferred).

In situations where pairwise probabilities are close to 0.5,

it might be suspected that these simply represent random fluctuations
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from an indifference relationship. In other words, if individuals do

not care which of two locational types they select, their random choices

would be expected to yield pairwise probabilities which are not

significantly different from 0.5 (the indifference situation). By

testing observed frequencies against frequencies expected if the in-

difference relationship applied, those cases with insignificant differences

can be identified. The chi-square and Fisher's exact tests are

appropriate for this purpose and are each applied under conditions

noted in the previous section. Where differences from 0.5 probabilities

are not significant, it might be concluded that the pairwise choices

here simply mask a relationship of indifference. Again, various

summary statistics can be employed to indicate the general pattern of

apparent random choice. These are described later in conjunction with

the application of the test.
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CHAPTER III

APPLYING THE MODEL TO LOCATIONAL CHOICE IN RECREATION: DATA CONSIDERATIONS

A revealed preference approach to the modelling of preferences

for location has been outlined in the previous chapter. Discussion of

the means of applying this model to specific data on the location choices

of recreation resource users comprises the topic of this chapter.

Information on Choice of Location
 

Data Requirements
 

As previously noted, the basic information required in the

revealed preference approach concerns the interaction of individuals

with locations, in this case, the movement of individuals from origins

to destination locations for recreation purposes. Also essential are

measures of site attributes of the destinations and their situation

with respect to origins of users frequenting them.

There are a number of desirable attributes regarding origin-

destination flow data utilized in the revealed preference approach. It

is important that the interactions included should involve a common

purpose as much as possible and be measured in a conSistent manner.1

 

1For example, it would be useful to be able to indicate not only origins

and destinations of trips, but also particular routes chosen, stopovers

along the way and so on.

52
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Since each interaction provides information about a limited number of

pairwise locational choices, it is necessary to include a sufficient

number of interactions so that data is available for most if not all of

the possible pairwise choices. Attempted control of extraneous

variables which might adversely affect the analysis is another desirable

feature of the data. For example, since locational preferences and

the characteristics of destination alternatives can undergo change over

time, the time period over which the interaction data is collected should

be as short as possible.1 Where sampling of interactions is undertaken,

steps should be taken to ensure an adequate and representative sample

of the population in order that conclusions may be drawn about the

entire population, not simply the sample.

To facilitate the compiling and analysis of interaction data,

frequently it is necessary to limit the number of origins and

destinations included. In many cases this may be accomplished simply

by grouping nearby origins or destinations and determining a represent-

ative point location for each group. The validity of such generalizations

depends on a number of criteria such as: size of total area involved,

size of the areas encompassing the grouped locations, the degree to

which clustering of origins and destinations occurs, and the extent to

which distance and site attributes are generalized in the revealed

 

1For instance, it could be hypothesized that the locational preference

of campers differ depending on the particular season of the year.

Information compiled over several seasons would mask such differences.

 Ir‘
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preference analysis.1

Distance between origin and destination locations can be

indicated in a variety of ways. The simplest approach involves the use

of straight-line mileages between origins and destinations. For greater

accuracy, however, actual mileages of the shortest routes might be

employed. r

A number of models utilizing origin—destination distances i

have employed travel time and/or travel cost estimates to represent

these distances.2 The value of employing such estimates depends on

whether or not they are more realistic than simple mileage measures.  1'..‘
.
4
'
:
_
L

The assumption in these studies is that travel time - cost measures

are more relevant criteria to recreation resource users than simple

mileage measures. As is apparent in recent writings, such an assumption

 

1Ellis, (J.B. Ellis, "Systems Analysis of Provincial Park Camping:

1966 Park User Survey," A Report prepared for Parks Branch, Ontario

Department of Lands and Forests [Torontoz Mimeographed, 1968],

pp. 33-36.) and Chubb, (M. Chubb, Outdoor Recreation Planningfin

Michigan by a Systems Analysis Approach, pp. 91-99.) discuss problems

in generalizing origin-destination information concerning recreation

resource users.

 

 

N

For example, Ellis (J.B. Ellis, A Systems Model for Recreationgl

Travel in Ontario: Further Results. [Downsview, Ontario: Ontario

Department of Highways Report NO. RR148, 1969] p. 13) has employed

the following formula to determine "resistance" of highway links

between origins and destinations.

Rh = (Lh/Sh + 0.67 x 0.031h)1.25

where Lh is length of link h in miles

S is average speed over link h (m.p.h.)

0.67 and 1.25 are constants

0.03 is average cost of vehicle Operation

($ per mile)

Note that resistance increases disprOportionately with increasing

time-distance in this function.
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,

may not be realistic.

Certain systematic inaccuracies in the predictions of

interaction models (particularly the gravity model) has been attributed

to inadequate representation of the distance variable.3 It has been

suggested that perceived distance rather than actual distance is the

important measure to be incorporated into the model. However, little

information about distance perception of recreation resource users

is available, and hypotheses are few.4 Given this situation, it would

seem desirable, for the purposes of this study, to determine locational

preferences in terms of "objective" characteristics of spatial structure

(i.e. distances expressed by mileage) rather than in terms of

subjectively-derived measures of uncertain representativeness. HOpe-

fully, the results will point out certain characteristics of perceived

distances.

Origin-Destination Data for Ontario Provincial Park Campers

As already intimated, the interaction pattern to be analyzed

in this study concerns the movement of Ontario provincial park campers

from hometown origins to provincial park destinations. Much of the

origin-destination data to be employed in the analysis was obtained

 

1J. Beaman, Distangg and the "Reaction" to Distance as a Function of

Distance, CORDS. Technical Note NO. 14 (Ottawa: National Parks

Branch, 1972).

2R.I. Wolfe, "Communications," Journal of Leisure Research, 11 (1970),

pp. 84-87.

3R.I. Wolfe, "The Inertia Model," Journal of Leisure Research, IV

(1972), pp. 73-76.

41bid.
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from a 1966 survey of a sample of provincial park users.1 This survey,

carried out during July and August 1966, attempted to obtain a minimum

sample of fifty camping parties frequenting each of the provincial

parks.2

The representativeness of the sample data has been questioned.

Eleven of the 81 parks, for example, have sample sizes significantly

lower than the specified minimum of fifty. Also, Ellis has noted

discrepancies between certain sample characteristics and known

population characteristics.3 While these conditions would be

important if conclusions were to be drawn about all campers in each

park (as Ellis and Wolfe sought to do), they are less significant

when interest is in the entire Ontario provincial park camping

population (as in this study).

There is, however, one aspect of the sample affecting its

representativeness for this study. This is the apparent variation in

sampling fractions from one park to another, as a result of specifying

a sample size of one percent p:_fifty camping parties (whichever is

larger). The effect of this requirement is to raise above one percent

the sampling fractions of the less-patronized destinations, and thus

 

1This park user survey was jointly undertaken by the Ontario Department

of Lands and Forests and the Ontario Department of Highways. The

relevant questionnaire (long form) and its accompanying instructions

are included as Appendix V. Wolfe, (R.I. Wolfe, A Use Classification

of Parks by Analysis of Extremes: Final Report of a Recreational

Travel StudyCIDownsview, Ontario: Ontario Department of HIghways

Report No. RR134, 1969]) and Ellis (Ellis, A Systems Model, Further

Results) have discussed various aspects of the survey.

 

 

 

2A "camping party" consisted of individuals entering the park in one

vehicle. The sample to be obtained was specified as one percent of the

camping parties or fifty parties, whichever figure was larger.

3Ellis, A Systems Model, Further Results, p. 11.
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over-represent these users in the sample.1 The impact of this variation

in sampling fractions is examined in the following chapter.

The destinations included in the survey consisted of the 81

provincial parks having campground facilities.2 There was little

difficulty in representing these destinations in terms of point

locations since parks were not grouped in the analysis.

Each sampled camping party originating in Ontario was assigned

to one of 89 origin centers in the province which most closely

approximated its hometown location. Campers originating outside the

province were designated only by region or state of origin. These

parties from non-Ontario origins were eliminated from consideration,

not only because of insufficient information about origin locations,

but also because it is unrealistic to conceptualize them as choosing

primarily among Ontario provincial park alternatives.4

It was decided to reduce the origin-destination matrix to a

more manageable size by combining origin centers situated reasonably

close to each other, resulting in 54 instead of 89 origin points.S

 

1Appendix VII provides information about these sampling fractions.

These destinations are listed in Table 12 and their locations are

indicated in Figure 6.

3Thereby reducing the sample size by about 35 percent to approximately

3300 camping parties.

4Correspondingly, the failure to include non-Ontario destinations as

alternatives for Ontario campers must be recognized as a weakness of

this study which was unavoidable because of the lack of data.

5These origins are indicated in Table 13 and Figure 6.
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TABLE 12

ONTARIO PROVINCIAL PARK DESTINATIONS, 1966: NAMES AND CODE NUMBERSa

b
Clay Creek 011 Devil's Glen 122

Holiday Beach 012 Earl Rowe 123

Ipperwash 013 Mara 124

Long Point 014 Sibbald Point 125

Pinery 015 Six Mile Lake 126

Rock Point 016 Antoine 131

Rondeau 017 Finlayson Point 132

Turkey Point 018 Marten River 133

Wheatley 019 Samuel de Champlain 134

Five Mile Lake 021 Arrowhead Lake 141

Greenwater 031 Grundy Lake 142

Kettle Lakes 032 Killbear Point 143

Caliper Lake 041 Mikisew 144

Lake of the Woods 042 Oastler Lake 145

Quetico O43 Restoule 146

Blacksand 051 Sturgeon Bay 147

Klotz Lake 052 Algonquin 151

MacLeod Lake 053 Carson Lake 152

Neys 054 Driftwood 153

Rainbow Falls 055 Inwood 161

Ivanhoe Lake 061 Kakabeka Falls 162

Craigleith 071 Middle Falls 163

Inverhuron 072 Sibley 164

Point Farms 073 Lake Superior 172

Sauble Falls 074 Mississagi 173

Nagagamisis 081 Pancake Bay 174

Remi Lake 082 Ojibway 181

Fitzroy 091 Pakwash 182

Rideau River 092 Chutes 191

Silver Lake 093 Fairbank 192

South Nation 094 Killarney 193

Aaron 101 Windy Lake 194

Blue Lake 102 Esker Lakes 201

Rushing River 103 Kap-Kig-Iwan 202

Sioux Narrows 104 Black Lake 211

Balsam Lake 111 Bon Echo 212

Darlington 112 Lake St. Peter 214

Emily 113 Outlet Beach 215

Presqu'ile 116 Obatanga 221

Serpent Mounds 117 White Lake 222

Bass Lake 121

8Except for the deletion of Clay Creek and the addition of two parks

(Selkirk and Bonnechere), the 1968 list of destinations is unchanged.

bPark code assigned by Ontario Department of Lands and Forests.
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TABLE 13

ORIGIN CENTERS USED IN THE ANALYSIS OF

ONTARIO PROVINCIAL PARK CAMPER DATA, 1966

Windsor

Chatham, Wallaceburg

Sarnia

St. Thomas

London

Woodstock

Simcoe

Stratford

Niagara Falls, Welland,

Port Colborne

St. Catharines

Dunnville

Brantford

Kitchener, Waterloo,

Galt, Preston, Guelph

Hamilton, Dundas

Burlington

Oakville, Georgetown

Brampton, Mississauga

Metropolitan Toronto

Aurora, Newmarket,

Richmond Hill

Oshawa, Whitby

Lindsay

Goderich

Walkerton

Owen Sound

Orangeville

Barrie

Orillia

Cobourg

28

29

30

31

32

33

34

35

36

37

38

39

40

41

42

43

44

4s

46

47

48

49

50

51

52

53

S4

Peterborough

Belleville, Picton

Trenton

Gravenhurst, Haliburton

Kingston, Napanee

Brockville

Smith Falls

Ottawa, Rockland

Prescott, Cornwall,

Morrisburg

Hawkesbury, Alexandria

Parry Sound

Pembroke

North Bay, Sturgeon Falls

Sudbury

Espanola, Little Current

Sault Ste. Marie, Thessalon

Chapleau, White River

New Liskeard

Kirkland Lake

Timmins, Cochrane

Kapuskasing

Geraldton

Thunder Bay (Port Arthur,

Fort William), Nipigon

Atikokan

Dryden, Sioux Lookout

Fort Frances

Kenora

 21"1".
"
-
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While some loss in accuracy occurred, this was judged to be small.1

As noted, the "camping party" was designated as the unit for

which information was to be compiled. A number of writers have

suggested that "camper days" (number of campers times length of stay

in days) is a much more precise measure of park usage than party visits.2

For this study, however, the camping party was considered to closely 9

approximate the decision-making unit and hence was a more appropriate

measure of locational choice than camper days. Length of stay (measured

in camper days) can be treated later as one variable differentiating

 camping parties.

One of the benefits anticipated from the user survey concerned

the question of importance of use of parks as stopovers by campers on

extended trips. Lack of such information forced previous modelling

efforts to assume that each camping party travelled directly from

hometown to park and back again to hometown. Such an assumption is

obviously unrealistic in a number of cases. A "carbon-tracer" procedure,

whereby visits of camping parties sampled were to be recorded for each

park visited following the initial interview, proved to be largely

unsuccessful in revealing patterns of subsequent visits.3 In fact,

 

1In fact, an estimated 85 percent of Ontario residents camping in

provincial parks originated in or near 13 major Ontario centers in 1966.

251115, A Systems Model, Further Results, p. 14.
 

3Wolfe, (Wolfe, A Use Classification of Parks, pp. 2-3.) discusses

this failure and the reasons for it.
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because of faults in the questionnaire,1 it is difficult to identify

those parties in the sample utilizing parks as stopover points only.

It would appear to be desirable in the analysis to separate

"stop-over" visits from other camping party visits because of the

substantial differences in locational preferences that might be

expected between these two types of visitors. It appears logical that

the range of alternative destinations is considerably more restricted

for stop-over visits than for other types of visits.

Since the questionnaire data does not permit a distinction

between stOp-over campers and other types for the sample, an attempt

was made to separate out those park destinations having high proportions

of stop-over campers. While information on these proportions is lacking

for 1966, estimates are available for the 1970 camping season.2 The

1970 proportions were employed since they were considered unlikely to

differ significantly from the 1966 situation.

If the criterion is adopted that parks having proportions

of stop-over campers greater than fifty percent should be separated

from those having proportions of fifty percent or less, several facts

emerge. For one thing, with only three exceptions, all parks north of

a line through Algonquin Park are designated as stop—over parks (each

 

lNotably a previous stopover or planned subsequent stOpover was

recorded only if it involved a period of two or more nights (Ibid.,

p. 19). Thus one-night stopovers were ignored.

2Ontario Department of Lands and Forests, "Park Use Statistical

Report, 1970,” (Mimeographed). Information concerning length of stay

of campers was used to distinguish between stop-over and destination

campers.
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having more than fifty percent stop-over campers). In fact by this

criterion, over one-half of all parks are defined as stop-over parks

(46 out of 81 parks). Clearly, such a division of the park system

into two parts -- one, consisting of distant "stop-over" parks, and

the other consisting of nearby "destination" type parks -- is un-

satisfactory for analysis of locational preferences. It would be

impossible to ascertain preferences of campers other than the stOp-

over type for the more distant locations, or of stOp-over campers for

closer locations. The separation of park destinations thus is not

considered to be a satisfactory solution to the problem of separating

stop-over campers from other types.

A more fundamental problem in separating stop-over campers

from other campers relates to the definition of "stop-over camper".

It seems likely that there is a continuum of types of stay ranging

from "one night stop-over" to "park as sole destination" along which

individual camping parties might be placed. Accordingly, it would be

difficult to draw a line between stopovers and other stays. It would

also be misleading, since the type of visit may not be distinguished

correctly by such a procedure.

In a situation where purposes of park stays were well-

defined it would seem desirable to distinguish among different types of

stays and deal separately with locational preferences related to them.

In the absence of such information it would appear pointless to attempt

to separate out imperfectly only one such group. Rather, it was

concluded that each destination choice, regardless of the characteristics

of the chooser or the situation under which it was made, should be
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regarded as contributing to the overall preference structure of

Ontario campers.

Measuring the Attractiveness of Parks for Campers
 

General Considerations
 

The derivation of attractiveness measures for destination

sites has proved to be difficult, largely due to problems in defining

"attractiveness" as well as problems in quantifying and measuring those

characteristics it is considered to encompass.

What are some of the desirable features of a technique adOpted

for rating site attractiveness? Certainly one important aspect should

be the minimizing of subjectivity both in the rating scheme and in its

application (i.e. results should be replicable by different evaluators

using similar criteria). The evaluation process, then, should be well-

defined and the attributes to be examined should be specified in detail

and operationally defined. The criteria should also be consistent with

information about the basis on which individuals choose among destination

sites.

For the purposes of this study, one of the most important

characteristics of an attraction index is that it be derived independ-

ently of the specific destination choice patterns exhibited by the

individuals of concern. Since the revealed preference approach has

 

1Later in the study, attempts are made to relate such variables to

differences in locational preference.
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hypothesized the combining of distance and site attractiveness

attributes in choices made among alternative destinations, the use of

raw choice data to define site attractiveness alone obviously would be

contrary to this hypothesis and hence unacceptable.

Relative to problems of measuring attractiveness of

destinations for most other types of recreational pursuits, measuring

attractivity of parks for camping has certain advantages.1 In contrast

to other pursuits, number of destinations to be treated is limited, and

these sites are well-defined by park boundaries. Also, many of the

attributes of park sites frequently can be ascertained from available

information.2 In addition, since campers have been scrutinized more

closely than other recreational groups, more is known about their

preferences for destination facilities than about those of other groups.

Prior to the consideration of specific attraction indices,

several questions should be briefly dealt with. For one thing, since

the destinations of interest include only provincial parks, are there

significant differences among the site characteristics of these parks

which influence their attractiveness to users? Cursory examination of

parks quickly points to the affirmative. In fact, the term "provincial

park" includes areas having widely varying natural environments and

 

1Chubb, Outdoor Recreation Planning in Michigan, pp. 155-56.

2 . .

'This situation contrasts to that of cottaging or boating, for

example, where much more extensive, more diverse, and less well-

known destinations frequently must be dealt with.
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facilities for recreational activities.1 Recognition of diversity

within the parks system is evident in the provincial park classification

scheme used in Ontario to identify park areas having different

management and use objectives.2

Given that variation in site characteristics of Ontario

provincial parks does exist, to what extent are campers aware of such

variation and consider it in choosing among destinations? The results

of the 1966 survey of Ontario provincial park users provide some

information on this question, suggesting that there is a link between

recreation activity preferences of campers and the facilities available

for such activities in the parks they patronize.3 It appears that

campers have at least some awareness of differences in park character-

istics and consequently choose their park destinations accordingly.

For all parks, an average of 4.2% of the camping sample expressed an

intention to go boating.4 However, in parks where boat launching

facilities were not available (and therefore boating would be difficult

or impossible), the average percentage preferring boating dropped to

 

1Appendix 11 gives some indication of the lack of uniformity of

Ontario provincial parks.

2Ontario Department of Lands and Forests, Classification of Provincial

Parks in Ontario (Toronto: 1967). Park classes include: Primitive

Parks, Wild River Parks, Natural Environment Parks, Recreation Parks,

and Nature Reserves.

 

 

3Question 26 of the camper questionnaire asked which two activities

were considered most important to the enjoyment of this park visit.

Note the possibility for discrepancies between intention and participation.

4These figures were derived by averaging together the number of first

and second choices for each activity (expressed as a percentage) for

each park and then averaging for all parks in the group.
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half of the overall average (2.1%). Similarly, for the entire park

system, an average of 29.3% of the campers in each park intended to go

swimming. For the parks where swimming facilities were negligible, this

average dropped to 12.7%.1

Evidence that campers do not seek the same things in a

camping experience suggests that different attraction ratings might be

devised to serve different types of campers. For example, a number of

studies have distinguished between the "wilderness camper" and the "social

camper" having markedly different purposes and preferences.2 However,

in most cases, campers have been so classified not by ascertaining

their motives or desires, but rather by defining destinations as

wilderness or social destinations on the basis of their attributes.

The characteristics of the users of such parks then become the attributes

of wilderness or social campers. Thus these types of campers are

designated in terms of the specific pattern of opportunities which

exists. For instance the fact that most campers must travel con-

siderable distances to reach wilderness parks results in wilderness

campers being defined as campers willing to travel long distances to

destinations. Is it not possible that there are "wilderness" campers

who make the best of closer, less desirable parks simply because of

the poorer accessibility of the more ideal parks, in essence trading

 

1The possibility exists that in some cases, the park may simply serve

as a base for a recreation activity pursued outside the park boundaries.

2The following reference is an example of this type of study. J.B.

Ellis, A Systems Model for Recreational Travel in Ontario: A Progpess

Re ort (Downsview, Ontario: Ontario Department of Highways, Report

NO. RR126, 1967), pp. 16-30.
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off quality for accessibility?

Therefore, to the extent that different camper groups are

defined by their locational preferences (as above), separate analysis

of locational preferences of these groups is not very meaningful since

the results would largely "reveal" the preferences whereby the groups

were defined. Given the inadequate information available on true

motives and preferences of the camper sample utilized in this analysis,

there is little point in devising separate park attractiveness indices

for different camping groups.

Techniques for Measuring Park Attractiveness
 

Simple Attraction Functions. -- One of the simplest and
 

most easily applied measures of park attraction is the type discussed

by Ellis1 utilizing a simple function to determine attraction (as

indicated below).

= (W +K )Ad cdsd d le

K2

 

where Ad is the attraction value for park d

Cd is the index of relative camping capacity of the park

(0.2, 0.6, 1.0, 2.0, or 3.0)

Sd is a value denoting the presence of any special

factor

(0, 0.75, or 1.25)

W is an index of relative quality of water-related

resources

(0.2, 0.6, 1.0, 1.5, 2.0)

Qd is an index of relative quality of outdoor

setting

(0.5, 1.0, or 2.0)

K1 and K2 are constants

 

1Ellis, A Systems Mods}, Progress Report, p. 8.
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As is apparent in the definitions of the variables, the chief dis-

advantage is the amount of subjective judgment involved both in the

designation of possible values as well as in assignment of such values

to particular parks. Such a technique, however, appears to have some

use as a "stop-gap” device, serving in the absence of a more

satisfactory scheme.

This technique has been applied to Ontario provincial parks1

and the results are listed in the first column of Table 14. Comparison

of highly rated parks against those with low ratings suggests that

relative capacity is perhaps the most important factor in this rating

(the final attractiveness ratings correlate quite highly with capacity

ratings).

A technique employed by Cheung is another example of a

relatively easily applied function measuring park attractiveness which

requires little detailed information on park characteristics.2 The

attraction function attempts to incorporate measures of both the general

popularity of specific activities and the facilities available for

such activities at particular parks.3

Again the arbitrary definition of values assigned to park

characteristics and the degree of subjectivity are major problems.

Also certain measures of usage incorporated into the index calculations

 

1Ibid., p. 10.

2Cheung, A Day-Use Park Visitation Model, pp. 4-5.

3Facilities for a more popular activity thus receive a higher rating

than do those for a less popular activity.
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do not appear to be independent of the specific spatial patterns of

alternatives within which they were observed, a problem which is

recognized by Cheung.

 

Factor Analysis Technique. -- The availability of fairly

detailed data on park characteristics and the desirability of a more 9-

objective approach in evaluating park attractiveness have led to .

employment of a factor analysis approach.1 Since the approach is

discussed in detail eISewhere,2 only the major elements are referred 5

to here.  
The factor analysis approach attempts to replace a large

number of indices of park characteristics by a relatively small number

of factors which appear to underlie such indices.3 The interrelationships

which are found to exist among such indices are considered as indicators

of the possible presence of one or more underlying factors related to

the indices in varying degrees. The contribution of the individual

indices to such factors depends on the extent of their correlation

with the factors as reflected in their factor loadings.

In the factor analyses of both Michigan State parks4

 

1C.S. Van Doren, "An Interaction Travel Model for Projecting Attendance

of Campers at Michigan State Parks" (unpublished Ph.D. dissertation,

Department of Geography, Michigan State University, 1967).

2Ibid., Michigan State University, Department of Resource DeveIOpment,

Michigan Outdoor Recreation Demand Study, pp. 5-1-5-82-

3A good introduction to factor analysis can be found in Blalock,

Social Statistics, pp. 383-89.

4Van Doren, "An Interaction Travel Model."
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1 approximately 56 site indices of aand Ontario provincial parks,

binary character (only presence or absence is recorded) were utilized.2

In both cases, the existence of three broad dimensions underlying the

specific indices was hypothesized and apparently borne out by the

results of the analyses. The three dimensions are defined as water-

related features, comfort-convenience aspects, and "backwoods"

attributes (the last one is presumably a wilderness dimension). The

key indices contributing to these dimensions, identified by their

relatively high factor loadings, can thus be regarded as representative

 of park attributes relevant to these dimensions.3

The variation in scores for individual parks derived by

totalling the factor loadings for those key characteristics present,

can be considered a measure of their degree of difference. For example,

considering two key indices under the water-related dimension, presence

of more than one boat ramp contributes roughly twice as much weight to

the park score as does the presence of a separate day-use beach (having

factOr loadings of .59 and .28 respectively). As the number of key

indices possessed by a park increases, the higher its score becomes.

Thus those parks well-represented on each of the three dimensions achieve

the highest scores while those with more limited representation have

lower scores.

 

1Ellis, "Systems Analysis of Provincial Park Camping."

2For Ontario provincial parks, this information was obtained from Park

Description Forms first completed for each park in 1966. The 56

indices used in the Ontario analysis are listed in Appendix III.

3For the Ontario analysis, these key variables and their factor loadings

are indicated in Appendix III.
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The initial results of the rating of Ontario provincial parks

using factor analysis were adjusted to compensate for cases in which a

park apparently possessed none of the key indices identified in the

analysis.1 Also, the individual scores were adjusted to achieve a

mean attraction score which is more easily interpretable (each score

was divided by 1.53 to obtain a mean score of 1.00). The adjusted

attraction scores are presented in the second column of Table 14-

On the assumption that capacity influences attractiveness,

a relative capacity index was then derived for each park based on the

 number of campsites in the park in 1966, and adjusted to give the mean 5

number (195) an index value of 1.00. (Column 3 of Table 14) This

capacity index was multiplied by the adjusted attraction index to give

an overall attraction index (Column 4 of Table 14).

Certain characteristics of the attraction ratings derived

from the factor analysis are revealed in Table 15. Parks achieving

high ratings are generally those possessing many of the key attributes

defined in the factor analysis as well as having relatively large

capacities to accommodate campers. Correspondingly, those with low

ratings have few or none of the key attributes and small relative

capacities.

 

1Seven of the parks (Clay Creek, Klotz Lake, South Nation, Arrowhead

Lake, Inwood, Mississagi, and Killarney) fell into this category

and were assigned an arbitrary "base-line" score equivalent to

approximately seventy percent of that of the lowest-rated index

utilized (Ellis, "Systems Analysis of Provincial Park Camping,"

p. 12.).
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TABLE 15

ATTRACTION INDEX EXTREMES: ONTARIO PROVINCIAL PARKS

(FACTOR ANALYSIS APPROACH)

 

 

Higha

Park Inherent Relative

Attraction Capacityc

Algonquin 2.49 6.70

Pinery 5.75 1.77

Rondeau 3.13 2.77

Sibbald Point 3.72 1.84

Killbear Point 3.68 1.56

Presqu'ile 2.56 2.07

Outlet Beach 2.04 2.46

Bon Echo 2.04 2.28

Marten River 1.48 2.39

Turkey Point 2.38 1.12

Samuel de Champlain 1.14 2.04

Inverhuron 1.66 1.38

Fitzroy 1.29 1.54

Sibley 1.78 1.09

Lowa

Park Inherent Relative

Attractionb Capacityc

Sioux Narrows .28 .31

Chutes .24 .36

Pakwash .28 .29

Arrowhead Lake .13 .51

Killarney .13 .51

Carson Lake .28 .23

Middle Falls .57 .10

Devil's Glen .22 .21

Inwood .13 .24

Antoine .24 .15

Clay Creek .13 ' .24

Mississagi .13 .19

Klotz Lake .13 .17

South Nation .13 .14

aColumns represent the 14 highest and 14 lowest park attraction

values (Column 4 of Table 14) ranked from high to low

bColumn 2 of Table 14.

cColumn 3 of Table 14.
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The rationale behind the use of factor analysis in defining

attractiveness is that variation among parks can be summarized by

extracting those indices most representative of this variation, hy-

pothesizing that the factors they represent are dimensions meaningful

to users in evaluating attractiveness. In this case, then, it is

hypothesized that campers evaluate park attractiveness on the basis

of water-based features, comfort-convenience aspects and "backwoods"

characteristics. Factor analysis results in the scoring of parks along

these dimensions. While such a hypothesis appears consistent with

available evidence,1 it cannot be tested conclusively. While judgment

is still necessary in determining the variables to be included and in

deciding which factor solution seems to be "best", the approach appears

to be considerably less subjective than other approaches considered.

Paired Alternatives Approach. -- Recently, a new technique

for determining park attractivity based on observed interaction patterns

has been proposed.2 Because of its similarity to the revealed preference

approach of this study, this technique is briefly examined here.

In brief, the approach is based on the assumption that

distance to destination is an impediment to interaction with that

destination, an impediment which always increases as distance increases.

Thus individuals by-passing closer destinations are assumed to have

judged their chosen destination as more attractive than the closer

 

1For example, the identification of social and wilderness type campers.

2J.H.C. Ross, Attractivity Indices, A Report to the National and Historic

Parks Branch, Canada Department of Indian Affairs and Northern

Development (Ottawa: 1971).

 



des‘

63'

des

be

(185‘

des:

dest

mat:

the

util

scor

of t

101

DEE

an

[0.

 



78

destinations by their willingness to encounter greater difficulty by

travelling further. By recording all choices between the chosen

destination and closer destinations (if any), a comparison matrix can

be set up. Note that the choices of those choosing the closest

destination are not considered in this approach. Also, for any two

destinations, choice is recorded for only one preference, the further

destination over the nearer, never vice versa. From the comparison

matrix indicating for all pairs of destinations the number of times

the further was chosen over the nearer, an averaging technique is

utilized to determine attractiveness ratings. Such attractivity  
scores indicate destination attractiveness in terms of the proportion

of times a destination was chosen over closer destinations as Opposed

to being rejected in favour of more distant destinations.

The major problem with this technique is that the attractivity

measures do not seem to be independent of the spatial pattern of origin

and destination locations. Considering two destinations, it seems

obvious that frequently there will be inequalities in the number of times

one can be recorded as having been chosen over the other. Thus for a

destination far from major population centers, there is considerable

opportunity for it to be recorded as preferred over closer destinations,

but little Opportunity for others to be recorded as preferred over it.

Consequently, the further the destination from major origin centers,
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9

the higher its attractivity rating is likely to be.

A further problem relates to the assumption made concerning

the negative impact of distance. The goal of the revealed preference

approach here is to determine the way in which site attractiveness and

distance are combined. The use of attractiveness measures based on an

assumption about the evaluation of distance would appear to act against

this purpose.

Despite the problems noted above, this method of measuring

attractiveness does show promise. Unlike other techniques discussed,

it has the advantage of using the choice data of the subjects to derive

 ”'41.
—

a measure which presumably reflects their evaluation of attractiveness.

With refinement, it should ultimately prove useful in future studies.

Evaluation and Conclusions
 

Of the approaches to the measurement of attractivity of park

destinations reviewed, the factor analysis method appears to be the most

logical one to adopt for this study. It has the advantage of being

reasonably objective, of incorporating considerable information about

site characteristics, and of maintaining

 

1Cursory examination of the results Ross has obtained for Saskatchewan

provincial parks supports this conclusion. When the parks are ranked

in terms of attractivity scores and in terms of distance from Regina

(the major population concentration in the province), the correlation

between these ranks is virtually a perfect one. Despite the greater

complexity of the Ontario provincial park system, a similar effect

might well be expected in applying the technique to this system.

2One way of resolving this problem might be to employ proportions of

possible choices as measures instead of actual numbers of choiCes.

Thus the measures would represent the number of individuals preferring

a particular destination as a proportion of the total number of

individuals who could exhibit such a preference.
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pattern of destination alternatives.

In adopting an index of attractiveness in this study, the

assumption is made that the index truly reflects evaluation of site

attractiveness in the location choice process. It is thus desirable to

try to ascertain whether such a relationship does exist between the

designated index and the evaluation reflected in choice data. It has r-

been suggested that measures of consistency of choice among destination

attraction classes having similar distance-from-origin characteristics

might be used to assess the validity of the attraction measures. Thus,

if the attraction measures are valid, one would expect choices among  
destinations with similar distance characteristics to be consistent

with these measures.

In order to assess this consistency, the revealed preference

data for each of the eight distance classes was set up in the form of

a matrix, each cell indicating the proportion of times destinations in

one attractiveness category were selected over those in other categories

at a similar distance.1 Only pairwise choices between locational types

with similar distance characteristics were considered here. Hence,

by necessity only a relatively small proportion (one-eighth) of the total

number of pairwise choices in the original matrix were utilized.

The analysis employed the same test for consistency discussed

earlier with reference to the entire pairwise choice matrix. The

eight matrices together with the results of consistency tests are shown

in Figure 7. It is evident that consistency is complete for all but

 

1Derivation of the locational types used is discussed later.
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Locational types Locational types

Distance Distance

Class 51 41 31 21 11 Class 55 45 35 25 15

51 - 0 '0 0 0 55 - 0 0 0 0

l - 41 l - l 0 0 Cc=l.0 S 45 l - l l l

31 1 Q; - 0 0 Id=0.l 35 1 Q_ - 0 0

21 l l l - 0 25 l 0 l - 1

ll 1 l 1 l - ls 1 Q 1 9_ -

. 52 42 32 22 12 56 46 36 26 16

52 - 0 0 0 0 Cc=l.0 56 - 0 l 0 l

2 42 l - 0 0 0 I =0.l 6 46 1 - l 1 ~ 1 C

32 1 _o_ - 0 0 d 36 p p - 0 l I

22 l l l - 0 26 l 9_ 1 - l

12 l l l l 1 - 16 g_ Q_ 9_ Q_ -

53 43 33 23 13 57 47 37 27 17

53 - 0 0 O 0 57 - l ‘0 1 1 C

3 43 1 - l 0 0 C =l.0 7 47 0 - 0 0 0 I

33 l p - 0 0 l§=0.l 37 T 1 - 1 0

23 l l l - 0 27 g_ 1 Q_ - 1

13 l l l l - 17 Q_ l 1 Q_ -

54 44 34 24 14 S8 48 38 28 18

S4 - 0 l 0 0 58 - 0 1

4 44 1 - 1 0 0 Cc=l.0 8 48 l - 0

34 _(_)_ (_)_ .- 0 0 Id=0.2 38 9_ l -

24 l l l - 0 28

14 l l l l - 18

CC 8 Coefficient of Consistency

Id 8 Index of Discrepancy

Figure 7. -- Preference matrices, consistency and

discrepancy indices using the factor

analysis measure of site attractiveness.
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the two longest distance classes. The longest distance class data are

incomplete because of a lack of information on certain pairwise choices,

hence little confidence should be placed in results showing complete

inconsistency.

However, in order to interpret better the meaning of these

results, several points should be made about the measure of consistency

used. The measure simply compares the number of circular triads (cyclic

triples) observed in the data against the maximum possible number of

circular triads. Such a measure says nothing about the preference

ordering of the locational types included. What is of concern is the  
extent of agreement among the pairwise choice data, not the nature of

the preference ordering. An intransitivity is recorded regardless of

whether it is found that A+B, B+C and C-vA or C-v-B, B-vA, A+C. Thus,

even though for a particular distance category the choices among

locational types may be perfectly consistent, this does not imply that

the highest attractiveness type is most preferred followed by the next

highest and so on down to the lowest attractiveness category.

It is desirable then, in addition to the measure of

consistency to have some indication of the extent to which the preference

ordering hypothesized in the attraction index is maintained in the

pairwise choices observed. One simple measure of this agreement in

preference ordering is merely to count the number of times in pairwise

comparisons that there is a departure from the expected ordering of

locational types. An index can be created by expressing these

departures as a proportion of the maximum number of departures possible.

For example, if the expected ordering of five locational types is A

(most preferred), B, C, D, E (least preferred), this would be achieved
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if the following matrix of observed pairwise choices was discovered

(Table 16). The presence of a 0 in the lower half of the matrix would

indicate a departure from the expected ranking, hence a maximum of 10

such departures is possible.

TABLE 16

PREFERENCE MATRIX INDICATING CONSISTENCY WITH

EXPECTED PREFERENCE RANKING

 

(cells indicate prOportion of choices

for column locational type over row

type -- 1 indicating proportions

0.5 and 0, proportions 0.5)
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Figure 7 indicates matrices for each of the eight distance

categories with locational types for each of these matrices ordered

from highest to lowest attractiveness category. Departures from the

expected ranking are indicated by 0's (underlined) in the lower half

of each matrix. The three lowest distance classes each have only one

departure from the expected ranking, in all cases involving slightly

greater preference for the third most attractive type over the second

highest type. The higher distance classes exhibit a greater number of

departures from the expected ranking, however, only in the case of the

sixth class do these departures constitute more than one-half of the

maximum number possible.

Two other measures of attraction were also examined in order

to compare the above results with those of other indices.1 One such

 

1These attraction values are indicated in Columns 7 and 8 of Table 14.

 



COP.

The

the

at

CC



84

measure uses average length of stay of campers at a park as a measure

of site attractiveness, with the assumption that the longer the average

length of stay, the more attractive is the park.1 The other measure

employs the results of a question of the 1966 Ontario Park User Survey

concerning attractiveness of the area in which the park is situated.

The assumption is made that the higher the proportion of campers viewing FEE

the area as attractive, the more attractive is the park destination

located in that area.2 Locational types were derived using each of F

these measures of attraction and employing similar distance-from-origin

v
l
-
s
z

"
V
:
.
.
"
l
’
8
“

categories as in the preceding analysis.  I
f
.

v
s

The results of analysis of the choice data using the two

attraction indices discussed above are indicated in Table 17. The

coefficients of consistency among choices are quite high for most of the

distance categories of both attraction indices. It thus appears that

locational choices can be found to be equally consistent even when

several different attractiveness measures are used. Hence, consistency

measures do not seem to be of great assistance in assessing the validity

of one measure of attractiveness compared to another one.

Values for the discrepancy index indicating proportion of

pairwise choices which differ from the expected direction of preference

reveal significantly greater discrepancies for the latter two attract-

 

1This assumption has been employed in other studies (e.g. Hodgson,

"Campground Features," pp. 31-35) and appears to be supported by

some evidence (c.f. W.F. LaPage, The Role of Customer Satisfaction

in Managing Commercial Campgrounds TDpper Darby, Penn.: North East

Forest Experiment Station, U.S.D.A. Forest Service Research Paper,

NE-lOS, 1968].).

2Such an interpretation is largely untested, however it is employed

here to provide a simply derived measure against which other indices

might be compared.
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TABLE 17

RESULTS OF TESTS OF THE ATTRACTION INDICES

 

 

 

Length of Stay Index Attractiveness of Area Index

Distance Coefficient Discrepancy Distance Coefficient Discrepancy

Category of Consistency Index Category of Consistency Index

1 1.0 .10 1 0.8 .40

2 1.0 .10 2 1.0 .30 IF‘

3 1.0 .50 3 1.0 .30

4 0.6 .60 4 1.0 .20

S 1.0 .20 5 1.0 .30

6 0.8 .60 6 1.0 .30

7 1.0 .50 7 0.5 .50

8 1.0 .50 8 1.0 .17

 
iveness indices than for the index initially examined. This result

suggests that of those indices examined, the factor analysis measure is

the most meaningful index of site attractiveness.

The tests of attraction measures have not included the simple

attractivity function derived by Ellis and discussed initially in this

section. In fact, the attractivity scores derived from this function

are quite highly correlated with the factor analysis attractivity scores

(correlation coefficient of 0.81), suggesting that the two techniques

are measuring much the same types of site attributes, and hence that

results of the test would be quite similar.

In conclusion then, it appears that of those measures of

attraction whose application is currently feasible, the factor analysis

approach represents the most appropriate index of site attractiveness.

Good possibilities exist for improving attractiveness measures through

employment of other techniques (notably that of Ross) however additional

research is required.
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CHAPTER IV

LOCATIONAL PREFERENCES OF ONTARIO PROVINCIAL PARK CAMPERS

This chapter is concerned with applying the revealed

preference approach to the interaction system for Ontario provincial

park campers, identified in the previous chapter. Initially an effort

is made to formulate hypotheses regarding the nature of such preferences.

 This is followed by derivation and discussion of locational preferences

under several slightly different model formulations.

The Nature of Locational Preferences of Campers - Hypotheses

It should be reiterated that the term "locational preferences"

as employed in this study refers to preferences among different com-

binations of distance and site attributes of destinations. Locational

preferences, in essence, define the trade-off between distance and site

attributes which is established by the individuals concerned. The

preferences of interest, then, are not simply those for site character-

istices or distance characteristics alone, but rather, for combinations

of these characteristics.

Relatively little information is available on preferences of

recreationists for combinations of site and distance characteristics.

Most studies have dealt with either the site characteristics or the

86
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distance characteristics, assuming the variable not examined is constant.1

Thus if a graph is envisaged illustrating variations in preferences

over distance (horizontal axis) and site attributes (vertical axis),

such studies might provide information about variation along one

dimension but rarely along both dimensions. Such predominantly one-

dimensional studies are of some use in suggesting hypotheses, provided

that their restriction to one dimension is noted.

An initial hypothesis is that individual preference structures

of Ontario campers will be quite similar -- i.e. that campers have

relatively similar locational preferences. A variety of evidence lends

support to such a hypothesis, including the results of a number of

studies already discussed in the dissertation.2 Similarity of individual

preferences would be indicated by values approaching 1.0 or 0.0 in the

probability matrix (expressing the probability of choice of locational

type A over B when both are available).

Another hypothesis which appears plausible is that the

aggregated pairwise locational choices of Ontario campers will have a

 

1For example, Aldskogius, (H. Aldskogius, "Vacation House Settlement in

the Siljan Region," Geografiska Annaler, XLIX B (1967), pp. 67-95.)

concentrates on the site dimension while disregarding the position

dimension. Also in Shafer and Thompson, "Models that Describe Use

of Adirondack Campgrounds," parks located at roughly similar distances

from population centers were chosen to minimize the effects of unequal

distances on park patronage.

 

2See, for example, the studies by Wolfe (Wolfe, Parameters of Recreational
 

Travel in Ontario, and Wolfe, A Use Classification of Parks).
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fairly high degree of consistency. In other words, aggregating such

choices leads to the formulation of an aggregate preference structure

which has considerable consistency. This attribute will be measured

by the coefficient of consistency referred to earlier, with values

approaching 1.0 indicating a high degree of consistency.

Focusing on those site attributes that contribute to

"attractiveness", hypotheses can be advanced concerning the combining

of attractiveness and distance attributes. If rational choice behavior

is assumed, it might by hypothesized that, given a choice between two

destinations at similar distances, preference will be shown for the one

having the more attractive site characteristics. We might also expect

that, given two destinations of approximately equal attractiveness,

the one closer to the origin center will be preferred. Thus preferences

might be expected to be greater with increasing attractiVeness or

decreasing distance (other things being equal). The possibility exists

that the 'trip' aspects may be an important contributor to the recreation

experience and thus that increased distance may not always be regarded

as a liability. Despite this possibility, it is hypothesized that in a

majority of cases, distance is regarded as a liability.

According to the above hypotheses then, a preference surface

of the form illustrated in Figure 8 is envisioned (the lines join

equally-preferred alternatives). At distance d (or any distance), the

greater the attractiveness of the destination the higher the percentage

of individuals choosing that destination over other alternatives.

Similarily, at attractiveness a (or any attractiveness) the shorter the

distance of the destination, the higher will be the percentage choosing

it.
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The hypotheses advanced above have not dealt with site

attractiveness and distance characteristics simultaneously. That is,

no rationale for choice has been suggested when both attractiveness

and distance characteristics differ between two alternatives. Thus,

aside from broad limits, the slope and alignment of the lines of

preference have not been specified.

In general, the greater the extent to which substitution

between distance and attractiveness is possible, the more the preference

lines will depart from a vertical or horizontal position. Maximum

tradeoffs between the two variables are indicated by slopes approaching

that of the diagonal. The two illustrations in Figure 9 show situations

where relatively little substitution is possible.

One might expect that it is easier to determine and evaluate

distance as opposed to attractiveness of destinations. Attractiveness

tends to be evaluated more subjectively than distance. Thus it might

be anticipated that distance variations would have a greater impact on

locational choices than changes in attractiveness. Accordingly a

preference surface similar to the one on the right of Figure 9 might be

hypothesized.

While there appears to be little point in further hypothesizing

about locational preferences, because of the lack of information on which

to base such hypotheses, one further aspect might be mentioned -- the

alignment of the preference lines. A parallel alignment of such lines

suggests, for instance, that a given change in distance always can be

traded for a given change in attractiveness (i.e., a 50 mile difference

has the same effect, whether talking about the difference between 50

and 100 miles or the difference between 500 and 550 miles). On the other
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hand, lack of parallel alignment indicates that a given distance interval

is substituted for varying attractiveness intervals depending on location

on the preference surface.

Wolfe has suggested the existence of an inertia factor which

tends to increase one's resistance to short trips (i.e. the effort

required to get going on any trip is constant) and decreases one's

resistance to long trips (little effort is required in extending distance

travelled).1 This hypothesis would suggest for short distances,

substitution of a greater than average attractiveness interval per

distance interval, (i.e. steeper slope) while for long distances,

substitution of a lesser than average attractiveness interval per

distance interval (i.e. lesser lepe).

Derivation and Analysis of Locational Preferences
 

Distance and Attractiveness Classes
 

The attractiveness and distance measures to be utilized in

the revealed preference model have already been discussed. It remains

to define the classes into which these data are grouped for analysis.

It is apparent that there are limits to the number of

attractiveness and distance classes that can be handled readily because

of the necessity of analyzing pairwise choices among all attractiveness-

distance combinations (locational types). For example, with only three

attractiveness categories and three distance categories, nine different

 

1R.I. Wolfe, "The Inertia Model," Journal of Leisure Research, IV

(1972), pp. 73-76.
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combinations of these are possible creating a total of 72 pairwise

choices to be examined -- excluding the diagonal cells pairing similar

locational types (TTable 18). There are also limits beyond which it is

not useful to subdivide the attractiveness and distance measures. If

little additional information is derived from using a greater number of

classes, there is little point in undertaking the extra effort required.

TABLE 18

MATRIX REPRESENTATION OF LOCATIONAL TYPES

 
 

  

  

  

Distance - Locational types

1 2 3 Al A2 A3 B1 etc.

8
a) A A1
c:

Q)

0-: B A2
UH

2538
#4 C A3
4.1

:3
B1

         

Without a considerable amount of experimentation, it is

difficult to determine the number of combinations which is most desirable

in terms of both economy of effort and sufficiency of detail. While

such experimentation would have been useful, it represented a tangential

aspect of the study and therefore was not undertaken. Consequently, in

the interests of economizing on computer time and capacity, it was

decided that a maximum of forty locational types would be handled.

The attractivity indices derived from factor analysis of

Ontario provincial park attributes were employed following slight

modifications to some park attraction scores to take into account degree
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of usage of park camping capacity (Column 5 and 6 of Table 14).1 In

fact, these adjustments had a negligible impact on the attractivity

ranking of parks. Each of these attraction scores was assigned to one

of five attraction classes (Figure.H)). The primary concern in estab—

lishing the class limits was to achieve roughly similar numbers of

parks in each category and to position class divisions where natural

breaks in values seemed to occur.

Origin-destination distances (in miles) were calculated for

all possible combinations of the 54 Ontario origins and 81 Ontario

provincial park destinations designated earlier.2 There is a wide

range in origin-destination distances, from less than 20 miles to well

over 1,000 miles.3 From the graph in Figure 12 however, it is

apparent that approximately three-quarters of the 1966 sample of camping

parties travelled less than 500 miles to park destinations.

Two distance classifications were established for use in the

revealed preference analysis. One classification scheme defined eight

equal distance classes of 75 miles, thus excluding origin-destination

 

1The adjustments were made in recognition that while, theoretically, a

camper may choose any park as a destination, in peak periods, use of a

given park to capacity or near capacity may well deter a substantial

number of campers from utilizing such a park. Appendix IV discusses

this aspect and the method of refining the index which was adopted.

2Where sufficiently accurate, straight-line distances, calculated from

locational co-ordinates of origins and destinations, were used.

However due to the shape of the province, a number of destinations

can be reached only by circuitous routes (Figure 6). In these cases,

mileages for the shortest possible highway routes were substituted.

3Highway 17 for example, traverses a distance of approximately 1350

miles across Ontario from Quebec to Manitoba, and even this distance

does not represent the longest possible origin-destination trip

within the province. '
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10.-Definition of locational types:

equal mileage intervals used in
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defining distance
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40 160 270 390 700

DISTANCE

Fig. ll.--Definition of locational types:

e'qual 1966 camper sample proportions used

as acriterion for the distance classes

 

miles

aIndex values refer to the modified factor analysis indices, multiplied

by 100 to simplify presentation.

bLocational type identification number
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Fig.12. Distance classes defined by cumulative frequencies of trip
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distances of more than 600 miles. Since less than twenty percent of

sampled camping parties travelled more than 600 miles to a park

destination, this limit appears justifiable. The other distance

classification method divided the range of origin—destination distances

into eight categories, each including approximately the same proportion

of the 1966 sample of campers. That is, the lowest distance class

included the lowest one-eighth of the origin—destination trips of the

sample, ordered in terms of distance. The class boundaries are indicated

by the dashed lines in Figure 12 dividing the sample into octiles, each

constituting 12.5 percent of the total sample size.

Each distance classification has certain advantages.

Establishment of distance classes using similar mileage intervals permits

the examination of preferences over uniformly changing distance cat-

egories, however -- as observed from Figure 12 -- the lowest two classes

contain more than half of the camping parties included in the sample.

Adoption of the distance classification based on equal sample proportions

ensures that roughly similar numbers of trips will be included in each

distance category. This method also includes the entire range of

origin-destination distances in the categories established.

The locational types, formed by combining each attraction

class with each distance class, are illustrated in Figures 10 and 11

for the two distance categorizations adopted. These locational types

are identified by a two-digit number, the first digit referring to

rank of attraction class (lowest attraction class = l), and the second

digit indicating rank of distance class (shortest distance class = l).



97

Identifying_Locational Preferences: Case I- 1966 Camper Sample, Equal
  

Mileage Classes
 

The 1966 camper data, consisting of 3,426 camping parties

listing Ontario hometowns interviewed at Ontario provincial parks (long

form questionnaire) is analyzed initially using equal distance classes

in defining locational types.1 The headings adOpted below indicate the

major steps in the analysis. Because of space limitations only selected

portions of the results have been reproduced.

The Problem of Variability in Sampling Fractions. -- As noted
 

in the previous chapter, because of the sampling technique employed in

the 1966 survey of Ontario provincial park campers, there is considerable

variability from park to park in the proportions of park users sampled

in this survey. The effect has been over-representation in the sample

of parks with low numbers of users, frequently those of lesser attract-

iveness (Appendix VII). Obviously, such variability could have a

significant effect on locational preferences derived for the sample,

perhaps chiefly by indicating that parks of lesser attractiveness were

chosen more frequently than they actually were.

 

1The 1966 Park User Survey data was obtained from the Ontario

Department of Lands and Forests in the form of punched cards (one

card per interview). A listing of the computer program utilized to

perform the revealed preference analysis is included as a part of

Appendix VI. This program is a modification of that developed by

Kern and Rushton (R. Kern and G. Rushton, "REVPREF: Paired Comparisons

Analysis from Revealed Spatial Preference Data" Technical Report

No. 95 [Computer Institute for Social Science Research, Michigan

State University, 1969, Mimeographed1). Several other programs were

developed to compile the data and calculate origin-destination distances

but are not listed here.
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It was thus considered desirable to attempt to eliminate this

variability in sampling fraction. The solution adopted was to expand

each park sample to a 100 percent sample by multiplying the original

sample by the reciprocal of the sampling fraction for that park. This

involves multiplying each origin—destination linkage identified in the

sample by the reciprocal of the park's sampling fraction. Such an

expansion assumes that the original sample is representative of the

entire p0pu1ation. However, the advantage gained by reducing variability

of the sampling fractions appear to justify such an assumption in this

C356 .

Initial Ranking of Locational Types. -- Following the
 

assigning of interaction data to the revealed preference data matrix

indicating choices between each pair of available locational types,

a probability matrix is created representing, for pairs of locational

types, probabilities of choosing one over the other. The ranking of

locational types by percentage of pairwise comparisons in which they

were preferred over other types (i.e., having a probability of selection

of greater than 0.5). is derived from the probability matrix and is

shown in Table 19. This ranking is one indication of preference for

locational types —- those locational types near the top of the ranks

are preferred to most, while those at the bottom largely are by-passed

for others.

The notable feature of this preference ranking is the sub-

stantial correlation between rank on the preference scale and distance

rank of locational types. Those locational types with the shortest

distances are highly ranked on the preference scale, while those with
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longer distances achieve progressively lower preference ranks. There

is evidence of little correlation between preference rank and degree

of attractiveness of locational types, however.

TABLE 19

LOCATIONAL TYPES RANKED BY PERCENTAGE OF TIMES PREFERRED OVER OTHER TYPES

IN PAIRWISE COMPARISONS - CASE I

 

 

Rank Locational type Rank Locational type Rank Locational type

1 51 14 34 27 36

2 52 15 54 28 18

3 31 16 23 29 26

4 41 17 13 3O 56

5 21 18 24 31 17

6 32 19 SS 32 37

7 53 20 44 33 48

8 42 21 35 34 4S

9 33 22 16 35 14

10 11 23 15 36 S7

11 22 24 47 37 27

12 12 25 25 38 46

13 43 26 38   
The locational preferences of Ontario campers, then, appear

to be closely related to the distance attributes of the locational

types, but much less closely related to attractiveness characteristics.

Degree of Consistency of the Data. -- The extent to which the
 

above preference ordering of locational types is shown to be consistent

has an important bearing on the further scaling of locational preferences.

Without a high degree of consistency, choice probabilities do not permit

scaling of preferences on a one-dimensional scale and the construction

of the commonly employed preference surface becomes impossible.
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The test for weak stochastic transitivity of the choice

probabilities for Ontario campers results in a coefficient of con-

sistency of 0.989 (where a coefficient of 1.0 indicates complete

consistency).1 Thus, by this criterion, the aggregated choiceslof

Ontario campers among the locational types are quite highly consistent.

Table 20 provides a graphic illustration of the extent of

this consiStency. Were the choice probabilities fully transitive, the

lower left half of the matrix would consist entirely of 1's (indicating

probabilities greater or equal to 0.5) and the upper right half would

consist of 0's (probabilities less than 0.5). Intransitivities are

identified by the discrepancies from this pattern (circled in Table

20).

This high degree of consistency of the aggregated choices is

important in several respects. For one thing, it suggests that the

locational choices of Ontario campers can be conceptualized as the

application of a unidimensional preference ranking of locational types

to the set of destination alternatives. In addition, such consistency

indicates that while the choice probabilities represent accumulations

of choices by many individuals, these aggregated results are to a

considerable extent, in harmony with each other (with respect to

contributing to a consistent scaling of preferences).

 

1The test, discussed in Chapter II, measures the proportion of

intransitive triplets occurring in the ordered probability matrix

(an intransive triplet occurs when, for example, A is preferred to

B, and B to C, but C is preferred to A).
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Perceived Similarity between Locational Types. -- It is

readily seen that considerable information from the revealed preference

analysis has not yet been utilized. The pairwise choice probabilities

thus far have been used only to the extent of determining whether they

are less than, equaltoi, or greater than 0.5. As noted by Rushton,

these probabilities may be interpreted as independent measures of

perceived dissimilarity between locational types.1 That is, the closer

to 0.5 are the probabilities expressing preference for A over B, and

for B over A, the greater the revealed similarity between the two

locational types is considered to be. Note that it is the similarity

between locational types as revealed by pairwise choices that is being
 

considered here. It should be apparent that this measure of degree of

similarity between pairs of locational types is directly related to

the degree of dissimilarity of choices between the locational types.
 

For example, if the choice probabilities for locational type A over B

and B over A are both 0.5, similarity is indicated between these two

locational types. However probabilities of 0.5 also indicate that

disagreement occurred among individuals choosing between the two types,

with half choosing A over B and the other half choosing B over A. This

topic of agreement among choosers is discussed later.

By representing choice probabilities in terms of absolute

difference from 0.5, measures of locational type dissimilarity are

obtained in which 0.0 indicates completely similar types (proximity

 

1Rushton, "The Scaling of Locational Preferences."
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matrix). Such measures constitute the input for the multidimensional

scaling technique discussed earlier.

Interval Scalingof Locational Types. -- Figure 13 indicates

the computed scale positions on the first dimension for the 38 locational

types for which choice data were available. The stress value for this

first dimension is 0.295.1 The highest negative value represents the

most preferred locational type while the highest positive value on the

scale represents the least preferred type.

Several features of this preference scale (Figure 13) are

readily apparent. With minor exceptions, the ranking of locational

types in this scale is similar to the initial preference ranking

discussed previously -- i.e., high correlation between preference rank

and distance class -— with the lowest distance locational types being

most preferred. Those pairs of locational types most closely situated

together on the scale have the same distance attributes, or at most,

differ by only one distance category. This provides further evidence

of the importance of distance attributes in influencing preferences

for location. Considering the entire scale, the greatest clustering of

locational types occurs in the middle of the scale and involves types

with intermediate attractiveness and distance characteristics. The

suggestion is that preferences differ little among these intermediate

 

1The stress value indicates only a fair correspondence between the

dissimilarity values and the derived scale values. However stress

values for the two and three—dimensional scalings were not deemed

sufficiently lower to justify the adoption of multidimension scale

in this situation.
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types, but are more strongly differentiated with respect to the

extreme locational types identified, an interesting observation.

Preference Surface. -- Finally, Figure 14 illustrates the
 

preference (indifference) surface constructed using the values assigned

to the locational types in the unidimensional scale. This surface

provides additional information about locational preferences, as is seen

below.

The preference surface reveals the extent to which the

locational preferences already identified can be understood in terms

of distance and attractiveness attributes. As noted earlier in this

chapter, the characteristics of the equal-preference lines (connecting

equally preferred points on the surface) which model the surface are

important indicators of preferences for location.

The most apparent features of the preference surface of

Ontario campers (Case I) are the alignment and slopes of the equal-

preference lines (commonly called indifference curves). Over the

locational types covering distances up to about 300 miles, these pre-

ference lines are aligned roughly parallel to each other and tend

toward a vertical slope. It might be concluded, with certain exceptions,

that a given change in distance anywhere over this portion of the surface

is "traded-off" for a constant change in attractiveness. The diagonal

nature of these lines indicates that substitution between distance and

site attractiveness is considerable. In general, individuals are willing

to travel longer distances to more attractive destinations and shorter

distances to less attractive destinations. The most preferred locational

type is that having the highest attractiveness and the shortest distance
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(upper left hand corner, number 51).

In the portion of the surface beyond a distance of 300 miles,

little order relative to distance or attractiveness attributes can be

detected in the preferences. Thus these preferences cannot be represented

meaningfully by preference lines here. Virtually all that can be said

is that there seems to be little relationship between preferences for

these locational types and distance or attractiveness attributes. It

is possible that preferences for locational types having distances of

more than 300 miles are based on different criteria little related to

distance itself or the measure of site attractiveness adopted. Perhaps

criteria concerning what constitutes an attractive destination are

different depending on distance travelled -- i.e., those travelling

long distances seek a different type of camping opportunity than those

travelling shorter distances. The preference surface then, gives rise

to a number of hypotheses which might be investigated in future research.

Further Analysis of Relationshipy. -- As already noted, the
 

above preference surface represents an effort to ascertain the extent

to which variations in preference for park destinations can be under-

stood in terms of both attractiveness and distance-from-origin attributes

of the destinations. These relationships can be explored further

through attempting to fit a surface to the preference scores on the basis

of attractiveness and distance values. This can be accomplished through

the use of multiple regression analysis, employing the attractiveness

and distance variables as independent variables and the preference score

variable as the dependent variable. The analysis can reveal the extent

to which variation in the dependent variable (preference score) is
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accounted for by variation in the independent variables (attractiveness

and distance measures).1

The following regression equation was derived from the

 

analysis:

y = 0.005x1 - 0.0006 x2 - 1.3243

I’TT—‘u'.

(where y represents the preference score .

x1 represents the distance variable

x2 represents the attractiveness variable)

Together, these two independent variables accounted for 76.94 percent

of the variation in the preference variable (R2 value of .7694). Thus

it is evident that differences in preference among destinations are L T

quite highly related to differences in attractiveness and distance of

these destinations. Concerning the two independent variables, the

distance variable is by far the most important in accounting for

preference variation. Of the 76.94% variation accounted for, the

distance variable contributed 72.90%.

Figure 15 illustrates the surface fitted to the preference

scores through the multiple regression analysis. Curves in the

preference lines of this surface are the result of the scale employed

to represent the attractiveness values -— as is apparent from above, the

equation used to derive this surface was a linear one. The importance

of the distance attribute relative to preferences is indicated by the

near-vertical slope of the preference lines over NUCh of this surface.

The relative lack of substitution between distance and attraction apparent

here, seems to be the result of smoothing out some of the anomalies of the

 

1Details of the nultiple regression analysis are not discussed here.

See the discussion by Blalock (Blalock, Social Statistics, pp. 326-58).
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original preference surface and departs somewhat from conclusions

drawn from that surface.

Randomness of Choice. -- It has been noted that the

probabilities for pairs of locational types are indicative of the amount

of agreement among individuals choosing between the various types (0.5

indicating maximum disagreement).

One possible factor in situations where such disagreement

occurs may be that individuals are indifferent to which one of a pair

of locational types they select, and thus tend to make random choices

resulting in pairwise choice probabilities which tend toward a value of

0.5. Figure 16 summarizes the results of testing the pairwise choices

of the camper sample for lack of significant difference from 0.5. The

figures represent for each locational type, the number of pairwise

choices where choice probabilities are not significantly different from 0.5.1

The results of the above test are striking. It appears that

for a relatively large proportion of the choices involving locational

types with distances over 300 miles, randomness in choice is a plausible

explanation. This suggests that there may be considerable randomness

involved in choices of destinations located some distance away from the

chooser. Such conclusions should be regarded only as tentative, though,

because of several problems in the data and tests utilized.2

 

1The .05 level of significance was employed for both chi-square and

Fisher's exact tests.

2Discussion of these matters is deferred to Chapter V since the tests

are used to a much greater extent in that part of the analysis.
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Identifyipg Locational Preferences: case II - 1966 Camper Sample, Distance

Classes with Equal Sample Proportions

Analysis similar to that discussed for Case I was carried out

using the expanded 100 percent sample of Ontario provincial park campers

and similar attraction indices for the park destinations, but altering

the distance categories used in defining locational types. This re-

definition of locational types, involving the setting up of distance

classes having roughly equal proportions of the camper sample, has been

discussed previously and is shown in Figures 11 and 12. It was considered

desirable to repeat the analysis to include the entire range of distances

travelled by campers sampled (rather than the 600 mile limit applied
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in Case I) and equalize the sample numbers over the distance classes

established.

Comparison of Results: Case I and Case II. -- The ranking of
  

locational types by proportion of pairwise comparisons in which they

were preferred over other types, differs very little from the Case I

ranking and is not reproduced here. Again there is a significant

relationship between distance and preference ranks.

.
1
1
-
‘
1
'

a
.

.
1

.
4
”
v
-

The coefficient of consistency achieved by the Case II pre-

ference ranking is 0.997, indicating a fractionally higher degree of

 1‘.-

consistency than the Case I data, but again the differences between the

two cases are insignificant.

Figure 17 shows the unidimensional interval scale of locational

types for the Case II data. Stress value for this first dimension is

0.196, somewhat lower than the corresponding value for Case I (in fact,

not much higher than the stress value for the three-dimensional scale

for Case I).1 As in Case I, there is close correspondence between this

ranking of locational types and the one initially obtained. The chief

difference between Case I and Case II interval scales appears to be a

somewhat greater differentiation among lesser preferred locational types

in the Case 11 situation. Also there appears to be a closer relationship

between preference and distance attributes in the Case II scale. One

interpretation of these differences in scales is that the distance

categories employed in Case II maylne more meaningful in grouping to-

 

1Again, stress values for higher dimension scales do not differ

sufficiently from the one-dimensional case to justify their use.
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pgether destinations which appear similar to the choosers. ~Again as in

Case I, differentiation among types is less pronounced in the center of

the preference scale than at the extremes of greatest or least

preference.

The locational preference surface has a somewhat different

configuration than that of Case I (Figure 18). Similarities are evident run

though in the preference lines representing the portion of the surface

including distances up to 300 miles or so. As in Case I, the preference

lines here are predominantly diagonal and parallel to each other,

 indicating existence of substitutions between distance and attractiveness.

For the longer distance portions of the surface, there is some tendency

toward a reverse preference for site attractiveness (i.e. locational

types with higher attractiveness classes are less preferred to those at

similar distances with lower attractiveness). This trend, however, is

not well-defined.

An attempt was made to fit a surface to the preference scores

for Case II employing distance and attractiveness variables in a

multiple regression analysis. The following regression equation was

obtained, accounting for 80.32 percent of the variation in the

preference scores (R2 of .8032):

y=0.0035x1 - 0.00073:2 — 0.7427

(y represents the preference variable

x1 represents the distance variable

x2 represents the attractiveness variable)

Thus much of the variation in preferences for destinations is accounted

for by variation in distance and attractiveness of the destinations.
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As in the Case I situation, virtually all of the "explanation" of

preference variation is achieved by the distance variable (75.58 percent

out of the total of 80.32 percent).

Figure 19 portrays the preference surface derived from the

above regression equation. The configuration of the preference lines

resembles that of CaSe I, apart from a somewhat more pronounced trend

here toward distance-attractiveness tradeoffs.

Identifying Locational Preferences: Case III - 1968 Camper Survey,
 

Distance Classes with Equal Sample Proportions
  

The results of a 1968 survey of Ontario provincial park

campers were also analyzed to determine locational preference

characteristics. It was felt that a comparison between the 1966 and

1968 situations with respect to locational preferences would be of

considerable interest because it might indicate something about the

stability of preference structures over time. It has been asserted

that preference structures have greater stability than the spatial

system within which such preferences have been observed.1 The

possession of information on locational choice of campers for both

1966 and 1968 allows limited examination of such as assertion. Also,

the 1968 survey involved a 100 percent sample of campers regarding

origins and destinations and hence provides the opportunity to compare

 

1 .

Rushton, "Analysis of Spatial Behavior," p. 400. G. Rushton,

"Temporal Changes in SpaceuPreference Structures," Proceedings,

Associatign 9f American Geoggaphers, (1969), pp. 129-132.
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locational preferences obtained from a sample (1966) with those of the

1

entire p0pu1ation (1968).

Comparison of Preferences, 1966 and 1968 Campers.-«The
 

definition of locational types for the analysis of the 1968 data is

similar to that used in Case II, so comparisons are made chiefly

 

between Cases II and III. ET—

The ranking of locational types by percentage of times they

are preferred over other types is shown in Table 21. The similarities

between the Case I and II rankings are striking. It is apparent that

there is very little difference between 1966 and 1968 data in the r .

prOportion of times that particular locational types were preferred

over other types.

The above preference ranking of 1968 data attained a

coefficient of consistency of 0.991, virtually identical to that of

the Case 11 analysis. It is interesting that the difference in size

of the population included in the analysis (771,306 individuals for

Case III versus the sample of 3,426 individuals serving as a base for

Case II) has no apparent influence on degree of consistency. This

result supports the assertion that meaningful conclusions can be drawn

about collective preferences through the aggregation of data on

individual choices. It also suggests that little information is lost

 

There are two potential sources of variation between the preference

structures derived from the 1966 and 1968 data sets--sampling

variability and changes in preference over time. Thus it would

appear that only if preferences are found to be similar can conclusions

be drawn about stability of preferences and utility of sampling (since

any variation in preferences could not be apportioned between the two

potential sources).
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TABLE 21

LOCATIONAL TYPES RANKED BY PERCENTAGE OF TIMES PREFERRED OVER

OTHER TYPES - CASE III

 

 

 

Rank Locational type Rank Locational type Rank Locational type

1 31 14 3s 27 15 u__

2 51 15 43 28 25 P

3 52 16 . 44 29 37 i

4 11 17 46 3o 36 ‘

5 41 18 13 31 16

6 54 19 12 32 58

7 53 20 24 33 17

8 21 21 45 34 38

9 32 22 14 35 _ 26

1o 42 23 22 36 27

11 55 24 56 37 48

12 34 25 23 38 57

13 33 26 47 39 28

4o 18   
in sampling locational choices of a p0pu1ation, despite the large number

of origin-destination combinations contained in the initial data.

Interval scaling of locational types along one dimension for

the Class III data is shown in Figure 20. The stress measure for this

derived scale is 0.269, somewhat higher than the figure for the Class 11

scale. With minor exceptions, the ranking of locational types here

coincides with the initial preference ranking. Also a comparison of the

1968 and 1966 (Case II) rankings indicates considerable agreement between

the two preference rankings.

Thereare definite similarities between the Case 11 and III

interval scales. There is a tendency in the 1968 scale toward a

progression from highly preferred types with high site attractiveness to

least preferred types with low site attractiveness, a trend also noted in
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the 1966 scale. Somewhat greater clustering of the middle-occurring

locational types is evident in the 1968 scale, suggesting that even less

distinction is made between these intermediate types than in the 1966

data. This observation is interesting because it suggests that campers

in effect separate out some of the locational types attaching strong

preferences or dislikes to these, while lumping the remaining locational

types together as an intermediate group to which they are largely in-

different. The possibility of such choice behavior has important

implications for planning of camping Opportunities.

The preference surface for the 1968 data is shown in Figure

21. As in the other cases, the most easily interpreted portion of the

surface is the left-hand portion covering distances up to 300 miles or

so. There appears to be a tendency, for somewhat lesser emphasis on

attractiveness characteristics and greater emphasis on distance

attributes in the trade offs than in the Case II situation, as reflected

in the differing slopes of the preference lines. With that exception,

the Case II and III surface (for distances up to 300 miles) are quite

similar. Little can be interpreted from the right hand side of the 1968

surface, except that the reversed slopes of the 1966 surface are not

apparent here. The least preferred portion of the surface involves

locational types having the greatest distances and the lowest site

attractiveness.

An attempt to fit a surface to the Case III preference scores

was less successful here than in the two previous cases. The regression

equation which follows, accounted for just over 59 percent of the variation

2 I

in preference scores (R of .5938):

 



120

 

 

 

 
 

 

         
 

 

-2.0 -I.5 -I.0 -0.5 0.0 0.5 I0

ISOO * _

._, E. '3

_. 7 F. s

'90 o a n 8. / 3 \ :2 :1

'2 ‘ o ‘ "'

x T I'

II 90 -

E. e a, f '5 S '3

C 5 g ’: I'

.

2 I. T} ' /

3 3° ' F3. 8 . s:

z 3 3. ' L5 '

< (7,3 'e 3 /.O

'2 o =. g, z a a a
a ' d

T ’.

0O 40 ISO 270 390 700

Distance (miles)

Figure 21.-- Locational preference surface: Ontario

provincial park campers, 1968 (Case III).

i600 -I.0 0.5
 

 
 90 V P 7 / L0 !

I / / /l.5 i

.0 /

.. /

.2 f /

i L I I
0 40 I60 270 390 700

Distance (miles)

 

 

A
t
t
r
a
c
t
i
o
n

I
n
d
e
x

 

         ‘

  
Figure 22.-- Locational preference surface fitted to Case 111 preference

scores by nultiple regression analysis.
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y = 0.0025 x1 — 0.0010 x - 0.4879

where

(y is the preference variable

X1 is the distance variable

x2 is the attractiveness variable)

2

As in the other cases, the distance variable accounts for much of the

preference variation explained (47.35 percent out of 59.38 percent),

however this variable does not achieve quite the dominance that it did

in the preceding cases.

The preference surface derived from the regression analysis is

 shown in Figure 22. As is apparent from the amount of explanation

achieved, the preference lines do not resemble closely those of the

original surface. Compared to the two other derived surfaces, the slope

of the preference lines here indicates somewhat greater substitutability

between distance and attractiveness.

It would appear then, that the preferences of campers in

1968 (Case III) are less closely related to the attractiveness and

distance characteristics of destinations than in the 1966 situations.

As noted earlier, it cannot easily be ascertained whether such variation

arises from differences in the nature of the 1966 and 1968 samples or

whether it indicates changes in locational preferences of the camping

population.
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experienced campers may be less "rational" than those of the more

experienced group because of haphazard choice or conscious choice based

on incomplete information. Thus, for example, the inexperienced campers

may choose more distant and/or less attractive destinations more frequently

over other alternatives than do the more experienced campers.1

With reSpect to length of stay, Wolfe's analysis of the 1966 camper

data indicated that the average length of stay derived for each park showed

some degree of relationship to location of the park. The majority of parks

having the lowest averages were found to be in Northern Ontario, suggesting

that these parks tend to be frequented for shorter than average visits.

The employment of an average figure for each park obviously weakens the

analysis since many differing combinations of lengths of stay could lead

to the same average figure for a park. It seems logical to hypothesize

that individuals frequenting parks for only a short stay (stopover or

weekend campers) will have different locational preferences than those

staying for longer periods. While it is apparent that the choice situations

of these two groups are different, it is difficult to suggest what dif-

ferences in locational preferences there might be between the two groups.

It might be expected that the longer-stay camper would place greater emphasis

on park attractiveness and less emphasis on accessibility of the park.

Accessibility is likely to be of much greater importance to the short-stay

camper but this accessibility may be either with respect to his home

(weekend camper) or with respect to his trip route (stopover camper).

Thus the difference in locational preference may not be as clear-cut as

 

1

This assumes of course that "rational" choice behavior involves choice

of the nearest and most attractive destinations over others.

-
-
_
.

 l T
V
.
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first envisaged. Perhaps the main hypothesis that might be advanced here

is that longer-stay campers will choose more attractive destinations over

less attractive ones with greater consistency than the short-stay campers.

 

Analysis offiCamper SubgrouPs for Preference Differences

Test for Relationships among the Variables -w-
 

The approach to comparing locational preferences involves sub-

dividing the sample into mutually exclusive groups on the basis of scores

on the three variables of interest. If, however, it can be determined

 
that little relationship exists among the three variables, then little is

gained by subdividing for the three variables simultaneously. Instead,

the analysis can include the entire sample and thus require repeating

only three times, once for each variable.

Assume, for example, that each of the three variables referred to

above was investigated separately over the entire sample and that

significant differences in preference were found between the two sub—

categories for each variable. That is, professional-managerial

occupations differed from other occupations, ineXperienced campers

differed from more experienced campers, and short—stay campers differed

from longer-stay ones. However, it is possible that a majority of the

professional-managerial sample is inexperienced and hence that the

observed occupational differences simply reflect differences in camping

experience. Accordingly, it is desirable to test for relationships among

these variables before proceeding with the analysis of preference

differences. If significant relationships are not found, there would be

less need to introduce controls for the other variables while examining
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the effects of differences in one variable. That is, the absence of

significant relationships would indicate that similar proportions of the

subgroups are found in each of the two subdivisions being compared, and

thus it is unlikely that significant preference differences would be due

to the influence of either of the other two variables.

The differences between observed and expected subgroup sizes were

.
1

examined for each of the three variables using the chi-square test.

Results are presented below (Table 24). It may be concluded that

.
—
—
.
'
.
V
I
'
I
‘
-

?
.
'
k
.
9
'
.

significant differences in subgroup size do exist between the subdivisions

 
TABLE 24

CHI-SQUARE TESTS FOR SIGNIFICANT

DIFFERENCES IN SUBGROUP SIZES

Variable Chi-square Significance

 

Occupation: Professional-managerial

versus Other 11.7206 beyond .01

Camping experience: 0-2 years

versus 3 or more years 52.9773 beyond .001

Length of stay: 1-2 nights versus

3 or more nights 49.7635 beyond .0001

 

of each of the three variables. The results thus confirm the desirability

of controlling for the effects of the other variables when examining

differences in locational preference with respect to each variable.

For the eight subgroups which have been identified, there is a total
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of 28 pairwise comparisons which might be made. However, not all of these

are of interest, since obviously some of the comparisons involve groups

differing in more than one characteristic. Thus, only twelve of the

pairwise comparisons are useful in the analysis--four for each of the

three variables. Because of the lengthy (in terms of computer time)

computations required, only seven of these paired groups were examined

for differences in locational preferences (Table 25).

TABLE 25

CAMPER SUBGROUPS COMPARED

FOR PREFERENCE DIFFERENCES

 

 

No. Subgroups Constants Variable examined

compared

1 A and B 1-2 nights' stay Camping experience

Professional-managerial occupations

2 B and F 3 or more nights' stay Camping experience

Professional-managerial occupations

3 C and G 1-2 2 nights' stay Camping experience

Other occupations

4 D and H 3 or more nights' stay Camping experience

Other occupations

5 A and B 0-2 years' camping experience Length of stay

Professional-managerial occupations

6 C and D 0-2 years' camping experience Length of stay

Other occupations

7 A and C 0-2 years' camping experience Occupation

1-2 nights' stay    
 



133

Procedure in ComparingLocational Preferences

"
o
.4

While the methodology for comparing subgroups has been introduced,

a number of additional points concerning the procedure must be dealt with.

These aspects are discussed in the following paragraphs.

As noted earlier, the procedure involves application of the revealed

preference analysis for each of the pairs of subgroups compared. Pairwise

-
'
-
J
'
_
_
'
3
"
.
1

data presented in the revealed preference data matrices are then tested

for significant differences by the chi-square test, or in the case of

2

small frequencies, Fisher's exact probability test.

 I
T
—

The 02 coefficient is used to attempt to deal with the problem of

varying frequencies for the pairwise choices in the revealed preference

matrices. As noted by Rushton, random samples frequently yield considerable

data for some choices, yet very little data for others. Since chi-square

test results vary with cell frequencies (i.e. significant differences are

more easily obtained with larger frequencies) the possibility exists that

the significant differences identified in the analysis are simply those

cells having the highest choice frequencies. While such differences may be

more significant in a statistical sense, they are not necessarily indicative

4

of a strong relationship. It appears that it is more useful to employ a

 

1

See pp, 44-50.

2

The computer program performing this analysis is included as Appendix VI.

The portions involving the chi-square and Fisher's exact tests are after

a program written by Ewing (0.0. Ewing, "An Analysis of Consumer Space

Preferences Using the Method of Paired Comparisons' (unpublished Ph.D.

dissertation, Department of Geography, McMaster University, 1971).

3Rushton, "Behavioral Correlates of Urban Spatial Structure," pp. 55-56.

4 . . .
See the discu551on 1n Blalock (Blalock, Social Statistics, pp. 225-234.)
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measure of association, such as the 02 coefficient, to indicate strength

of relationship rather than statistical significance.

As noted earlier, there is no comparable measure of association

which might be employed with the Fisher's exact probability test. However,

since this test is employed only with small samples (where smallest

expected frequency is less than five or where the population is less than

20), variations in sample size are insignificant and no such compensation

m
.
”
\
.
"
v

as in the chi-square test is necessary.

To identify "significant" degrees of association (but not necessarily

statistically significant), the .05 level of significance was chosen for
  
the Fisher's exact test, and a 02 value of .03841 for the chi-square test.

In the case of the chi-square test, this means that any sample size of 100

or more identified as significant will have statistical significance at or

beyond the .05 level (chi-square value of 3.841 or more).1

For each comparison of subgroups, then, a half-matrix can be derived

showing for pairwise comparisons of locational types, those revealing

significant preference differences between the two subgroups. From such

a matrix, the proportion of significant differences out of the total of

pairwise comparisons involving each type can be determined.

While designation of proportion of significant differences for

each locational type is a usefu1 indication of differences in preference

for different types, a question remains about the significance of these

proportions. Are these proportions significantly higher than might be

 

l

Admittedly, this specification of "significant" relationships is an

arbitrary one, but probably no more so than the levels of statistical

significance frequently employed.
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expected from randomly-composed groups drawn from the same sample? If

not, little importance can be attached to these differences since they

might easily have arisen by chance, unrelated to the variable under

'consideration. Ewing has approached this problem by deriving proportions

for a series of pairs of randomly-composed groups drawn from the sample

population and designating as significant only those proportions greater

than 94% of the proportions derived from the random comparisons. A

similar solution is adopted in this study. However, the situation here

is complicated by the fact that each subgroup comparison involves a

different part of the p0pu1ation. Thus comparisons of random groups

must be carried out for each of these portions of the total population,

not just for the total population as was the case with Ewing's analysis.

Comparisons of Camper Subgroups
 

The results of the subgroup comparisons are discussed individually

in the order in which they are listed in Table 25. Locational types

used in these comparisons are the same as those defined in Case I of

the previous chapter (i.e. factor analysis park attraction indices and

2

equal mileage intervals for the distance classes).

Subgroups A and E (Camping Experience).--This subsample consists of
 

 

camping parties headed by persons in professional or managerial occupations

and staying only briefly (1-2 nights) at their chosen park destination.

This group was divided on the basis of extent of provincial park camping

 

l

Ewing, "An Analysis of Consumer Space Preferences," p. 150.

2

See Figure 10-
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experience (0-2 years-Group A versus 3 or more years-Group E). Sample

sizes employed in the analysis were 212 and 248 for A and E reSpectively.1

Figure 23 indicates for each locational type, the proportion of

pairwise comparisons (between that type and all other available types)

where significant differences occur between the two subgroups. It is

evident that for a number of locational types, significant differences

occur in a sizeable pr0portion of cases. Out of the total number of

pairwise comparisons for all locational types in the matrix, 28.8% were

found to have significant differences.

The assessment of the significance of these proportions in indicating

differences between the two subgroups however, involves determining whether

or not the pr0portions are greater than might be expected it randomly-

composed subgroups were compared. In this instance, results of comparing

groups composed of random selections from A and E indicated that few

locational types possess pr0portions of significant differences which are

greater than might be expected from random groups.3 Thus it appears that

variation in camping experience of those in professional or managerial

occupations staying only briefly at the park destination does not lead to

substantial differences in locational preferences.

 

1

Camping parties rejected from the initial sample (Table 23) were chiefly

those from non-Ontario origins, or those travelling more than 600 miles

to a park destination (the equal mileage classes employed cover only

distances of 0-600 miles). '

2

"Significance" of these differences is determined by the 02 and Fisher's

exact probability values as outlined earlier.

3Here, the initial comparison using random groups served to indicate that

few of the proportions were likely to be greater than expected under

random grouPs. Thus further random group comparisons were not derived.

 I
.

"
f
.
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Subgroups B and Ff£CampingExperience).--The population here includes

camping parties headed by individuals in professional or managerial

occupations, staying three or more nights at their park destination.

Again, this group was differentiated in terms of provincial park camping

experience (Group B has 0-2 years while Group F has 3 or more years).

Group sizes for the analysis were 168 for B and 347 fer F (down from

initial group sizes of 295 and 509 for B and F respectively).

The proportions of pairwise comparisons indicating significant

differences between the subgroups are presented in Figure 24. Almost

one-third of the available locational types have significant difference

proportions.of .50 or more. Of the total number of pairwise comparisons,

36.7% revealed significant differences between the two subgroups.

’Comparison of the above prOportions with those derived from randomly-

composed groups suggests that some of these proportions are substantially
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Fig. 24. --Groups B and F - Proportion of pairwise comparisons of é_

locational types where significant differences in preference

are observed.

higher than expected by chance (Table 26). Because of the small number

of random group comparisons, the supporting evidence here must be viewed

1

as suggestive rather than conclusive. Locational types having higher

than expected proportions are chiefly those from the higher attractiveness

and medium distance categories. It is thus suggested that the two sub-

groups have different preferences for these types of destinations.

The analysis thus far has pointed toward certain preference

differences, but has not dealt with the nature of such differences.

Further infermation about Subgroup differences can be obtained by looking

at the direction of significant preference differences between the two

.groups. Figure 25 indicates for each locational type, the proportion of

 

The chief factor mitigating against the generation of further random

. group comparisons was the excessive amount of computer time this would

have required. It was felt that this disadvantage outweighed any increase

in precision of the results.
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1

significant differences which are less preferred by B than by F. For

the matrix as a whole, it is evident that B reveals lower preference

than F for_many of the locational types in the higher attractiveness

categories, and higher preferences than F for locational types of lower

attractiveness and intermediate distances. One interpretation of these

trends is that Group B campers, having less experience than those of

Group F, tend to select less attractive destinations more often than F, fi_‘

perhaps because of lack of familiarity with the range of alternatives.

When attention is confined to the locational types having a greater than

expected pr0portion of significant differences, the same trends are

 L..-— i
4

apparent.

Figure 26 shows the pr0port10ns of significant differences where

Group B reveals greater disagreement or indifference than Group F

(i.e. the pr0portion of times the locational type is chosen over others

is closer to 0.5 for Group B than for Group F). It is evident that a

number of these values are opposites of the values in the previous

matrix (Figure 25), particularly for the longer distance categories.

For the most part, these are situations where Group B members had an

opportunity to select these locational types but were never observed to

do so. Hence B is recorded as having lower preferences than F for these

locational types, as well as less disagreement than F in choices involving

these types. Apart from these cases, there is little evidence suggesting

that Group B has significantly greater or less agreement in its preference

than Group F.

 

1

"Less preferred" means that the locational type is chosen a lower

proportion of times over another when both are available.



142

With respect to the hypothesis advanced earlier about differences

in camping experience, for this subgroup of campers (from professional-

managerial occupations, staying three or more nights at park), it appears

that preferences of the inexperienced group are somewhat less rational

than those of the more experienced group. However, the hypothesis of

greater indifference (disagreement) among the inexperienced group is not

confirmed by these data.

Subgroups C and G (CampingExperience). -- This subsample
 

includes campers from occupations other than professional-managerial

 [
I
'
A
-
n
3
1
1
4
.
:

types staying 1-2 nights at their destination, and is subdivided on the

basis of camping experience (Group C is inexperienced while Group G is

experienced). Group sizes used in the analysis were 381 and 577 for

C and C respectively.

The pr0portion of significant differences in preference between

the two subgroups is shown in Figure 27. In contrast to the previous

comparison, proportions of significant differences are generally low.

Of the total comparisons made between pairwise choices of the groups,

23.9% were designated as significantly different.

Comparison of these significant difference pr0port10ns with

proportions derived from randomly-composed subgroups revealed that only

a few locational types had proportions which were unlikely to have

arisen by chance. Accordingly, it is concluded that these two groups

do not show substantial differences in their locational preferences.

This conclusion agrees with that of the first comparison (Groups A

through E).
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Fig. 27.--Groups C and G - Proportion of pairwise comparisons of

locational types where significant differences in preference

are observed.

Subgroups D and H (Camping Experience). -- The final com-

parison on the basis of camping experience involves campers from

occupations other than professional-managerial staying three or more

nights at the park destination. Sizes of the two groups analyzed were

372 for D (the inexperienced group) and 896 for H (the experienced

group).

As in the previous case, significant difference proportions

(Figure 28) are generally not large. The overall percentage of

significant differences for the matrix is 19.9. A comparison involving

randomonly-composed groups yielded significant difference pr0port10ns

which equalled or exceeded the above proportions in most cases. It

appears then, that no major differences in locational preferences

occur between these two subgroups.
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Fig. 28.--Groups D and H - Proportion of pairwise comparisons of

locational types where significant differences in preference

are observed.

 

Subgroups A and B (Length of Stay). -- Characteristics common

to these two groups include 0-2 years' camping experience and pro-

fessional-managerial occupation types. The groups are differentiated

by length of stay, with Group A staying 1-2 nights and Group B staying

three or more nights.1

Significant difference proportions derived for the comparison

are substantial for a number of locational types (Figure 29). There is

a tendency for the larger proportions to be associated with the lower

distance categories, suggesting that preference differences are strongest

with respect to these locational types. The overall percentage of sig-

nificant differences for the matrix of locational types is 30.8.

 

1Groups sizes for the analysis were 212 and 168 for A and B respectively.



145

 

 

 

 

 

          

1600

.40 .38 .37 .07 -- -- -- --

190 5‘ 52 51L, 5* ‘6 s. :1 5

x .33 .47 .48 .52 .20 -- -- .05

I; 90 +1 42 N +1 +5 +6 7 “111

Z

“ .43 .32 .35 .25 .39 .35 .57 .04

:3 30 3' gel 3 2+ 35 so 37 53

z:

2 .25 .10 .41 .27 .05 .00 -- --

E ‘2 2.1 23 21* 25 26 2.7 28

2

.37 .42 .26 .17 .10 .29 .54 .30

0 I1 12 ._j§l If is. to 17 is

75 150 300 450' eoo nnles

DISTANCE

Fig. 29.--Groups A and B - Proportion of pairwise comparisons of

locational types where significant differences in preference

are observed.

‘Table 27 compares the above proportions of significant

differences with those derived for two pairs of randomly-composed sub-

groups. Although the evidence is not conclusive (as noted earlier),

it appears that the A versus B difference proportions for some

locational types are greater than might be expected by chance. Most

of these locational types are associated with shorter distance

categories.1

Further information on preference differences between Groups

A and B is provided in Figure 30. There appears to be a tendency for

A to exhibit greater preferences than B for locations in the lower

attraction categories and lower preferences than B for the higher

attraction categories. A possible explanation for such differences

 

1These locational types are identified by asterisks in Table 27.
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is that short-stay campers (A) attach less importance to attractiveness

of destination than longer-stay campers (B), and hence exhibit less

variation in preference among attractiveness categories.1

Figure 31 tends to support the above observation on preference

differences. For the large majority of locational types, Group A shows

greater disagreement than Group B, particularly in the three highest

attraction cateogories. Again it is suggested that longer-stay campers

exhibit more agreement in their preferences than short-stay campers

particularly with respect to the more highly attractive destinations.

The short-stay campers show greater disagreement, perhaps because they

do not differentiate among types of location to the extent of the

longer-stay campers, or perhaps because their locational decisions are

based on a variety of criteria (for example, the weekend camper versus

the stopover camper).

The major hypothesis advanced earlier is thus confirmed by

the analysis, i.e. longer-stay campers do appear to prefer more attractive

destinations over less attractive ones more consistently than short-stay

campers.

Subgroups C and D (Length of Stay). -- These two groups include
 

campers with 0-2 years' camping experience, from occupations other than

professional or managerial types. They are differentiated on the basis

of length of stay.2

 

1Unlike this relation with attraction classes, there appears to be little

noticeable relationship between distance categories and direction of

preference differences.

2Group C had 381 camping parties while Group D had 372.
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As in the previous comparison, sizeable proportions of sig-

nificant differences are apparent for many locational types (Figure 32).

For all pairwise comparisons of available locational types, the per-

centage of significant preference differences between the two groups is

40.8. The comparison of these significant difference proportions with

those from randomly-composed subgroups is presented in Table 28. The

results suggest that many of the proportions for the C versus D comparison

are larger than those which might have arisen through chance. These

significant proportions (identified by asterisks) are well-distributed

through the matrix of locational types, with a slight tendency toward

concentration in the shorter distance categories.

Figure 33 indicates the proportion of significant differences

in preference in which C's preferences are lower than D's. In the

lowest attraction category and the longer distance categories, Group C

generally has higher preferences than D, which in the higher attraction

categories and lower distance categories, Group C's preferences are

chiefly lower than D's preferences. Similar to the preceding comparison,

short-stay campers appear to have greater preference for destinations

of lower attractiveness and lesser preference for the more highly

attractive destinations than the longer-stay campers. In addition,

short-stay campers seem to have greater preference for the more distant

destinations. This situation may be the result of stOpover camping by

short-stay campers.

From the data presented in Figure 34, it appears that, on the

whole, Group C members disagree more regarding locational preference

than do Group D campers. This observation follows that made concerning
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Fig. 32.--Groups C and D - Proportion of pairwise comparisons of

locational types where significant differences in preference

are observed.

the previous comparison, providing further evidence that short-stay

campers do not differentiate among locational types to the same extent

as longer-stay campers.

This comparison of subgroup preferences thus draws much the

same conclusions as the previous comparison about the relationship

between length of stay and locational preferences. The two additional

comparisons possible involving length of stay variation have not been

It would be of interest to investigate theseundertaken in this study.

to ascertain whether similar conclusions are reached.

Subgroups A and C (Occupation). -- The final comparison of

subgroups undertaken here involves camping parties with little

experience (0—2 years) and staying only 1-2 nights at their destination.

This group is divided on the basis of occupation, professional-managerial



T
A
B
L
E

2
8

P
R
O
P
O
R
T
I
O
N
S

O
F

P
A
I
R
W
I
S
E

C
O
M
P
A
R
I
S
O
N
S

O
F

L
O
C
A
T
I
O
N
A
L

T
Y
P
E
S

W
H
E
R
E

S
I
G
N
I
F
I
C
A
N
T

P
R
E
F
E
R
E
N
C
E

D
I
F
F
E
R
E
N
C
E
S

O
C
C
U
R
:

S
U
B
G
R
O
U
P
S

C
A
N
D

D
A
N
D

R
A
N
D
O
M

G
R
O
U
P
S

 

L
o
c
a
t
i
o
n
a
l

P
r
o
p
o
r
t
i
o
n

o
f

s
i
g
n
i
f
i
c
a
n
t

d
i
f
f
e
r
e
n
c
e
s

L
o
c
a
t
i
o
n
a
l

P
r
o
p
o
r
t
i
o
n

o
f

s
i
g
n
i
f
i
c
a
n
t

d
i
f
f
e
r
e
n
c
e
s

t
y
p
e

C
v
s
.

D
R
a
n
d
o
m

g
r
o
u
p
i
n
g
s

t
y
p
e

C
v
s
.

D
R
a
n
d
o
m

g
r
o
u
p
i
n
g
s

I
I
I

I
I
I

I
I
I

I
I
I

 

      

 
     
 

 

1
1

3
.
4
7

.
5
7

.
1
8

.
1
8

3
5

*
.
6
6

.
1
8

.
1
4

.
0
6

1
2

*
.
5
2

.
3
1

.
0
9

.
3
6

3
6

.
5
8

.
6
9

.
0
7

.
2
1

1
3

*
.
5
1

.
4
0

.
2
3

.
2
9

3
7

.
3
3

.
3
9

.
0
9

.
1
3

1
4

*
.
5
2

.
3
5

.
1
8

.
2
6

3
8

.
3
2

.
1
0

.
0
3

.
2
1

1
5

.
0
8

.
6
4

.
0
7

.
4
8

4
1

.
3
9

.
2
4

.
2
1

.
1
8

1
6

.
2
7

.
7
1

.
3
7

.
2
9

4
2

.
4
1

.
3
8

.
2
9

.
3
2

1
7

.
6
7

.
6
0

.
0
0

.
7
4

4
3

.
2
9

.
2
0

.
1
4

.
2
6

1
8

*
.
4
1

.
1
6

.
2
5

.
1
3

4
4

.
3
5

.
4
7

.
S
O

.
1
7

2
1

.
3
0

.
3
3

.
1
2

.
2
7

4
5

.
2
3

.
2
4

.
1
3

.
4
8

2
2

.
3
9

.
4
5

.
0
6

.
2
4

4
6

.
1
8

.
2
1

.
3
8

.
3
8

2
3

*
.
5
0

.
2
9

.
3
4

.
2
6

4
7

.
3
1

.
2
6

.
6
1

.
2
4

‘k'k-ki‘

.
4
1

.
1
1

.
1
5

.
0
6

.
6
9

.
3
4

.
1
6

.
2
3

.
4
6

.
3
4

.
1
7

.
1
4

2
8

-
-

.
7
2

.
1
9

.
1
0

.
2
3

3
1

.
3
2

.
2
6

.
2
3

.
3
5

5
5

.
4
7

.
4
7

.
0
7

.
4
4

3
2

.
4
5

.
4
5

.
1
8

.
1
8

5
6

.
0
0

.
1
3

.
1
4

.
1
5

3
3

*
.
4
3

.
3
1

.
2
6

.
3
7

5
7

*
.
3
3

.
1
3

.
1
6

.
1
3

3
4

*
.
4
5

.
3
5

.
2
4

.
2
1

5
8

—
-

-
-

2
5

.
2
2

.
1
5

.
5
6

.
1
2

5
1

2
6

.
3
8

.
4
6

.
0
3

.
3
7

5
2

411-11411:

m

m

1

1

1

1

1\

N

  

151

 

a
A
s
t
e
r
i
s
k

i
n
d
i
c
a
t
e
s

t
h
o
s
e

p
r
o
p
o
r
t
i
o
n
s

w
h
i
c
h

a
p
p
e
a
r

t
o

b
e

l
a
r
g
e
r

t
h
a
n

e
x
p
e
c
t
e
d

b
y

c
h
a
n
c
e



152

 

 

 

 

 

         
 

 

 

 

 

 

  

1000

.86 .79 .76 1.00 1.00 .00 1.00 -

‘.. ‘ O‘ '% I? n

,< .75 .80 .60 .67 .00 .00 .00 -

“’00 + + +1 +6 +6 +7 +
c:

E

z .50 .53 .73 .00 1.00 .00 .40 .00

c: 30 3' 31 B1 41 .7 37 g‘

r;

(.1

g .50 .92 .88 .90 17 00 - -

I: 12 21 2 2 2 25 26 2. 26

<

.00 .12J.33 .00 .50 .33 .00 .00

0 '1 12 13 11' 1 16 1? to

75 150 300 450 see miles

DIS TA N C E
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types versus other types.1

The percentage of significant differences out of all pairwise

comparisons of locational types is 27.5 for this matrix (Figure 35).

While a few of the proportions of significant differences are reasonably

large, comparisons with proportions derived from randomly-composed

groups indicated that an insignificant number of the locational types

had proportions above those which might have been derived by chance.

Thus it is suggested that few important differences in locational

preference occur between these two subgroups on the basis of occupation

differences. Since this was the only comparison of subgroups disting-

uished by occupation type, it is not possible to draw general conclusions

beyond the comparison just made.

SubgrouppComparisons - Conclusions
  

From the results of the comparison discussed above, a number

of conclusions may be drawn. It appears that of the three characteristics

of camping parties examined, length of stay at the park destination is

the one most likely to be linked to differences in locational preferences.

Both comparisons made regarding length of stay showed that important

differences in locational preferences were associated with variation in

length of stay. Regarding the extent of camping experience (the

variable investigated most completely), only in one of the four

comparisons were preference differences found to be substantial. The

third variable, occupation type, was not investigated sufficiently to

permit generalizations about its relationship to differences in preference.

 

1Sizes of groups used in the analysis were 212 and 381 for A and C

respectively.



154

 

 

 

 
 

          
 

1000

.27 .45 .15 .42 -- .11 —- --

‘90 51 $2 51‘ 5‘ ‘6 Se 5 J11

>< .36 .52 .15 .12 .28 .08 .52 .21

u; 90 +1 +2 +3 +1 +5 +6 +7 +8

C3

:2

- .51 ; .30 .24 .26 .32 .54 .29 .14

g 30 3U 3 ”fl 3+ 35 ,16 37 .53

1: f

“<9 .26 ' .24 .48 .09 .22 .03 -- --

E ‘2 21 22 13 if 25 26 2.? £8

'4

.30 .33 .38 .37 .24 .03 .13 .23

0 L_i 11 12 13 1+ 1 16 17 18

75 150 300 450’ 000 nnles

DISTANCE
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of locational types where significant differences in

preference are observed.

Of the hypotheses advanced earlier concerning the nature of

preference differences with respect to the three variables, only those

relating to length of stay largely were substantiated. It was found

that the longer-stay camping parties did tend to prefer the more

attractive destination types to a greater degree than the short-stay

parties. The suggestion that no clear relationship would exist between

distance to destination and existence of preference differences between

the short-stay and longer-stay groups were also supported. With respect

to degree of camping experience, only in the case of professional-

managerial occupations staying three or more nights is the hypothesis

supported that the inexperience group will show less rationality in

preference than the experienced group. The little evidence available

for the occupation variable_does not substantiate the hypotheses

advanced earlier.
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There are several considerations which restrict the conclusions

which can be drawn from these comparisons of subgroup locational

preferences. For one thing, a number of rather arbitrary decisions

were made during the analysis which may have influenced the results to

some degree. For example, different critical values separating

individuals into groups for comparison purposes might have been selected.

Also, the comparison might have been restricted to individuals with

extreme values for certain of the variables (e.g. extent of camping

experience). Altering the method of indicating significant differences

in preferences or the critical values chosen to separate significant

from non-significant results might also have had an impact on the

results obtained.

Ewing in his analysis found that grouping of individuals on

the basis of common spatial behavior and then linking these groups to

socio-economic attributes was a more powerful method of identifying

preference differences.1 This would appear to be a useful additional

approach to apply to the camper data.2

Finally, it would have been desirable to carry out all twelve

of the possible comparisons of subgroups. This would have allowed more

extensive conclusions to be drawn, particularly regarding the

occupations variable.

 

leing, "An Analysis of Consumer Space Preferences."

2It would seem essential that the spatial behavior attributes chosen be

distinct from the data used to define locational preferences. Otherwise

one would seem to be saying only that grouping by preference differences

is associated with significant differences in preference.

 





CHAPTER VI

CONCLUSIONS

This study has had as its purpose the outlining and application

of a model for revealing locational preferences of a population frequenting

recreation destinations -- in this case, campers in Ontario provincial

parks. The first part of this modelling effort involved the derivation

of preference structures representative of the entire camper population

under examination, while the second part investigated the extent to

which subgroups within the camper population possessed differing preference

structures. This concluding section is concerned with two questions —-

firstly, "Of what use has the analysis been in revealing the locational

preferences of Ontario campers?" and secondly, "Of what potential use

might the approach be in the analysis and prediction of choices of

individuals among recreation destination alternatives?"

Locational Preferences of Ontario Campers
 

The analysis has revealed that a considerable degree of order

is discernible in the preferences of Ontario campers for various

provincial park destinations. Despite the fact that it was necessary

to generalize park destinations into "locational types" based on

somewhat arbitrary distance and site-attractiveness criteria, it was

possible to derive a preference ordering of such locational types with

which the choices of Ontario campers are quite highly consistent. The

implications of such a finding are significant since it suggests that,

156
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while choice situations and choices obviously differ among members of

this group, there is some degree of similarity in the preferences under-

lying the choices made.

The preference scales obtained for Ontario campers also appear

to have some relationship to the criteria used to define locational types

-—particularly the distance-from-origin criterion. There is a definite

tendency for the more preferred locational types to involve shorter

distances than less preferred types. Again, this finding is important,

suggesting that preferences for location have definite associations

with distance of the destination, while having somewhat weaker ties

with the measure of site attractiveness employed.

The modelling through regression analysis of the derived

preference scales in terms of distance and attractiveness attributes of

destinations provided definite evidence of the weak relationship of the

attractiveness variable to preference ratings and the relatively strong

relationship of distance to preferences. This result could signify

that little importance is attached to variation in site attractiveness--

i.e., that park destinations are perceived as more or less uniformly

attractive. More plausibly, perhaps, the result could indicate that the

measure of site attractiveness employed, does not adequately measure

"attraction" of park destinations relative to the individuals engaged in

choosing among the destinations.

Despite the fact that site attractiveness as defined in this

study appeared to be less significant than distance-from-origin in

influencing preferences, there is evidence of "trade-offs" made by

campers between distance and site attractiveness--largely in the case of
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alternatives 300 miles or less from origin centers. That is, campers

show some willingness to substitute lower site attractiveness for a

decrease in distance or higher attractiveness for an increase in distance

(or vice-versa). Thus some measure of support is provided for the view

that campers base preferences on both site and situation characteristics.

The comparison between the preference structures of 1966 and

1968 Ontario campers, while identifying certain differences-~for example,

the fact that 1968 preferences are less strongly related to distance and

attractiveness attributes--suggests that in general the structures are

similar. This result thus provides a measure of support for the assertion

that preferences have considerable stability over time.

Limited evidence was presented indicating that Ontario campers

exhibit greater agreement in their preferences for shorter-distance

locational types than for longer-distance types. One implication here

is that campers have greater and more uniform knowledge of closer des-

tinations and hence show more agreement in choices of these types.

The analysis of preference differences among a number of

subgroupings of the Ontario camper sample indicated that in the majority

of cases, significant differences in locational preferences could not

be linked to differences in the camper characteristics under examination.

That is, while certain preference differences were identified, these

were no greater fer the subgroups of interest than for other randomly-

composed groups. Only in the case of variation in length of stay did

subgroup differences appear to be greater than expected. These

conclusions suggest that other variables should be examined for

significance, perhaps, as suggested earlier, those tied to spatial
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behavior.

In conclusion then, it is evident that a substantial amount

of information about camper locational preferences has been revealed

by the analysis, thus demonstrating the usefulness of this approach.

Future Research Possibilities
 

The following is concerned with a few of the possibilities

for future application of the revealed preference model in recreation

research.

Prediction of Spatial Movement
 

The gravity and systems models discussed earlier are both

concerned with the prediction of Spatial flows of people between

origins and destinations. The utility of such models has been

evaluated largely by examining the degree of accuracy of their

predictions. While a concern with prediction has not been evident

in the dissertation, this aspect does appear to offer promise for

future research. The following demonstrates some of the possibilities

for using the locational preference model of this study in a

predictive capacity.

The rationale behind the use of the preference model for

predicting spatial interaction lies in the hypothesis that locational

preferences are relatively stable over time, unlike spatial behavior

1

which may change frequently. As noted above, this dissertation has

 

1

Rushton, "The Scaling of Locational Preferences," and Rushton,

"Behavioral Correlates of Urban Spatial Structure."



160

provided limited evidence supporting such a hypothesis (Chapter IV).

This hypothesized stability of preferences then provides a basis for

predicting future interactions.

Method of Prediction.——Using the pairwise preference
‘w—
 

probabilities obtained from choices between locational types, it is

possible to derive the expected flow pattern from origins to

destinations, provided the total numbers from each origin are known

or can be estimated.1

Given that locational types A, B, and C are available for

choice, the probability of A being selected from these three is defined

  

by the following: 2

P(A) = P LA) - = 1

p(A)+p(B)+p(C) 1. 2(8) , (C)

P(A) p(A)

An estimate of p(B)/p(A) can be derived from the pairwise preference

probabilities (i.e. p(B chosen over A)/p(A chosen over B). A similar

estimate for p(C)/p(A) can be obtained using the pairwise probabilities

for A and C.

Similarly, to derive the probability of B being chosen from

the three locational types, the following is used:

  

 

p(B)

p(B) _ P(B) = p(A)

if? p(B) p(C)
p(A)+p(B)+p(C) 1+p(Aj+ P(A)

 

1The method applied here is after deTemple (D. deTemple, "A Space

Preference Approach to the Determination of Individual Contact Fields

in the Spatial Diffusion of Harvestore Systems in N.E. Iowa" (unpublished

Ph.D. dissertation, Dept. of Geography, Michigan State University), pp.

32-35).

2Where P(A) is the probability of A being chosen from the three locational

types, and p(A) is the probability of A being chosen from all available

locational types. ‘
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The method may be expanded to include more than three available locational

types simply by adding pairwise probabilities representing the additional

locational types to the denominator; It is apparent that the choice

probabilities derived for the available locational types will sum to 1.0.

Thus, for a given originlocation, available locational types

can be ascertained, their choice probabilities derived, and these are

then multiplied by the total number of campers estimated for that origin

to obtain the predicted number of campers for each locational type.

Application to Hamilton Campers.--The technique discussed
 

above has been applied to the system of provincial park alternatives

available to Hamilton campers. The objective is to predict flows of

Hamilton campers to each of the locational types available from this

origin. In this instance data are available whereby these predicted

flows may be compared with actual patronage of locational types. In

fact, the application employs the preference structure of the 1966

sample of Ontario campers (Case I) to predict locational choices of

Hamilton campers in 1968 (which can be checked against known patronage

in 1968).

With reference to Ontario provincial parks, 26 locational

types are available to Hamilton campers. The choice probabilities

derived for each of these locational types by the method outlined above

are indicated in Figure 36. These probabilities were muliplied by the

total number of Hamilton campers in 1968 (38,382) to obtain the initial

predictions for patronage of locational types (Column 3 of Table 29).

 

1

Locational types are those employed in Case I.
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Fig. 36.-~Choice probabilities for Hamilton campers.

It is obvious that in many cases, the initial prediction

differs considerably from the actual attendance recorded for that

locational type. Column 4 of Table 29 indicates error in prediction

as a percentage of the recorded attendance. It was hypothesized that a

major cause of these errors is the fact that the locational types in—

clude varying numbers and sizes of park alternatives.1 Thus two

adjustments were made, the first to compensate for varying numbers of

parks (Columns 5 and 6, Table 29), and the second to allow for variation

in park size, in terms of total numbers of users (Columns 7 and 8, Table

2

29).

 

Number of parks, for example, varies between one and six.

2
These adjustments consisted of multiplying the initial prediction by

the result of dividing the relevant park number or size figure for that

locational type by the average number or size figure for all locational

types.
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Substantial improvements in prediction are evident for the

great majority of locational types for both of the modifications made.

Where adjustments were made concerning number of parks, 15 of the 26

locational types had prediction errors of less than 300 individuals.

Where allowance was made for total patronage of parks, 18 locational

types had prediction errors of less than 350. Mean prediction error

(percent) for locational types was slightly lower for the patronage

modification than for the park numbers modification (54 % versus 58 %).

However, in terms of the median prediction error, the reverse was true

39% for number of parks adjustment versus 52% for patronage adjustment).

No attempt is made here to further pursue the best fit

between observed and predicted attendance. The purpose was simply to

demonstrate by way of an example, that possibilities do exist for

employing the revealed preference model in a predictive capacity.

When it is recalled that the predictions for 1968 Hamilton campers were

made on the basis of the preferences of a sample of all Ontario campers

in 1966, the results appear to be quite promising.1 Certainly this

aspect of the preference model merits investigation in future research.

Other Research Problems
 

A variety of additional research needs are apparent from this

study, some of which are briefly identified below.

 

Compared to the results of the systems model, for example, in predicting

patronage of similarly composed locational types, the preference model

predictions are somewhat poorer (Column 9 of Table 29). However, the

systems model is concerned with predicting total numbers of users for

park destinations, possibly a somewhat easier task than predicting

numbers of users from a particular origin. Also, the systems model was

tested with the same user data employed in its formulation (i.e. data

for 1966 park users).
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One of the most pressing needs is for improved techniques

to measure attractiveness of destinations for recreation purposes.

Specifically, the measures adopted should be firmly based on site

attribute preferences determined for the p0pu1ation under consideration.

The technique advanced by Ross1 represents an effort to identify such

preferences held by choosers, and ultimately, with improvements could

prove to be useful in this respect.

The question of defining locational types for recreation

Opportunities also needs much more investigation. A series of

experiments for one or more data sets which investigated various

definitions of locational types would be of c0nsiderable value here in

formulating criteria for setting up locational types.

Once steps have been taken to resolve the problems noted

above, it should be possible to refine and extend the results of this

study. It would be useful, for example, to repeat the park user

preference analysis for different points in time or for different

Spatial systems, and determine the nature of differences in preference

structure. In addition, the analysis might be carried out for other

types of recreational pursuits, and comparisons made between activities.

In conclusion, it should be noted that there are additional

research needs which are related to the revealed preference model

itself, and not specifically to its application to choice behavior in

 

1

Ross, "Attractivity Indices.”
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recreation. Such problems have been adequately discussed elsewhere

and hence are not dealt with here.1

 

1See for example:

Rushton, "The Scaling of Locational Preferences."

, "Behavioral Correlates of Urban Spatial Structure."

Ewing, "An Analysis of Consumer Space Preferences."
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APPENDIX IV

PARK CAPACITY AND LOCATIONAL PREFERENCES

One problem envisaged in the identification of locational

preferences of park users is that of capacity limits. Individuals may

not be able to choose among all exisiting alternatives simply because

these locations have limits as to the number of persons who can be

accomodated. Consequently, preferences may be obscured in the analysis.

Methods of dealing with this problem are discussed briefly below.

Degree of Confidence in Revealed Preference Results
 

While there appears to be no method of determining to what

extent capacities of parks have obscured true locational preferences,

it does appear possible to use extent to which capacities are filled

as one measure of confidence in the validity of the revealed preferences.

That is, the closer capacities of parks are to being completely filled,

the greater the possibility that locational preferences are being

obscured by capacity limits.

Consider a hypothetical example. A population of 1000 camping

parties from one origin center can choose among five locational

 

alternatives.

Type A - capacity of 400 camping parties

Type B - capacity of 100 camping parties

Type C - capacity of 300 camping parties

Type D - capacity of 700 camping parties

Type E - capacity of 300 camping parties

Assume that the true preferences of this population are:

most pref. least pref.

B____sE____,A_____sc ;-D

no. of

campsites 350 225 200 150 75

desired
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Assuming that if the most preferred type is not open to a party the

next most preferred type will be selected, the following situation

prevails:

350 want B but only 100 can choose it, therefore 250 will choose E.

225 want E but only 50 can choose it, therefore 175 will choose A.

200 want A and choose it.

150 want C and choose it.

75 want D and choose it.

Therefore, preferences change to the following:

A—flE ——>C———+B——.’D

375 300 150 100 75

These are the "revealed" preferences.

Therefore, probabilities of a camping party visiting these

locations according to apparent (revealed) versus true preferences are:

Locational Apparent True

type (revealed)

A .375 (most pref.) .200

E .300 .225

C .150 .150

B .100 .350

D .075 (least pref.) .075

The goal is to be able to predict, when true preferences are

unknown, where discrepancies between apparent and true probabilities will

be the greatest.

Locational Discrepancy between Percentage of capacity

type apparent and true probabilities filled

B .250 100

A .175 94

E .075 100

C 0 50

D 0 11

These discrepancies occur either where capacity restrictions

lead to under-estimations of true preferences (B), or where overflow

from a higher preference location leads to over-estimation of true

preferences (A and B). As seen in the above table, knowledge of

 



173

percentage of capacity filled enables prediction of where discrepancies

might be expected but notithe extent of these differences nor their

direction (over- versus under-estimation of true preferences for a

locational type). Since the true preference ordering is not known, the

locational types to which overflow might be diverted cannot be ascertained.

Although in this case A and B were identified as types where discrepancies

might be found, many situations can be envisaged where overflows would not

lead to high percentages of capacity filled.

Therefore, assuming only the revealed preferences of the

individuals in the above example are known, these would be expressed as

A-—--—-+E -—->C —-——?B -—>D

but indicating that confidence in preferences for B, A, and E is not high

because of the extent to which their capacities are filled.

The example treated above is a simple situation where campers

are from one origin center and choose among five parks having different

characteristics. Complications arise where campers are from more than

one origin center and choose among parks which may have considerable

similarity (reflected by their grouping into locational types). In

this case, one locational type may include one (or several) park(s)

for campers from one origin center, but a different park(s) for campers

from another origin center. Thus assigning a particular figure for extent

to which capacity is filled would be a difficult task. Averaging of these

percentage figures within each locational type with perhaps some weighting

on basis of patronage would appear to be one feasible solution.

An‘Alternative‘Approach
 

The above approach to the capacity problem recognizes that at

times, because of capacity limitations, campers cannot choose the location
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they prefer. A second approach might be to view capacity limitations as

part of the group of park characteristics considered by campers in

formulating their preferences. Thus the assumption is made that to all

potential visitors to a park, the risk that capacity might be filled

constitutes a detrimental feature of that park. The degree of risk is

reflected in the percentage of total capacity which is utilized.

The evaluation of the importance of capacity limitations as a

detrimental characteristic is a difficult matter. Obviously to campers

who have been turned away from filled parks, this characteristic is the

one dominating their behavior. Others, however, may simply rate a park

as less attractive because of the possibility they may be turned away.

The problem is to arrive at some sort of average rating of this character-

istic relative to other characteristics evaluated.

As already noted, Ellis1 in adding camping capacity (but not

percentage filled) to his rating system for parks, assigned an index

multiplier of 1 to a park having "average" capacity. The extent to which

parks deviate from this average determines changes in this multiplier.

For example, a park with twice as much capacity as average would have a

multiplier of 2.

In this case, the parks of interest are those which are

considerably above "average" regarding percentage of capacity filled.

It was decided arbitrarily to set the value of 65% as an index multiplier

of 1. Then, any park with values above this figure would be devalued

accordingly. For example, a park with 85% of capacity filled would

receive a multiplier of 0.76. For a park with 100% of capacity filled,

the multiplier would be 0.65.

 

1J.B. Ellisf'Systems Analysis of Provincial Park Camping: 1966 Park

Users Survey,"report prepared for Parks Branch, Ont. Dept. of Lands

and Forests (Toronto: January 1968).
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This procedure was applied to the park attraction indices

derived by Ellis} using data eXpressing percentage of park camping

capacity utilized during the peak use months of July and August.2 Of

the total 81 parks, 21 had percentages filled of 65 or more. However,

the adjustment of these attraction scores made little difference in the

ranking of parks by their attractiveness. Also of interest is the fact

that little correlation was found between park attraction values and

percentage of capacity filled. If the validity of the attraction scores

is accepted, then the attractiveness of a park does not appear to be

significantly related to the degree of use of camping facilities.3

This approach to the capacity problem appeared to be a more

practical one than the one discussed initially, and was adopted in

modifying park attraction scores for the study. Obviously, though,

it would be desirable to establish a sounder basis for determining the

effects of park capacity limits on locational choices of campers.

 

IIbid.

2Ontario Department of Lands and Forests, "Park Use Statistical

Report, 1967" (Toronto, 1968, Mimeographed).

3As noted in Chapter I, percentage of capacity utilized is really

a product of two types of decisions; decisions by campers to

utilize particular parks and decisions by park administration

to alter or maintain camping capacity. Therefore these

percentages may simply reflect abilities of administrators

to estimate demand for camping facilities.



APPENDIX V

1966 ONTARIO PROVINCIAL PARK USER SURVEY: CAMPER QUESTIONNAIREa

(Long Form Questionnaire)

 

IO.

12.

l3.

14.

15.

Park Number - see park code sheet.

Sticker Number - from special survey sticker affixed to vehicle.

Date--day (use 2 digit code1. e.. 01 to 31) and month (use 1 digit code1.e.., May l, June 2.

-July3, Aug. 4, Sept. 5, Oct. 6)

e.g., July 9th would appear as 093; Sept. llth - 115.

Where is your home? (Use hometown code sheet).

If U.S. resident - what was your point of entry into Canada?

Do you live in an apartment, single family detached dwelling, or .................?-

(a) ' In the area where you live, are there outdoor recreation facilities within a ten

minute walk, or not?

- If ‘no' mark ‘none’ on form.

- if ‘yes’ go to 6 (b).

(b) How would you rate these facilities?

Number of persons in car including infants - direct count.

We would like to know the approximate age of each person in your party. Into which of

these age groups do the members of your party fall? Please provide the information

separately for males and females - use card

Are there any persons in your party who do not live'1n the same household as you do?

Ifyes’, how many?

(a) What kind ot work do you do? (write in}

(b) -What type of organization or company are you employed by? (write in)

DO NOT CODE OCCUPATION UNDER ITEM NO. 10.

Would you indicate the category on this card which fits the last year in which you went

to school? - use card

Is this trip part of your annual vacation?

How long is your vacation in the average year?

Approximately how many nights do you expect to stay in the park on this visit?

(a) How long is it since you left your home on this trip?

- If ‘one’ night’ record hometown code as ‘origin' and go the question 16.

- If ‘two nights’ or more, ask 15 (b).

 

aOntario Dept. of Lands and Forests and Ontario Dept. of Highways
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16.

17.

18.

19.

20.

21.

22.

23.

24.

25.

26.

27.

28.

29.
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APPENDIX V--Cont inued
 

(b) Have you spent two nights or more at the same location between here and your home?

- If ‘no’ recmd hometown code as ‘origin’ and go to question 16.

- If ‘ycs’ ask question 15 (c)

(c) What was the last place where you spent two nights? Record location as ‘origin’. .

How would you classify your stop-over accommodation in .......... ......(origin)?

- If ‘home’, this can be entered directly from Question 15 without asking question.

How many miles have you travelled since you left ............. (origin)?

Excluding stops, how many hours have you travelled since you left, ........'.(origin)?

(a) When you leave the park, do you plan on staying two nights or longer at any

location before you return home?

- if ‘no’ record hometown as ‘destination’.

. - If ‘yes’ ask 19(b).

(b) At which location do you plan to stop-over? (Record as destination) _

How would you classify your stop-over accommodation in ............. (destination)?

During the ten year period from 1956 to l965, about how many years did you camp in

Provincial Parks?

(a) Have you visited this park previously this year?

- lf‘ycs’ - How many camping visits have you made to this park this year?

How many day visits have you made to this park this year?

(b). Have you visited any other Provincial Parks this year?

- lf‘ycs’ - How many camping visitshavc you made to other parks this year?

How many day visits have you made to other parks this year?

Would you have come to this area on this trip if there were no Provincial Park here?

if ‘yes’ to 23 - if this park did not exist, what alternative accommodation would you use? ~

CamMng equipment - enter directly - no question required.

- mark only one category. if camper-back, or bus type of camping vehicle (e.g., V.W.

camping bus) - mark under ‘lS’.

What activities do you intend to participate in during this visit? Which two would you

consider most important to the enjoyment of your visit? (Include activities such as

. fishing and sightseeing which are not necessarily pursued within park boundaries) Mark)

only two. '

What do you estimate the total amount-of money will be, not including park fees, which

you will spend in the immediate area during this camping visit? (Ten dollar range).

(a) Have you found the park facilities and services to be generally satisfactory?

- If ‘no’

(b) What have you found unsatisfactory?

In an average summer. how many visits (for recreational purposes) would you usually

make to each of the following:- cottage, private park, commercial resort, other?
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AND COMPARISON OF SUBGROUP PREFERENCES

ponavnn 1r rnnn z vtvvwEF navntcsx awn utter-[NE SlnlLARIYIESOlMt~SION AIOG¢%HI. VCtUHIoVCAtfilDo‘l01QIDollEFl8NDo AlNNlflfl’o III
‘(RI’OAIN‘."0 A‘Qro‘o'y O‘Q‘ICOla.ol'l‘IOOIO|06‘2v509‘0.90“‘°°'0ZDuClCfllonlICOI.ICILIOODoICCIl"()o!f!(3ofllI.IK(20).IVEIPCZODoV'IIBI
3’..“n,gci.lI‘QO.§OI.IVPISI‘QOuQOU0F(‘30£0’oY‘60.§O|oLIX‘§9.O""0:::,nq1rL..AAc10L).~tnc|oob.CAtnoon.IcaILGOD.APCIvoo.CI106|o12¢~0o‘

cnnanu $FC1vsaouchJoI

IVA? “ol’ IHONOQFHOIYONOGL‘uolO'

iUflHAV (6'5)
.

.r.q [n.23 (Alnncna. nIEFIK). Aluslui. VCCKI. $01.80!
"FA" (*.2) (AlDttIo AIEIIIo ‘lNlKDo VCACID. ‘IloNO’

Fflnvlt (l0‘5.0.

DFAU IN OIS'ANCES "17.1!

n" 12 'UIOND

asan (5.1!! OFFIIoJoKDo J'lolOR!
rnnnnr (2:4.c.tx.7Fb.0.ax.SF6.ooIll/lb!.3!A.0.32!.2‘fio0-"02'§-9/°Ir5.1.£1.2F¢.fi.8!.2F§.O.5!o2F§o0¢§£l§lqIF§.0.61.JF§o096I02'§o90Clo?2“."obl.‘Fb.flofilo2FOoOIlF6oOoOchEQoOcIloIFQoOD
CONYINUE

Iran (‘.9) lilo. [”1”

loans! (219!

09 IO "N'loz

no 3 J-lolfll

00 Q KIIDNO

"“'0Jo‘,.noo

(”NTINUE

COVVINUE

l‘tNl.F0.20 INIOOIfllK

DC . L'Ao'N'n

vrAn (5.6! In.tl.tc.l0oliot'
'hkll! 1II.AIoil-02.6Iollol‘clloiloilol‘olll
EFIYNO 9

IFIYE (9.7) YloY5.YC.YDo'Eo"

spawn! (A|.A2.II.AL.alchlolli

Q'HINO 9
.

IP10 .905. “o~o""'

annlt (IF3ooolIol'ObOI

CALL Stavcu can.n|o~. I.len.:v.AIo¢.ICoIOI
IF (Irv.~¢.91 GO to 0

CALL SEARCH «01.nlou. no.1!a.vv.tzo.vcn.o||
Ir (IEP.NE.0l co to I ~

J-lY -

[IVY

If IJ.61.53| 60 70 O

F"NnoJoK.l“‘-oJO‘.9Eo°

CunthUE

cnuvluue

"LA" In AttllCYlON I£ISUQES

A‘OO (5.21! I(AYIUJollolIlafloloJ'lolIl

FnOIA! (16‘9.0l

IuSuYhN 7&5! OF tIANIIIIVIIV ASSUIIYICN II OFVEALEO SPACE PIE!

YHFGIV '

A'J.K< HHLIE I COL: tun J nous

nnuuu. nr canons 0! AIIDACYICN IEISUIES. ltlDlstINCE Silt GROUP

unnLIn Is Ins IPPInl. LII]! Fun INE FILES GROUPS

FIND NU'nt' 0! DISVANCE BIOUDS lib CCRDUYE ICVUOL LII]?!

n~ [HF MILES

NficutflbcllI-I'IIIVOI

If (HOG'IfoLtoflocllll ROG-N000!

Il'INhG‘IT

VII-IIPOI

NLCINDGOII

kiln LYIIACY'CN LIIIYS

REA” (5 .IQPDIIKIJIoJ-loflll

COHSU'ER OASEIVED BENIVIOI PAT!!!" PAS!!! LCD?

“Ln 0 2

u'lffttfi .1172! l'qNDoHNvIIoKDGLIH0IOI

fififlitf I'Lnu.ur Altnnctlou HFASUOES'.I6/'nuc. OF 0E51INAYIn~ hurts

l'.l¢l'0un. OF GQOLPS Atlfilctlnu HERSURES'olbI'GOISYINCE Silt GROUP

2‘.l5/'fAPPROI Llnl! FOB VHE "ILFS GROUPS'oIOI'ONOo OF ORIGINS'vIOI

ufiltf (6 .lIZDIL(AYIIJoKI.I-loNDloJ'lolflb

FURiAV t'-A7YIACYICN PEASUKES'II|IIoIO'6oIDI

00 IQ ~~-|.z

l‘ CNNoEO.lO 60 70 109

[ROI

"003‘

IQIQ

IYIZSO

NOGLIIIIROO

Ion-93

NLC-Qfl

DO IIO Iii-‘0

D" Ito JIIoIO

‘ln'loJ"no°

"“'OJ.'°0°

[FOO

AAA-0.0 .

fin l30 J'IoNlC

On ‘20 Kl|o~tc

G!IH.J.I!I0.

I01

00(I|-6t-oJoIl

"lifii'olfili

179

fl
f
‘

l! O

31 O

36

‘7

12

93

‘0

.‘5

73

72

3A

30

l“l

‘7?

420

¢?s

air

«‘0

‘50

£60

Ill!

‘6

470

O'KiIOIIK.

CvHVINUE

DO 33“ l-Iufllc

ICIIll-l

ICCIIIII

bu gn u-Iolni

VINO PUSSIRLE INIEIACIIONS FOR VHIS ORIGIN AREA

NPIVQO<

D” ’3 t.‘0~n

AAA-AAIOFFINHoKoL’

LAY-AIY'IOL’

00 ‘A P-|.QH

IFIAAY.LI.AKCHIDGO t0

(UNI INUE

JnllFFI3.K.LDIFLDAIIIVIO.999999

IF c4ct.ct.~nc: co to 32 ‘

NPIILD'¢'-IDONOGOJDI

G" '0 33

MOIILD-O

("NYINUE

DO 31 J.'O~°

Alt-AYTIIoJ'

nn 5° Hu|.IQ

I‘lAAV.LY.AlCNIIGO 10 6!

CONVINUF

JOI'FFI30'9J'I'L0‘3'l',.099.','

17

IF IJOI.GI.MOGD GO '0 30

IL IJnI.uF.or an to 22

N°IYE (6.73: I.J

innnut (IIQI

JDl-JDIOI

KLJ-(H-litflnGoJDl

on )c L-loun

[*IL.F0oJI GC 70 3‘

IF ("PICL’ofioofll GO '0 3O

MNIINPl‘tI

GI"“0NNIoKLJ’ICCNH.NN‘.ILJDOFFCNI.K.JD

COVYINUG

CUN'INUE

HPIYE 00' THE BASIC REVEALED 'IE'ERENCE 0‘7. IIYIII

on £20 JIloNLCQZO

J5'J019

If IJF.GI.NLCI JF-ILC

fl’lYF I6 ol“20| -

b.17E ‘6 0|”3Ol filioClh‘Il'ol'JoJF.

DO ‘22 KIIONLC

00 Q2! l'JoJ'

[lit-JO!

I'ri'C'II-G'u‘o“vl'

C' N T INUE

UOI'TCh-lrfili ICAIIOo IVFIP

runwntCISoaioIOIOI

CON" NUS

cvuvIHuE

PRO‘OBILIYV IHIY (Cl .OCAtl0N PREFERRED to RC! lGCAYIUN

REHINO 3 - '

nn «‘0 J-l.ulc ’

no «3“ KI|.NLC

IIJoKI'GCN‘oJo‘U

‘t‘oJ’-G‘~'O‘OJ.

IF (J.Eo.x) GO TO QJC

IF IIHS|IIJoK|OhCKoJ..06T00o0000031' GO TO ‘29

ICKD'O.O

an In Q30

O'KUOOIJol’l.5‘Jo‘.0“KoJ.'

cflurauue

P(JI-O.

HiltF (3| (BIK!.KIL.ILCD

lrulfln 3

DO 690 Jl‘ofltc

PFI“ (1 l lAOJo‘IoK'IcNLC’

no ‘00 l-loVLCoZO

JF-lOIO ,

If (JF.67."LCD JF-hlc

HHIIT (6 olflfiflt (ICALIDQI'IoJ'I

um ‘50 J'IonC

an!!! (6 .1060) lCllJ!olk(JolJlolJ-loJ'D

HPIIF 16 .1170. IlfllJloJ-lolfll

HUIYF 16 .1121! N0

touu0t'i' NU'HER as DESIINAVION AQEAS'.Iti

NLn-l

on 665 J'LQNAC

OOCJI'Oofl

00 ~65 I'lcllc

AAIJIUAACJIOIIIQJ.

CUNIINUE

on ‘99 J'IQNEC

."J.'oo

FYF‘PINLC

an «no l-L.NLC

‘F '"t'OJ.O~FOOOI0.0.'J.'.ON'OO0.0‘~OO""J.O~e.-|.. 60 '0 ~73

IIJoIII-l.

AtloJO-IIJoII

FIEHP-Ftfiflfi-lo

GO to 000

[3 IAIIoJIoGfl.O.SI APCJI-lthIOIo



a
n

‘Ql

$‘9

I30“

‘90

60%

SIO

s?"

530

$60

$50

950

S?(

SIG

990

66¢

0|"

180

(lullwni

|c cgu£|f1FIDI.LF.r.0POOSOII co to $09

|PIJIIA0IJII'IFN"IOO¢

I' ID'I‘I‘DIJIIOGFOOOIIOO'IDOII 60 IO I900

G" 'n 490

”(VIN-IN.”

IrGINLnIOICCIJI

nlO-NLOOI

(rivtnur

~uc-utno‘

(ALL sun? CHO.NLColCflolCfloICDoIo-Iol

mu-mc-I ‘

C‘III'O.

nu sen [al.utCA

lCul-ltntll

[fur-ICNIIOII

: CPIIOII-AIICH'OICDII

UHIIE I6 oID7CI

UVII§ I6 oIDGOI

H'III IQ vIC‘DI IICIIIIoICDIIIoD'IIIoCAIIIo

QEIINO 2

0H 51" I‘I9~Ic

ICPAIICNIII

I9IIF I),

Ituluu 2

00 520 I-I.~tc

RClD IZI IhIJoIIoJOIo‘OI

.EuI'JD 3

no «‘0 l-l.utc

I‘L'ICFIII

I0I0~LCI

IIIJoICIAIoJ'IoQOI
.

UVIIE III IIIIKLQIJIOIJ'IONLCI

CONIINU‘

Dn 5‘0 ICIQILCI20

J'I’I‘

Ir (J.GI.NLCI Joule

H'IYE C6 .Itoao IICIIIIcIIIoJI

on nan x-|.~Lc

lKl-ICIIKI

uRIIF co .1300! I'LoIIII‘loIJIoIJ'IOJI

asulua 3

no sso J-IoNlC

Ittn l3) lhIJoKIoI-IoNLCI

tuls Is unsu IN! nan IIAI$IIIVIIV Intuit ls convuveo.

on IA'E ran LAYER use.

aculuo I _

DO 970 J'Io~lc

DD 960 I-Io.lc

IF {J.EO.II 60 10 900

CI‘I‘". .

I, I‘IJ.".G'0‘.'OJ" CIRI'I.

I‘ IIIIoJIoEDoIIJo‘II CIKI'ZO

CONIINUE

(IJI'Oo 0

VIII! III ICIIIOIOIO~LCI

CNI’IIIUF

IEIIND Q

l”CNI~VIo..I

lb-c~l~v0.00|0 .

no 5'5 J'IQNLC

I)" DI!" “.IcJ

I‘ IIIJo'IoLDoIoCI INCLD'ID

If IDIJoKIoEOorOOI DHCL0.1‘

I‘ IDIJQKIOE90-IOOI
‘HOLO.-..O

I'

It IS SIORE

IIIIE IQI ONCLD

on 59' JOIONLC

DO SQD ‘fiIoDLC

I‘ ‘A'JO‘IO‘OO-'O. .IJO‘I.20

.‘JO‘."“S‘.‘JD‘.-O,.

3309 IS '(D

If I‘IJo‘IoEQoIoDI .IJODI'°I0

D" 6"" I'Io'LCv’D

J'I’I‘

I‘ IJoGIoNLCI J'NLC

HQIIE I6 oIIIOI IIC“I‘IO“.'OJ.

C" 6'" “'Io‘LC

“'I'E I6 oIDtDI ICFIIIQIIIKoIJIOIJ‘IQJI

U9IIE IIoIIIDI "I‘O'J’I'J-'OJ.

CHNIINUE '

REiIVO I

UaIIF I. OIIQDI

U‘III I. QIISDI IICDIIIoI-IOULCI

0n 6'" I'Io‘Lc

'f‘" II I I‘IIOJIOJ‘IQILCI
'

H'II' I. OIIODI IC'IIIOIDIIOJIOJ.‘0'LCI

“1'00

DO 63I ILDIIONLC

JL‘ONLC’ILDOI

Its-ILAOI

I' IILIoGIo~LCI ‘0 '0 D’I

DO 630 ILC'ILDONLC

JLD'NLC-ILCOI

IF IIIJL‘OJLDIQEDQIOI 00 '0 .‘D

ILD'ILC.I

I“ IILDQDIo‘LCI 60 I0 D’D

III“ IHIIAI IIII’H'. OONSDU‘CC

,qco FORIAI c

loan snaua! (72!.I6o

'ngn :PIWAI III.

1320 $nu*nt I

IDR“ FUHQDI IIOK.

[[10 FDINAT I

1170 FD'i‘I (Inn.

llan FOIflAI I15F9.2)

||~n rnnnnl I

III” VO°HAY (60'.

I16” FP'NAI II393I060F300I

II?“ FOIIAI I 69NIIINLI

Ildfi VCR‘AI I‘ll. §"H

lluh IHDQAI III.

3206 Fauna! I

D“ 670 ILC'ILDoVLC

JLC-NLL'ILE0I '

I‘ IIIJLAoJLCIofooIoI GO ID 620

If ‘A‘JLBDJtc,O~E0,0. ".".‘O

rnNIINUE

CUNIINUE

CONIINNE

0P bfiI I‘IQNLC

Ili'IOI

If IIIAoCIoNLCI 5c '0 O‘I

nn hfi' J‘ILIoNLC

Ir Incl-Jtohfolol co in ofio

‘I'OJI-OO

‘IJQII'IQ

CI'NIIWE

CONYINUE

hPIYE I6 QIIIDI .I

Hal?! I9 QIIOOI

UNITE I6 oIlSOI IICIIIIOI'IQNLCI

on 690 I-I,NLC

570

$30

63I

660

+~I

55" HHIIE I6 oIIEOI ICIIIIvIAIIoJIoJ-IQILCI

'A-‘I.

DO 670 I'IoILC

In-O.

DO 6h“ J'IoNLC

I‘ I‘II OJIQFOOIQI I."..‘O

CIINIINII‘

TIIII.YHOVI

IF-lo-INLC.INLC°IoI‘Il..NLC-IoIIIlo-IllloIIII

i'IIE It QIIQOI ID

66?

670

91"

I?"

6‘“

860

USP

I50

970

INF

090

rnQuat (Ionat

‘HQVIT I IHIOIP'IIDIDI

finount I‘IQI

5004‘! Il)‘b.¢!

tonal! lSIlfioIISoIOII

fiffifih' I3I2.’I‘Ob"’06"'1o°..

F0011! I3|2.316.61|5.IJXII

rowan! IIH .2sH-ISSING DIIA Fri town In .l&.lon HSLD. lo .I~l

snuaav IIHP.|bHOl5tANCE Faon ID.lb.llH to HSLn Io.lo.!n IsolsobH H

ILSI

lul.3bx. ooHtABLE

I until! av liS'ONOENISo/I

9I0 Fnlnb? (95!. ZOHI-LCCAIILNIL IVDE PAIICNllEoolSsquH'o
ZSHILOCAIIO

INAL tvve IFJECanglslx. afinoLaNn-LOCAIIONAL IY'E NCI PIESENI.ID

ozn FflIWII I 2~H HOUSEHOLD olrt. lonLocatlouAL IYPESo/o

to» .hl. on NUHOER .2x.30l3/I

0‘0 FflRIAY Ilsx.|~.sx.30(zu.nlio

°¢“ F"*1!7 t tNI.6Ax. §nutnnlc

0&0 fflflNAI can. ICRLDCIIICNAL :21.

Il‘ GJruPs.lAl. 79Htaca1|o~a¢ tvve ssgecv|o~3

Q50 Inn~nv IIOI. SHIVFtS.I"l. 1H!!!t£5!.7lx. IZHIPCPULIIIO~|.;RI.

lH'WSSIILF ACIUAL Innlrvsrs~csb

are rna411 (92:. ZIHCHFICFS CHnlCES Sunfincti

nan Fauna: c;2:.|1.11:.ls. 1n - .II.|ol.lh. 3H - .IYoIOIo'U.z.Fa.2.s

I'O".2’

‘"""'¢ nu1.cs-. Bentham: ¢ueout~cv tuAr lCCAYlnNAL vvocs as

1“? |"'E‘lCYIV‘-1Ib?l. IIHIOIAI Vines.rn.o.9u POSSIQLe.rq,1,aq ofuc

’FHI.FI"o7II29I. QHIV9‘9I910 INS‘LFCIchIQ‘o OHREJECIEDQIOXo I3“

’PQQC‘NI IflTlLoII '

REVEALED SPICE PREFERENCE~RLI DAIA

DEFINITION CF LDCAIICNAL IVPES-III

{SHOISIANCE GROUPSoIQI. IONIOHN SI

30

.01

19!.Fo.o.

SCMIHE tOYAL Of VHF

luloill. 13HIARLF

1n-0\nt<c1 n! Lucatlount IYPFS.II

IQIoF6.00 I7!.FID.2I

ACIUIL COL. 'oFIO.2I

REVEALED PREFEIEhCE DATA HAIRIl-C

‘.‘4.;).us.n.o.nuo.AIJ.tl.Nt.o.o.nuo.AIJoul.NE.-I.OI AHOlD-CNIN 10‘" prawn! (lax. vzuctlts SHOh uuraen a! tlnEs SAMPLE NOUSFNOLDS 'IEFE

IchIJ.III
I'lFO COLUMN LCCAIICN‘L IYPE ru OOH IVPE.I9F8.9¢I2H HDUSEHOLDSIoII§

ZloITIQII

I060 anwat (I!.3!.20Fb.lt

lusn FOR'AY I IHI 030'. IQHIABLf 'RORIHILIYV INA! CCLUHN LOCAIIONAL

1 var [S PRFFEDDFD 10 RON IVPEoIISloIOIOII

I’Ibn FCRQAY II3031023‘6olI

1*7r anwAf I |N|.2°I. noHtAMLE RQNI {CCAYIONIL YVPES

IF IIVFS THEY Aa‘ PEVEALED PREFERRED IO OIHIQ IYPFS.III

DHR‘N‘ 05‘. IONLCC. IY'E595XO I6HPE§CE~I 06'. 00,05‘

37H?FL\IIONSHIP I0 NE‘RrSI NEIGHBOROII

BY PERCENI D

1fi¢r fflwIQI IIIIIIoIZIoISXo‘6o7ol‘IoFIO.2I

[[09 FUDWAI I IHIoBOI. YQNIABLE PIODhulllTY INA? CDLU'N LPCIIIUNAL

I IV?! IS "EFPQREO I0 ROH IVPE0I3GI. 77HILCCAIIONAL IYPES ORDERED

26V THFIR RANK IN IhdLE hIIH -I FOR VISSIKG DAIAIo/Isivlnlbll

lHl.37x. ranVARLE PERCEIVID SIHlLlRIIV astuEEN LOCI?

[InNAL tvas--Pnoxlvliv unralx.133t. I7HIAHSCLUIE DIFFERENCE or 9:0

ZWIMILIIIES FRO! .5 ultn -l ECO kISSING DAtADo115I.20IOII

llu lIIQACIION llPltS. IOF6.0I

-IHIo35Io OSHIIQLE IRRNSIIIVIIY IE‘I FCI CONSISIENCY

Ifl‘ POEFCKINCF SU°FACFoIIQXoII9HICELL VALUE IS I IN J I“ COLU‘N 5ND

2 I IN V08 HNFN “RHMARILIIV IHAI J HILL DE (PCSEN CVEI I IJ P II IS

1 GaEAIFR YHAN q.$loIII

ILHLFCAI'ONOL IV'FS.’I6I9~DI3II

IRANSIIIVIIY HRYIII NEVISED (coonos YHEORV

aura P6.o QIMISBI NUHHEC CF PO$SIBLE CVCLIC IIIPLES IoFI.2I

INCCIPL‘IE IIIPLES Alf race IlA~SlIIVEoIII

22H IKANSIYIVIIY RV ROH-oFIO.5I

lul.zvx. IQHYADIE l VALUFS Fca OISIARCES

IAIIONAI IY'PS I-9.fl IS FOR lISSING DAVAIollooxc

7‘olQloIQIOII

IIIF

DEIIEEN LDC

IOHLDCIIIDNAL IV'E

lzln $ndant Ill.ll.l$lfl.§ll

122n Futnat I IHl.~~x. santnutt INYEI-Pnlur 0| 1.

Vvvts./ran.,
5 "CE: Ittufilq Lac:

I6HLOCIIIUNIL IYPESoISloISIIII

CDLCULIIED Fin! INIE.~'DIII l VOLUES I

IIIHNAL

IN I‘flLE 0'

I. CURTINHF

 



IOIC

[800

II?"

2I20

IIIO

7IOO

227"

III“

2200

1030

I570

I510

5.0

I510

I5l"

|§¢0

ISI'

1900

I62”

I‘In

IhCO

I9lfl

I950

I770

IIOn

2050

IESI 'DI SINILIIIIV 0‘ IEVP'EF ItIIICfS

”[CIQG

DO

nu

AIJ

‘IJ

CI‘N

CPU

00

I!

on

00

If

IF

'IJ

GD

FIJ

GD

FIJ

CNI

(9‘

IF

00

DO

I‘ (FIJ.*I.C0.0..I~D.‘II.JI.EO.D.I GO ID 2220

lIJ

G"

AIJ

Iflur "I0ch

IUIn J'IINLC

QII'CIIOJOKI

o‘I'GI?oJo“I

II~Ut

I In"! ,

IDOP i'Io)

«n.to.ll GO ID 7050

,ICC I-IONLC

IIIO J'IQNLC

I'.f0.3I CO '0 212C

"DJC‘.OEOOOO..~0.“‘.J.OE°.OO. GD '0 253°

.IIIIAIJouIOAIQoJIIIIo

tn ZIIO

O“.'oo

10 7IID

O‘I'GI’OJO‘.

IINU‘

IINUF

I'.FO.2I GD '0 2030

27CD ‘IIOHLC

III? J'IoNLC

O‘I'I'IJO‘I.F"OJIIIIO

I0 ZIID .

o‘I'Co

(ONIINUQ

CUNIINUE

CflNI IMIE

00

on

It

IF

IF

IF

IF

60

III

III

ISCL J-I.NLC

I5IP ‘IJQNLC

IK.F0.JI 6C IO IDZC

II‘IJQIIODIKOJIIOESQOOOI

“'IJO'..F“DJ'.OECOOOOD

'5‘IJO‘I.“JI".OECOOOO.

IIAIK.JI6F(K.JII.E0.0.0I

I0 I530

JO‘I"‘O.

JIIIO‘Do.

IVDIfiIIJ.KICDo

GU I0 I510 *

IIJokI-Doo

VIJ.‘I'”.D

IIJo‘I-AIJ.RIOAIfi.JI

VIJvKIU‘IJolIOFIIoJI

1:

5n

IIIIJ.KIOYIJ.KII.GE.60.I GO ID I550

IO I570

60 ID I520

60 ID I520

60 IO I520

60 ID I520

ClLL CPISO Ilo‘olI.IV'ISIoJo'o'oVolZI

60

I' II'IJ.KIOVIJ.KII.GE.ID.I GD '0 I550

an

XIIIIAIJ.KIO‘IJ.KII’JIJoIIIIIIIJoKIOVIJoflII

YI-IIAIJoliOFIJoKII‘YIJoKIIII‘IJoKIOYIJo‘II

12'!IAIfioJIOFIKoJII‘IIJ.IIIIIIIJ9IIOVIJoflII
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APPENDIX V I I

. SAMPLING INFORMATION: ONTARIO PROVINCIAL PARK CAMPERS, 1966a

 

Park Total Original Sampling Revise

Code Ontariob Samplec Fraction Sample

Permits

011 383 44 11.49% 383

012 614 44 7.17 614

013 3,631 65 1.79 3,631

014 4,890 71 1.45 4,890

015 13,021 164 1.26 13,021

016 511 24 4.70 511

017 6,405 79 1.23 6,405

018 3,601 72 2.00 3,601

019 997 47 4.71 997

021 297 29 9.76 297

031 643 51 7.93 643

032 1,460 47 3.22 1,460

041 240 17 7.08 240

042 138 15 10.87 138

043 1,172 42 3.58 1,172

051 552 12 2.17 552

052 535 42 7.85 535

053 722 35 4.85 722

054 1,082 27 2.50 1,082

055 2,011 58 2.88 2,011

061 1,143 35 3.06 1,143

071 4,312 46 1.07 4,312

072 5,722 44 0.77 5,722

073 2,015 26 1.29 2,015

074 4,175 49 1.17 4,175

081 631 31 4.91 631

082 951 34 3.58 951

091 2,001 43 2.15 2,001

092 2,511 25 1.87 2,511

093 3,321 36 1.08 3,321

094 532 27 5.07 532

101 1,238 32 2.58 1,238

102 849 27 3.18 349

103 1,069 9 0.84 1,069

104 .137 8 5.84 137

111 3,054 50 1.64 3,054

112 2,250 37 1.64 2,250

113 3,719 40 1.08 3,719

116 6,487 116 1.79 6,487

117 3,580 44 1.23 3,530

121 4,527 25 0.55 4,527
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APPENDIX VII -- Continued

 

Park Total Original Sampling Revise

Code Ontario SampleC Fraction Sample

Permits

122 825 25 2.82% 825

123 1,968 47 2.39 1,968

124 1,644 47 2.86 1,644

125 10,701 60 0.56 10,701

126 3,448 19 0.55 3,448

131 271 64 23.62 271

132 2,790 29 0.95 2,790

133 3,397 41 1.21 3,397

134 1,952 36 1.82 1,952

141 271 46 16.97 271

142 8,395 100 1.19 8,395

143 10,197 67 0.66 10,197

144 2,361 50 2.12 2,361

145 4,106 43 0.90 4,106

146 1,188 49 4.12 1,188

147 1,564 38 2.43 1,564

151 20,818 171 0.82 20,313

152 1,164 47 4.04 1,164

153 1,276 42 3.29 1,276

161 1,621 15 0.93 1,621

162 2,385 53 2.22 2,385

163 123 9 7.32 123

164 1,558 28 1.80 1,558

172 2,923 O 0.00 2,923

173 595 0 0.00 595

174 3,756 0 0.00 3,756

181 75 8 10.67 75

182 98 10 10.20 93

191 2,059 43 2.09 2,059

192 2,047 46 2.25 2,047

193 728 45 6.18 723

194 871 50 5.74 371

201 709 48 6.77 709

202 691 53 7.67 691

211 2,419 46 1.90 2,419

212 6,250 49 0.78 6,250

214 1,205 52 4.32 1,205

215 6,940 43 0.64 6,940

221 1,236 10 0.81 1,236

222 1,331 31 2.33 1,331

 

8Derived from 1966 camper questionnaire returns and 1966 park use statistics.

Total number of camping permits multiplied by the proportion of camping

parties originating in Ontario.

Number of Ontario camping parties responding to the long form questionnaire.

Sample size revised to include 100% of the total number of Ontario

camping parties frequentingfthe park.
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