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ABSTRACT

DEVELOPMENTAL AND FUNCTIONAL CONSTRAINTS ON PHENOTYPIC
COVARIATION DURING GROWTH AND EVOLUTION

By
Miriam Leah Zelditch

The hypothesis that ancestral developmental constraints
guide the divergence of descendant taxa asserts that the
constraints upon phenotype are developmental in origin and
that these intrinsic constraints regulate morphological
evolution. In this study, I examine the causal basis of
phenotypic integration throughout post-natal ontogeny of the

laboratory rat (Rattus norveqgicus) and in five species of

post-metamorphic Pentremites (Mississippian blastoids). I
compare patterns of integration in five age-classes of
Rattus and within and between two lineages of Pentremites.
The purpose of this analysis is: 1) to test the hypothesis
that developmental processes create observed patterns of
covariation among characters; and 2) to test the hypothesis
that these patterns of covariation are stable over ontogeny
and phylogeny.

Hypothetical models derived from developmental theory
were evaluated for their ability to reconstruct the observed
variance-covariance matrix by confirmatory factor analysis.
Confirmatory factor analysis provides a goodness-of-fit
value for the fit of the model to the data. Comparisons

between patterns of Iintegration in successive age-classes







and related taxa were also made by confirmatory factor
analysis, which treats comparative factor analysis as a
problem in statistical inference.

Morphogenetic mechanisms, other than general body
growth, do nof adequately predict the observed variance-
covariance among measures. Functional interactions among
characters, however, do appear to constrain covariation.
Interactions among characters engaged in a common function
generate observed phenotypic integration in Pentremites.
Furthermore, changes in function throughout growth may
explain why patterns of integration vary throughout ontogeny
in Rattus.

Patterns of integration change throughout growth in
Rattus and during morphological and phylogenetic evolution
of Pentrenmites. These results cast doubt upon the
hypothesis that an invariant set of constraints, intrinsic
to an ancestral population, guides morphological evolution.
Changes in patterns of integration may involve not only
changes in the intensity of constraints, or changes in the
influence of constraints upon individual characters, but
also changes in the identity and nature of the constraints.
All of these changes occured during both post-natal growth

and evolutionary divergence.
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INTRODUCTION

A number of morphologists and systematists have
recently proposed the hypothesis that developmental
mechanisms influence the rate of evolution and determine the
likelihood of particular phenotypic changes within a lineage
(Alberch et al., 1979; Alberch, 1980, 1982, 1983; Alberch
and Alberch, 1981; Alberch and Gale, 1985; Eldredge and
Gould, 1972; Frazetta, 1975; Gould, 1977, 1980, 1982, 1984;
Hoffmann, 1981; Kurten, 1953; Maderson, 1975; Maderson et
al., 1982; Maynard Smith et al., 1985; McNamara, 1986;
Shubin and Alberch, 1986; Rachootin and Thomson, 1981;
Vavilov, 1922; Waddington, 1976; Wake et al., 1983;
Williamson, 1981). Developmental mechanisms are purported
to have this power over morphological evolution because they
impose constraints upon the distribution of phenotypes
within populations and, thereby, constrain the range of
potential morphologies available to a lineage.
Developmental processes, according to these recent
hypotheses, regulate phenotypic evolution because they
control the distribution of phenotypic variation.

Apparently, at least as judged by these authors,
developmental constraints cause an impressive variety of
patterns in morphological evolution. Furthermore, they

account for patterns perceived as extremely difficult to
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explain by traditional views of morphological evolution.

Traditional selectionist theory, whatever its intentions,

implies that morphology is almost infinitely labile, capable

of the unlimited adaptive change demanded by changing 1local
ecological conditions. The persistence of a phenotype
through significant durations of geological ¢time, in a
stratigraphic sequence presumably spanning multiple
environments, challenges the notion that the phenotype
constantly responds to environmental change. Rapid change,
concentrated within short intervals of the history of a
species, further challenges the conception of phenotypic
change as a continuous response to the external environment.
A third challenges 1lies in the absence of transitional
phenotypes, intermediate between ancestral and descendant
morphologies, either in the fossil record or exhibited in
related extant taxa. Evidence from paleontological studies
initially suggested that these intermediates might be
lacking not because the fossil record is so sparse that
intermediates are simply unpreserved, but because
morphological change occurs rapidly and in small isolated
populations. Apparent stasis, coupled with rapid change,
results not from the poverty of the fossil record but from
the actual mechanisms of speciation and morphological
evolution. As Gould and Eldredge assert ( 1977), "stasis is
data". This evidence of morphological stasis and rapid
phenotypic change motivated the search for intrinsic

constraints capable of resisting the tendency to adapt to
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spatial or temporal variation in ecological conditions.
Developmental constraints provide an explanation for
these observations in terms of intrinsic features of the
morphogenetic process. Developmental constraints are
hypothesized to be responsible for 1long periods of
morphological stability and, despite the apparent
contradiction, simultaneously cause rapid phenotypic change
(Gould, 1980; Eldredge and Gould, 1972; Hoffmann, 1981;
Maderson et al., 1982; Rachootin and Thomson, 1981; Maynard
Smith et al., 1985; Waddington, 1976; Wake et al., 1983;
Williamson, 1981). Developmental constraints may also
induce directional trends in morphological evolution, and
explain why particular morphologies recur frequently while

others never appear (Alberch, 1980, 1982, 1983; Alberch and

Alberch, 1981; Alberch and Gale, 1985; Gould, 1977, 1980,

1982; Maderson et al., 1982, McNamara, 1986; Shubin and
Alberch, 1986; Vavilov, 1922; Waddington, 1976). More
fundamentally, developmental constraints may be the

mechanisms responsible for the coordinated changes in
numerous characters, the integrated modifications critical
to the origin of complex adaptations (Frazetta, 1975; Gould,
1977, 1980, 1982; Kurten, 1953; Maderson, 1975; Maderson et
al. 1982; Olson and Miller, 1958, Maynard Smith et al.,
1985).

Such a diverse set of consequences depends upon two

features of developmental processes. First, developmental

systems may often be inherently constrained, nonlinear,

e 2T




4
complex dynamical systems, only rarely capable of being

pushed off-course. When modified, they would regularly yield
particular results. This kind of system characteristically
possesses intrinsic stable states (Alberch, 1980, 1982;
Oster and Alberch, 1982; Maynard Smith et al., 1985; Thom,
1975; Waddington, 1976). Barring perturbations that exceed
the absorbtive capacity of the system, the stable state will
be persistently maintained. Severe perturbations cause
switching to an alternative stable state. The transformation
between stable states is not a simple linear response to
variation, but rather it is discontinuous. Such transitions
between stable states, technically referred to as
"catastrophes", can be classified, predicted and analyzed
and the rules governing the transitions between stable
states can be mathematically deduced (Thom, 1975). These
rules are supposed to predict the evolution of morphology
(Alberch et al., 1979; Maderson et al., 1982; Maynard Smith
et al., 1985; Waddington, 1976).

The second property of the developmental system
responsible for constraints on morphological evolution
derives from the inherently historical character of
developmental processes (Gerhart et al., 1982). Not only is
development necessarily historical, but also, at the
cellular level, it is partially a stochastic process. Each
event throughout any developmental process depeﬁds not upon
some encoded developmental program but upon the specific

chain of causal antecedent events. Thus the potential
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future states of any cell depend upon the prior states of

the system, and perhaps even upon the prior path followed by
the system, rather than upon some set of universal
instructions. Because development involves progressive
restrictions in the fate of cells at each stage of
differentiation, it has the characteristic of a branching
sequence. The historical branching sequence itself

restricts the potential future states of the system

(Kauffman, 1983). As a result of the causal linkage between’

successive states of the system, the branching pattern of
developmental history creates a network of interactions
between developing morphological traits. Any irregular
occurence early in the history of the system can alter all
succeeding events. Morphological characters, the outcome of
the ontogenetic process, are integrated by the network of
interactions so that the cascading effect of changes in
early events creates sets of correlated characters jointly
dragged along a new developmental pathway.

All of the features of developmentally constrained
morphological evolution can be predicted from the historical
and dynamic properties of developmental systems. These
properties determine the possible distribution of
phenotypes. And, according to theory, the distribution of
phenotypes within a population necessarily limits the
potential phenotypic distribution within a clade. This idea,
that developmental constraints underlie patterns of

morphological evolution because they circumscribe the range

e
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of potential phenotypic variation, is fundamental to the

theory of developmental constraints (Alberch, 1980; Gould,
1984; Maderson et al., 1982; Maynard Smith et al., 1985;
Shubin and Alberch, 1986). According to this argument, the
pattern and amount of variation at the species level limits
the available range of phenotypes in descendant species; the
same set of constraints limits the the range of variation
throughout the taxonomic hierarchy (Alberch and Alberch,
1981).

The evolutionary patterns apparently so difficult to
explain by traditional selectionist theory follow gquite
easily from the inherent constraints exerted by
developmental systems. Morphological stasis, the persistence
of a given phenotype despite changing environments and
speciation is a consequence of the inherent stability of the
developmental system. Even when the environment changes
regularly throughout geological time, morphology need not
respond because morphology is intrinsically constrained.
Thus the average phenotype is unlikely to respond to
environmental change.

Apparent punctuations, the rapid changes in average
phenotype that may be concentrated in speciation events
(Gould and Eldredge, 1977), occur because of transitions
between stable states (Maderson et al., 1982). The non-
existent phenotypes, the so-called "gaps in morphospace"
(Raup, 1966, 1967), are located in the empty region between

stable states. The transformation rules that regulate this
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switching between stable states impart an inherent tendency

to replicate particular states, and so determine directional
trends, the continuous modification of some characters
within a lineage (Maderson et al., 1982).

Convergence, the recurrence of particular phenotypes
in distantly related species, is thus also hypothesized to
result from the tendency of an epigenetic system to
stabilize at particular points. Related taxa, sharing a
common epigenetic system, should stabilize at the same
stable states. Furthermore, the transformation rules are
also conserved. Thus convergence is a result of inherent
stable states and the biased probability of particular
transformations, rather than a consequence of adaptation to
similar ecological circumstances (Alberch and Alberch, 1981;
Gould, 1977; Vavilov, 1922; Wake, 1981; Wake et al., 1983).
Intrinsic constraints, imposed by the epigenetic system,
produce stasis and rapid change, as well as trends and

convergence.

Complex adaptations

Complex adaptations may also be a consequence of the
behavior of dynamic systems and the historical nature of
developmental processes. Even a 1less formal analysis of
developmental systems, lacking catastrophes and stable
states, suggests that processes of development, and their

phenotypic products are integrated (Atchley et al., 1981;
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Cheverud, 1982; Frazetta, 1975; Olson and Miller, 1958; Van

Valen, 1960; Vavilov, 1922). However, a morphogenetic
approach to macroevolution explains the two most difficult
aspects of complex adaptations: their sudden origin and
coordinated modification (Alberch, 1982; Frazetta, 1975;
Gould, 1982). Complex adaptations, at their origin, may not
be fully realized adaptations because they might still
require considerable fine-tuning and adjustments to perform
their functions well. However, they could originate with
all their necessary features of organization and
coordination, because the epigenetic system is integrated
(Gould, 1982). Changes in any aspect of the developmental
processes would simultaneously affect all developmentally
correlated pieces so that a complex as a whole might be
fashioned at once, without awaiting modification and
assembly of several independent pieces of a mosaic. Natural
selection need not progressively modify each piece, and then
add it to the complex when it becomes a functional
structure; instead, developmental constraints by themselves
could create the basic structural framework of complex
adaptations and guide their modification.

Developmental integration, resulting from a common
response of several features of the phenotype to
developmental processes, would cause the coordinated
response of the phenotype to natural selection. Selection
would have to act upon the whole integrated developmental

system. As a result, the evolution of complex adaptations
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need not progress at a slow rate, nor by the incremental
acquisition of new components. Complex adaptations could
originate without macromutations, and the initial stages of
a novelty not be supremely well-adapted. But, at their
origin, complex adaptations would already possess sufficient
organization to be, if not adapted, at least not maladapted
(Alberch, 1982; Frazetta, 1975; Gould, 1977, 1982; Maderson
et al., 1982).

Accounting for the origin and evolution of complex
adaptations by natural selection created serious
difficulties for early Darwinian theory. Historically, the
difficulty of explaining the origin of complex adaptations
by natural selection wundermined acceptance of Darwinian
theory by morphologists. E. S. Russell (1916) questioned
whether Darwin was sufficiently aware of the problem of
complex adaptations because natural selection seemed so
incapable of creating the necessary complex organic
organization. The subject of morphology, throughout the late
eighteenth and early nineteenth century, was dominated by
The Law of Correlation of Parts (Cuvier, 1769). The Law of
Correlation of Parts dictated, on first principles, that all
structures within an organism are influenced by the need for
harmonious function. This need for harmonious organization
forces all characters within the individual to be
integrated. Darwin proposed an alternative explanation of

biological organization-- organization is a consequence of

natural selection. For this organization to be achieved by
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natural selection, it must first appear spontaneously,
generated by random variation, before it can be favored in
competition with more poorly integrated individuals. Over
time, parts of the organism would acquire their correlations
as new components of organization appeared and were favored
by selection. This Darwinian explication of natural
selection, however, appeared incapable of building
organization and complexity with its piecemeal, gradual
tinkering. The origin of complex structures, whose
component parts form an integrated functional |unit,
constituted evidence to many traditional eighteenth and
nineteenth century morphologists of a vitalistic
evolutionary principle (Owen, 1868; von Baer, 1876a, b;
Kolliker, 1864; von Hartmann, 1906; Milne-Edwards, 1867; all
cited and discussed in Russell, 1916). Developmental
constraints, in contrast, can explain the origin of
novelties without invoking vitalistic principles or

presuming piecemeal tinkering.

Causal analysis of phenotypic evolution

The ability of developmental constraints to explicate
such a wide variety of problematic phenomena may account for
their current great appeal. But some of the power

attributed to developmental constraints exaggerates their

role in morphological evolution. No evolutionary processes
require developmental constraints. Nor do current
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investigations of particular cases of evolving morphologies
support the confident assertions of many authors that
developmental constraints predict the distribution and
transformations of phenotype within a lineage. The role of
developmental constraints is merely inferred from
comparisons of repeated occurrence of particular variants in
a given taxon (Alberch, 1983; Garcia-Bellido, 1983; Maynard
Smith et al., 1985), comparisons among developmental
processes among related taxa (Alberch and Alberch, 1981;
Alberch and Gale, 1985; Maderson et al., 1982), from
examination of heterochronic changes (Alberch et al., 1979;
Gould, 1977, 1982; Maderson et al., 1982; Wake, 1980) or by
analysis of rates of phenotypic change within a 1lineage
(Eldredge and Gould, 1972; Hoffman, 1981; Maderson et al.,
1982; Wake et al., 1983; Williamson, 1981). The constraints
are not themselves identified and assessed for their power
to control phenotypic distributions. And only rarely (e.g.
Maynard Smith et al., 1985) are alternative explanations for
phenotypic distributions evaluated as competing or
supplementary hypotheses. Yet natural selection and genetic
drift can explain the same patterns, and adopting natural
selection as the explanation of particular morphological
changes may be justified by analysis, not merely by
tradition. Natural selection is not a principle to invoke
simply because a developmental explanation fails, such as
when integrated characters undergo apparent disassociations

(Alberch and Alberch, 1981). Developmental constraints are
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not the universal null hypothesis. Treating developmental
constraints as a null hypothesis errs in the same way,
although in the opposite direction, as routinely invoking
selection until confronted with self-evidently maladapted
traits.

Natural selection, random genetic drift and
developmental constraints no doubt cooperate to guide
morphological change. They may all be causes of
morphological evolution, but different kinds of causes. The
jidea that natural selection and developmental constraints
represent competing causal hypotheses presupposes that they
are logically equivalent and mutually exclusive. But, if
developmental constraints create the biased distribution of
phenotypes, subsequently filtered by natural selection, then
developmental constraints supply, at some 1level, the raw
material for evolution. Regarded in this way, the outcome
of the developmental constraints (the biased distribution of
phenotypes) is one material cause of evolution. Natural
selection, on the other hand, is the efficient cause
exploiting the materials supplied by development. In terms
of Aristotles' classic example of the relationship among
causes, the phenotypes generated by developmental processes
and the genotypes responsible for the developmental
processes, are the bricks and mortar of evolution, the
matter employed in the construction of adaptation; natural
selection is an efficient cause, the mason responsible for

transforming the materials into adaptations. Just as the
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particular materials available to the architect suggest, or

conversely, restrict his techniques and procedures,
development may constrain the potential range of phenotypic
variation allotted to natural selection.

However, the material and efficient causes are fused
implicitly, and sometimes even explicitly in several
arguments elaborated by macroevolutionists: developmental
constraints create patterns of morphology, and these
patterns of morphology do not merely provide the framework
for evolutionary patterns, they are themselves the
evolutionary patterns that must be explained (e.g. Gould,
1982) . Natural selection is interpreted as responsible
specifically (and solely) for adaptation, not for morphology
nor for its changes, while the potential effects of random
genetic drift tend to be ignored. The causes of
morphological change are perceived to lie in the processes
that occur within an individual: differential gene activity,
interactions between genes and their products, interactions
between gene products of different genes, the spontaneous
self-assembly of complex macromolecules and tissues, and the
interactions between cells and tissues (e.g. Alberch, 1982).
According to this view, developmental constraints are the
agents of the phenotype and its change, and phenotypic
change is evolution.

Developmental constraints, according to some proponents
of this morphogenetic approach to macroevolutionary theory,

particularly Alberch (1980, 1982), thus supply both material




14

and efficient causes of phenotypic evolution. Developmental
constraints bias the distribution of phenotypes available to
natural selection, and, in the absence of selection, create
the observed range of phenotypes. Material causes, in
effect, are treated as equivalent to efficient causes. Yet,
this confounding of different categories of proximate causes
is not a simple logical error. Rather, it is an intentional
assertion about the causal relationship between the
distribution of phenotypes within a population (determined
by developmental constraints) and the observed trends in
phenotypic evolution (biased by these same constraints).
Developmental mechanisms are regarded as both material and
efficient causes of phenotypic evolution because, according
to this view, the cause of phenotypic change is the cause of
evolution.

Such patterns in morphological evolution as stasis,
discontinuous change and morphological trends follow
naturally from the analysis of the assembly rules and lo<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>