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ABSTRACT

CANDIDATE EVALUATION:

A TASK SPECIFIC ARCHITECTURE

USING NULTI-A'I'I'RIBUTE UTILITY THEORY

WITH APPLICATIONS IN INTERNATIONAL MARKETING

BY

Michel Mitri

This thesis presents a knowledge acquisition and

representation framework for evaluative reasoning tasks,

called Candidate Evaluation. It draws from two main research

disciplines. First, the decision theoretic model of multi-

attribute utility theory (MAUT) provides a mathematical basis

for the framework. Second, the knowledge representation is

influenced by recent research in task-specific architectures

(TSA) and generic tasks (GT). The Candidate Evaluation

architecture is implemented in an expert system shell called

CEVAL (for Candidate Evaluator), and a development environment

called CEVED (for Candidate Evaluation Editor). In addition,

an intelligent database combining MAU'I‘ with semantic network

constructs is presented . The thes i s a 1 so presents

international marketing applications of the Candidate

Evaluation model and the MAUT semantic network database.
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CHAPTER 1

INTRODUCTION

This dissertation presents a problem-solving architecture

for evaluation and selection, its implementation in an expert

system shell, and its application to problems in international

marketing. The architecture is based on theoretical and

empirical findings from academic literature in decision

theory, psychology, artificial intelligence, and marketing. I

call this architecture Candidate Evaluation. As Figure 1.1

shows, the Candidate Evaluation architecture, and the topics

of this thesis, are based upon work done in three areas.

Decision-theoretic approaches to evaluation, particularly

multi-attribute utility theory, have a major impact. Issues in

A1 and knowledge representation, including the theory of Task-

Specific Architectures play a role. Finally, the domain of

international marketing was a guiding force.

1.1 The Study of Evaluation

Many of the problems we encounter in our day-to-day lives

involve deciding between a set of options, or candidates. In

these kinds of problems, one needs to determine the worthiness

of each candidate in order to select the best one. Other

problems involve assessing an individual candidate’s strengths

and weaknesses in order to suggests ways of improving its

performance. Both types of problems require the process of

evaluation. In schools, for example, students are evaluated
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2

for both remedial purposes and for selection and ranking.

There is a wealth of research literature, both in AI and

in the social sciences, dealing with evaluation methodology.

Evaluation is often described in terms of establishing numeric

scores and/or qualitative ratings for a candidate. Candidates

are usually represented in terms of attributes (criteria) that

are relevant to the evaluation. Many models involve a weighted

scoring process, where the weights indicate the importance

levels of the attributes being scored. Such models have been

used in education (Beggs and Lewis 1975), marketing (Wright

1975), software validation (Gaschnig et al. 1983; O’Keefe

1989), expert system viability (Slagle and Wick 1988), and a

host of other domains.

Indeed, evaluation is a such a ubiquitous task that there

has grown an entire research discipline devoted entirely to

the study of evaluation techniques. This discipline has grown

as a branch of decision theory, and can be found in several

areas.of psychology and.other social sciences. It explores the

methods that people use for evaluation and selection. It

includes study of compensatory decision rules like those

discussed above, usually implemented as algebraic weighted

models. In their simplest form, these are simple weighted

linear models, but they can also be altered to deal with

nonlinear and nonmonotonic data. Also studied is the use of

non-compensatory decision rules, which are usually

lexicographic inform. Studies have indicated that both forms
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Figure 1.1

The three main topics of this dissertation deal with

knowledge representation issues in artificial intelligence,

decision theoretic methods for evaluation and selection,

and the business domain of international marketing.

These topics are combined into a task-specific

problem solving architecture called Candidate

Evaluation.
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4

may be used, depending on the complexity of the problems and

the importance of the decisions.

1.2 The Representation of Knowledge

Knowledge representation is a key research area in

artificial intelligence. Typical "first-generation"

representation schemes include rules, frames, and logic. These

representations have corresponding inference regimes like

forward/backward chaining, inheritance, and predicate/clause

selection.

Although these regimes are improvements in knowledge

representation compared to traditional programming languages,

they still involve relatively low-level conceptual primitives.

Even ‘with ‘these representations, there is 'much need. to

translate the knowledge of the expert into the structure

imposed by the representation formalisms. Thus, there is

usually a need for a knowledge engineer who is fluent in the

programming and knowledge representation regimes involved.

This KE, despite his or her AI competence, may have little or

no prior experience in the domain field, thus necessitating a

significant learning process in order to ask the pertinent

questions of the expert. There is also a need for rapport to

be established between knowledge engineer and domain expert,

which can be complicated if the expert sees the idea of an

expert system as a threat. All these factors lead to the

infamous "knowledge acquisition bottleneck" (Hayes-Roth et a1.
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5

1983). A survey conducted by SRI international indicated that

the average cost for developing an expert system is around

$260,000 (Barr et a1. 1989). Much of this cost is absorbed

during the knowledge acquisition process. Thus, any knowledge

representation schemes that reduce the RA bottleneck will

result in significant cost-savings.

There Ihave been several attempts to alleviate this

bottleneck through improved KA techniques, both manual and

automatic. One method for speeding the KA process is to

develop languages and expert systems shells whose conceptual

primitive mirror the types of problem-solving techniques that

experts jperform (Boose 1989, Bylander’ and. Chandrasekaran

1987). This approach, called "Task-Specific Architecture"

(TSA), helps in analyzing the type of problem that is being

solved as well as providing a representation framework that

requires less translation than would be needed for rule-based

or frame-based knowledge engineering. The distinction between

TSAs and more traditional programming and AI methods is

illustrated in figure 1.2, and discussed in detail in chapter

2.It has been my experience that TSAs can also be used

directly by domain experts, so that these experts can encode

their knowledge onto the computer without the need for an

intermediary knowledge engineer or computer programmer to do

this encoding.
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1.3 The Domain of International Marketing

Recently, there has been an increased permeability of

national boundaries, brought on by technological factors

enhancing global communication and by trade agreements within

the European Community, North America, and Asia. Thus, there

is an increased need to disseminate knowledge and expertise

pertaining to the domain of international marketing.

Issues involved in this arena are numerous and far-

reaching. A company exploring the possibility of doing

business abroad must decide whether it is ready for such a

commitment. Strategic decisions must be made about which

market to enter (i.e. what country or region) as well as how

to enter that market (e.g. export, license, build a plant,

etc.) and how to adapt the product or service accordingly.

Tactical decisions must be made about the types of

partnerships to set up, selecting distributors and freight

forwarders, evaluating the performance of expatriate personnel

and foreign subsidiaries, setting up legal contracts and

pricing policies to fit the target market.

To date, there has been little effort in applying expert

systems technology 0 the international marketing domain. This

thesis explores some of the work that has been done in this

area, and discusses how the evaluation task can be and has

been applied in this domain.
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1.4 The Chapters of this Dissertation

This dissertation presents a task-specific architecture

(TSA) for reasoning and knowledge representation in candidate

evaluation (CE) tasks. The architecture includes primitives

for representing candidates, their attributes, importance

levels, and numeric/qualitative performance measures. It

includes a mechanism for establishing and interpreting

evaluation results, and for recommending actions.to take based

on the evaluation. The architecture is specifically designed

for use by non-programming domain experts, and thus enhances

the ability to quickly acquire and represent expert knowledge.

The applications developed using this architecture are in the

area of international marketing, although the architecture is

general enough to be applied to a wide variety of domains.

Following is a brief synopsis of the remaining chapters

in this dissertation:

Chapter 2 presents a detailed description of the Task-

Specific Architecture (TSA) school of thought, focusing on

research done by Chandrasekaran and others in Generic Tasks

(GT). This chapter discusses the philosophical precursors to

TSAs and GTs, describes the characteristics of these types of

representations, and compares some specific GTs to other

representation schemes that have been employed to deal with

similar problem types.

Chapter 3 discusses Bayesian approaches to decision

theory and artificial intelligence. Its purpose is to show how
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OT and AI have been using common frameworks for often very

different purposes. Topics discussed include the use of Bayes

model for building psychological experiments in decision-

making, Bayes model incorporated in expected utility theory,

Bayes model as an AI knowledge representation formalism, and

the reasons that most people deviate from the (supposedly

optimal) Bayes approach when they make decisions in real-world

situations. This chapter concludes with a discussion of an

expert system shell developed by Langlotz (1989) that merges

the Bayesian approach with expert systems techniques.

Chapter 4 shifts from the Bayesian approach to a multi-

attribute regression model, and its use in decision theory an

AI. Like chapter 3, there is discussion of the model as an

experimental paradigm for psychological study as well as a

knowledge representation scheme for AI systems. Included are

discussions of compensatory and noncompensatory reasoning in

multiattribute settings. Also included is a discussion of the

use of evaluation.functions in AI, which often attempt to deal

with multi-attribute situations.

Chapter 5 presents a detailed description of the

Candidate Evaluation architecture. CE is described in TSA/GT

terminology. It is also discussed as an implementation of the

multi-attribute utility models discussed in chapter 4, and

compared with other AI evaluation methods. Issues of knowledge

acquisition, representation, and validation are all discussed

in the CE context.
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Chapter 6 explores some issues in international

marketing, with an eye toward how these issues can be resolved

using expert systems. Important issues include: selection of

the best market (country) to enter: deciding which mode of

entry is the best, based on the company and market

characteristics: selection of partners (i.e. joint ventures,

distributors, freight forwarders, etc.): evaluation of foreign

subsidiaries and expatriate personnel: and product adaptation.

Several theoretical models and empirical findings are

discussed.

Chapter 7 presents the Country Consultant. This is a

database of market research information that is catalogued and

indexed using a semantic network structure. In addition, it

uses some of the same evaluation mechanisms described for

Candidate Evaluation, particularly the use of multi-attribute

algebraic methods for arriving at evaluative inferences. The

database is characterized by its ability to make educated

guesses about information it does not explicitly know. This

inferencing is done through a combination of spreading

activation in the network and multi-attribute algebra.

Chapter 8 is a conclusion for the thesis, describing its

contributions and suggesting areas of future research.

The appendices at the end of this thesis include: a) a

formal characterization of the Candidate Evaluation

architecture, b) the Joint Venture Partner Selection expert

system, and c) sample output from the Country Consultant.
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CHAPTER 2

TASK SPECIFIC ARCHITECTURES AND GENERIC TASKS

This chapter presents a survey of task specific problem

solving architectures (TSAs). I start with a brief review of

some "task-independent" frameworks such as rules, frames,

logic, and blackboard systems. Then I present some of the

philosophical precedent for developing "higher-level"

representations that capture knowledge in a form that is

"natural" for the type of task being done. I review several of

the generic tasks identified by Chandrasekaran and his

colleagues at Ohio State University and compare some of these

against other methods being used to solve similar problems. I

alsozreview'some other streams in TSA research, including work

done.by McDermott et al. and by researchers in Belgium and the

Netherlands.

The TSA approach serves as a motivation for development

of a Candidate Evaluation problem solving architecture, which

will be discussed in later chapters. The idea is to represent

knowledge in a form that is tied to its intended use. This

chapter explores the reasons for this "use-based"

representation and its implementation in several task-specific

tools.

2.1 “Task-Independent" Knowledge Representations

Before discussing the task—specific framework for

knowledge representation, I will briefly discuss a few

11
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general-purpose knowledge representation schemes that were

developed to deal with a wide variety of problem tasks. These

are techniques that are widely implemented in commercial

expert system shell today. I will discuss four main knowledge

representation schemes: rule-based systems, frame-based

systems, logic systems, and blackboard systems. Discussions of

these general-purpose paradigms will set the stage for

describing the motivation behind the TSA approach and some

specific TSA methods.

2.1.1 Rule-Based systems

One frequently-used, knowledge-base paradigm involves

knowledge in the form of lists of condition-action (IF-THEN)

pairs called rules or productions. These systems involve a

knowledge base of rules and an inference engine whose

reasoning strategy involves deduction in the form of forward

and backward chaining.

Via forward chaining, the inference engine starts with

facts, then searches for rules whose conditions (IF-part) are

satisfied by these facts. The actions of these rules (THEN-

part) produce new facts. The inference engine then uses these

new facts, in addition to the old ones, to search for further

rules whose conditions are satisfied, and the THEN-part of

these rules again produce new facts. This process continues

until a goal fact is established, or there are no more rules

to process.
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Backward chaining is the reverse of forward chaining.

With this strategy, the inference engine starts with.algoal or

hypothesis that.it seeks to prove. It searches for rules whose

THEN-parts can establish the truth or falsehood of the

hypothesis. For each.of these rules, the IF-part becomes a new

hypothesis, and new rules whose THEN—parts establish the new

hypotheses are triggered. This process continues until a dead

end is reached or the input facts satisfy the IF-parts of the

rules.

Backward chaining systems are often used for diagnostic

purposes. One of the first backward chaining rule base was a

medical diagnostic system called MYCIN (Shortliffe 1976). By

contrast, forward chaining systems are often used for

construction and design. A prime example is XCON (also called

R1) (McDermott 1982), an expert system for computer-hardware

configuration.

2.1.2.Era-e-Based Systems

Frame-based representation schemes focus on the objects

toflbe represented, as opposed to focussing on the conditional-

triggered actions of rule-based systems. The objects,

sometimes called frames, are similar to record structures in

databases. They typically contain attributes called slots,

which are analogous to fields in a record structure. However,

unlike simple record fields, the slots may actually trigger

procedural actions, called demons, in order to determine their
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values or in upon receipt of a value. In addition, slots may

have’default values, which are used in the absence of explicit

data values.

Frame systems have evolved into a programming technique

called object-oriented programming. This paradigm combines

the frame-slot-demon concept with two major additional

features. First, frame types (called classes) can be arranged

hierarchically, which allows for inheritance of slots and

demons. Thus, a sub-class will inherit the slots of its

ancestor classes, so that these slots do not need to be

explicitly coded in by the programmer. Second, classes and

their instances (i.e. - actual objects of the class type) pass

messages to one another which trigger procedural actions

called methods. Because these methods can also be inherited,

this allows for higher-level classes to define general-purpose

methods which can be used and specialized (i.e. modified) in

the lower level classes. The use of class hierarchies,

inheritance, and methods encourages encapsulation of program

code. That is, in object-oriented programming, the actions to

take on objects (the methods and demons) are defined in the

same structure as the data descriptions of the objects (the

slots). This increases modularity and.allows for easier re-use

of program code.
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2.1.3 Logic-Based Systems

Logic-based systems are based on propositional and

predicate calculus. These mathematical representations are

frequently used for theorem-proving and automatic deduction.

Propositional calculus involves statements and their logical

connectives. Logical connectives include AND, OR, NOT, and

IMPLIES. Several algorithms have been developed to implement

systems using propositional calculus, including Wang's

algorithm (Wang 1960) and the Logic Theorist (Newell et al.

1957). In fact, it was Logic Theorist that introduced the

notions of forward and backward chaining that are used in

today's rule-based systems.

Propositional calculus is an extension of propositional

calculus, and includeS‘thelquantifiers "there exists" and "for

all". These, together with resolution and unification

operators, make logic systems a valuable general-purpose

representation for problem solving.

2.1.4 Blackboard systems

The blackboard model is a generic problem-solving

methodology designed to tackle complex, ill-structured

problems. Simon (1969) described a complex system as one that

is "made up of a large number of parts that interact in a

non-simple way. In such systems,the whole is more than the sum

of its parts, in the sense that] given the properties of parts

and the laws of their interaction, it is not a trivial matter



I

:3 infer the E

ill-structure;

defined goals I

true the initl

111struC

because “‘0le

applied t° the:
the situation

path to the
5

results in PrC

gpportuniStiC
i

:pportunistic l 
systehs exhibit

The black

First is the bl

elation-state

atjects in the



16

to infer the properties of the whole." Newell (1969) said of

ill-structured problems that they are "characterized by poorly

defined goals and an absence of a predetermined decision path

from the initial state to the goal."

Ill structured problems are often solvable, says Newell,

because knowledge in the form of empirical associations can be

applied to them. These knowledge fragments are triggered when

the situation warrants, and there is no a priori reasoning

path to the solution. This type of knowledge processing

results in problem solving behavior that is incremental and

opportunistic in nature, and it is precisely this incremental,

opportunistic behavior that blackboard

systems exhibit.

The blackboard model involves three main components.

First is the blackboard itself, which is aldatabase containing

solution-state information. The blackboard is made up of

objects in the solution state (often called hypotheses), which

are linked together as the solution unfolds. A blackboard is

divided into multiple levels of abstraction.

Some systems include several blackboard panels, or

planes, each corresponding to different sub-portions of the

problem. For example, BB1 (which will be discussed later)

includes a domain knowledge plane and a control knowledge

plane.

The second component of the blackboard model is the

knowledge sources. A knowledge source is a specialist that
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uses information on the blackboard to judge its applicability

(via its preconditions), then performs actions that modify

the solution.state on the blackboard. Knowledge sources can be

in the form of rules, rule sets, procedures, or a number of

other implementations.

The third component is the control structure, which is,

at its root, a simple control 100p. Each time through the

loop, three main actions take place:

1) a selected knowledge source changes the blackboard

2) each of the knowledge sources looks at the

blackboard to see if its preconditions have

been met. If so, they are placed on an agenda,

or schedule.

3) a control mechanism (central, or a knowledge source)

selects a scheduled knowledge source based on

control heuristics (eg - priority level).

The control loop is supplemented by control knowledge in

the form of knowledge sources and sometimes a control area of

the blackboard. Thus, a knowledge engineer can specify

heuristics pertaining to the problem-solving method as well as

the domain. Thus, although the blackboard framework is not

task-specific (unlike DSPL), its control regime can be

tailored to different kinds of tasks. Note also that the

blackboard model does not presuppose any implementation

(eg-rules, frames, etc.) but is a higher-level abstraction of

the problem solving process, and therefore attempts to

approach the knowledge level of problem formulation.
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2.2 Philosophical Precedent to Task-Specific Architecture

Approach

The notion of task-specific architectures was motivated

by a dissatisfaction with the above-mentioned knowledge

representation paradigms usually associated with expert

systems (rules, frames, and logic) and their corresponding

control regimes of forward and backward chaining, inheritance

links, and predicate and clause selection. These frameworks

are general in their applicability, but are expressed at too

low a level of abstraction to make them useful and coherent in

formulating complex problem solutions. Their level of

abstraction is too close to the implementation level of

software design, whereas a truly useful knowledge engineering

tool should.belexpressed‘using’constructs at the knowledge—use

level (Newell 1981; Clancey 1985; Chandrasekaran 1983 and

1986; Steels 1990). In other words, the tool should be forced

to "think like the expert", and not vice versa.

Task-specific architectures attempt to do this by

expressing their representation constructs in terms that are

natural for the type of problem to be solved. Thus, they are

less general in scope than the rule—based or object-oriented

paradigms, but make up for this lack of generality by being

more expressive in their ontology and therefore making it

easier to implement knowledge bases in the task areas to which

they apply. Figure 2.1 illustrates this point.

In this section, I will discuss some of the historical
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Figure 2.1

Chandrasekaran’s Generic Task theory is influenced

by a number of other theoretical and empirical work done

by Al researchers.
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precedent leading to the task-specific architecture approach.

I will concentrate on the work of Newell, Marr, Minsky, and

Stefik.

2.2.1 Hewell’s Knowledge Level

Newell (1981) criticized the AI community for its

excessive research emphasis on knowledge representation, and

for not spending enough time exploring concepts of knowledge

itself. He asserted, that. knowledge is not the same as

knowledge representation. Knowledge should be expressed at a

more abstract level than what had been used to describe

representation paradigms.

Newell identified several levels of abstraction that

engineers and scientists can use when describing and analyzing

computer systems. These levels are, from lowest abstraction to

highest: device, circuit, logic, register/transfer and symbol.

The idea here is that each higher level of description

provides a more abstract and less perfect approximation of the

system in question. The symbol level, according to Newell, is

the appropriate place to discuss issues of knowledge

representation.

But another level is needed that is more abstract than

evenmthe symbol level. Newell called.this the knowledge level.

Knowledge level descriptions are descriptions of the

functionality of the system, without concern for structural
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details. Functional, non-structural descriptions of knowledge

are useful because they allow prediction and understanding of

system behavior without necessitating detailed descriptions of

underlying processes. They are necessary because, whereas

computational structure is finite and bounded, knowledge about

the world is by nature unbounded. To describe knowledge with

explicit structural form, said Newell, would be like having a

giant (infinite) table containing all knowledge elements.

Since ‘this. is icomputationally infeasible, an intelligent

system must be able to generate knowledge dynamically, and to

generate only that.knowledge which is relevant for the task at

hand.

Newell said that each level can be characterized by its

components, medium, and behavior laws. For the knowledge

level, components include goals, actions, and bodies. The

medium is knowledge itself. The behavior law is the principle

of rationality, which states that an agent's knowledge that an

action will achieve a goal causes that agent to choose that

action.

Any system, said Newell, should be describable in this

manner. Once so described, he said, it would be a relatively

simple matter to translate to a more detailed, structural

description. of the knowledge representation used. by the

system. This is alclassic top-down approach to systems design.
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2.2.2 Hart’s Information Processing Task and Type-l/Type-Z

Theories

Marr (1976) was concerned with similar issues as Newell.

He discussed the idea of a problem-solving method, which he

defined as an abstract account of how to solve an information

processing problem. He likened methods to theorems in

mathematics. To Marr, a major goal of AI is to identify and

describe methods for solving various kinds of AI problems.

Narr defined a result in AI as involving first, isolating

a particular information processing problem, and second,

providing a statement of a method for solving it. Marr said

that methods are not.concerned‘with the details of algorithmic

implementation. Note the similarity to Newell’s ideas. In both

cases, knowledge should be described in conceptual, abstract

terms before being translated into detailed structural

descriptions.

Marr saw two kinds of problem-solving types. The first,

called a Type 1 Theory, provides an overall, global

algorithmic solution to a problem. This is a "clean" theory,

in that it explicitly provides all the steps in the process,

and gives a holistic view of the method.

The second method, called Type 2 Theory, is for problems

that cannot be solved via Type 1. In this method, sub-

processes are defined along with the behaviors they produce.

Then, the interactions between the subproblems are described.

In this case, there is no overall view'or understanding of how
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the system works to solve a problem. Rather, there is an

understanding of how individual components work and how they

communicate with each other. Most problems in AI, he said,

fall into this camp.

An example of the difference between Type 1 and Type 2

theories, in the domain of texture discrimination in computer

vision systems, is:

1) Julesz’ (1975) theory that textured regions are

discriminable if and only if there is a difference in the

first or second order statistics of their intensity arrays.

vs.

2) Marr’s solution to texture-vision discriminations by

identifying and coding specific grouping processes.

Note the distinction here. Julesz described an overall

formulation which characterizes how the texture-discrimination

task was to be performed. This is a Type 1 theory. Marr, on

the other hand, presented some specific procedures that each

performed a sub-task of the overall texture-discrimination

task. There was no overall algorithm, but a group of

"specialists", each performing its assigned task, and each

communicating its results to the others.

Based on this breakdown of theory types, Marr had the

following suggestions for AI research. Important question in

tackling an AI problem include:

1) What information processing problem has been

isolated? (ie what is the task?)

2) Can we find a clean (Type 1) theory for solving it?

3) If not, can we describe a set-of—processes solution
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(Type 2)...how well will they work?

It is apparent that a Type 1 theory, being a more

abstract formalism, is more likely to be generalizable across

domains, whereas a Type 2 theory is likely to be more

restricted in its applicability. Both theories involve

descriptions of problem-solving methods. Note that of the

above three questions, only question 1 is directly addressing

the issue of task-classification. The other two questions are

discussing method-classification. Note also that rule-based,

frame-based, and blackboard formalisms are all examples of

Type 2 theories. Each is a technique that divides knowledge

into sets of semi-autonomous modules which are managed by a

very simple control regime. In general, distributed knowledge

representations can be considered Type 2 theories, whereas

centralized methods are Type 1.

Marr also asserted that chunks of knowledge should be

larger than what was happening at the time (another support

for more abstraction in representation), and that problem

solving may involve several simultaneous computations on

different aspects of the problem. We will later see how this

relates to Minsky’s "society of minds" theory.

Marr said that "once a :method is described for a

particular problem type, it never has to be done again (p.

2)“, but I don’t agree with this. We will later see that the

classification task can be attacked by many methods, including

hierarchical classification, opportunistic reasoning (in
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blackboards for instance), or pattern recognition. The

appropriateness of each method will depend on the particular

type of classification that needs to be done, and on the

nature of the problem space. Thus, it is not useful to abandon

the search for problem solving methods for a given task once

one has been found. It is better instead to have a toolbox of

methods, and to be able to choose the one that best fits the

particular application of the task at hand.

2.2.3 Hinsky’s society of Minds

Marvin Minsky was another AI theorist who encouraged

high-level discussions of knowledge representation and

intelligence. In one article (1979), he said:

"There are many real questions about overall organization

of the mind that are not just problems of implementation

detail. The details of an artificial intelligence

theory. . .will miss the point if machines that use it

cannot be made to think. (p. 428)."

He warned against being too quick to pin representational

descriptions to mental facilities, saying "we must be

particularly cautious about such questions as ’What sorts of

data structures does memory use?’ There is no single answer;

different mechanisms succeed one another, some persist, some

are abandoned or modified." This comment suggests two things

to me. First, it suggests that Minsky, like Marr and Newell,

wanted.toidescribe intelligence at.a level of abstraction.that

was higher than the level discussed in AI circles at the time.
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Second, it suggests that problem solutions for a given task

may take many forms, and seems to»contradict.Marr’s assertion,

stated above, that once a method is found for a particular

problem type, one need not look any further. On the contrary,

there should be an effort to find and compare many methods for

tackling the same task type. We will see that Steels (1990)

agrees with this.

Minsky theorized that human intelligence is not the

product of a single entity, but rather results from

communication between many agents in a "society of minds".

This idea is very similar to, and seems to have influenced,

the notion of interacting specialists that we will see with

the generic task theory. It is also similar to Marr’s Type 2

theories, mentioned above. Minsky hypothesized that these

societies were arranged in a generally hierarchical fashion

(again like the generic task concept), where communication

links may be very rich between agents which reside in the same

"subsocieties", but.are very sparse between agents that are in

different subsocieties. The choice of control transfer between

agents is based on local context, again like the generic task

approach.

2.2.4 Stefik, et al.’s EXpert Task Breakdown

An often-quoted categorization of problem tasks comes

from Stefik et al. (1983). This task breakdown is worth

mentioning, partly because it is so widely quoted, and partly
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because it differs in many respects from the breakdown

suggested by Chandrasekaran. The tasks identified are the

following:

1) Diagnosis: infer system malfunctions from

observable symptoms.

2) Prediction: infer likely consequences of given

situations.

3) Interpretation: infer situation descriptors from

sensor data.

4) Design: configure objects under constraints.

5) Planning: design of actions.

6) Monitoring: comparing observations to plan

vulnerabilities.

7) Debug: prescribe remedies for a malfunction.

8) Repair: execute a plan to administer a

prescribed remedy.

9) Instruction: diagnose, debug, and repair student

behaviors.

10) Control: interpret, predict, repair, and

monitor system behaviors.

It seems that this breakdown was developed as a

categorization of what the expert systems of the time were

doing. For example, many systems (Hearsay, HASP, etc.) were

doing interpretation. Other systems (MYCIN, INTERNIST, etc.)

were doing diagnosis. Still others, such as XCON, were doing

design and construction. In other words, this task breakdown

was the result.of empirical observation.of‘what.was being done

in the AI community. The implication is that, as knowledge

based applications proliferate, there will be more task types

that are added to this list.

Note that the different systems performing the same tasks

were often using very different methods for accomplishing

those tasks. For example, whereas MYCIN’s approach to

diagnosis involved rule-based backward chaining and certainty
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propagation, INTERNIST used abductive reasoning to find

diseases that could account for a given set of symptoms. Thus,

it appears that Stefik’s breakdown*was truly a task breakdown,

without regard to methodology. We will see that this in

contrast to Chandrasekaran's generic tasks, a categorization

of problem-solving methods which can be combined in various

ways to solve many different tasks.

We will see also that some of Stefik’s tasks do not

qualify as ”generic tasks" in Chandrasekaran's definition of

the term. For example, diagnosis.is not.aigeneric task because

it can be solved via a composite of generic task primitives.

2.3 Philosophy of the Generic Task Approach

The generic task approach follows from the issues raised

by INewell, Marr, Minsky, and Stefik (cited. previously).

Chandrasekaran, and others, worked on enumerating different

kinds of problem-solving methods, and describing them using

knowledge-level constructs.

In the early-to-mid 1980s, Chandrasekaran and his colleagues

at Ohio State University’s Laboratory for Artificial

Intelligence Research (LAIR) began to isolate various types of

problem solving methods, much as Marr had suggested to do.

Chandrasekaran’s thesis was the following:

"There exist different problem solving types, i.e.

uses of knowledge, and corresponding to each is a

separate substructure specializing in that type of
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problem solving. (Chandrasekaran 1983,p9)."

Chandrasekaran identified four of these problem solving

types in the process of developing a medical diagnostic system

called MDX. These types included classification, recognition

of appropriateness, intelligent data retrieval and inference,

andmconsequence finding ("what.will happen if"). These problem

solving types all shared certain common characteristics

pertaining to their structure and behavior. They are all

organized as hierarchies of specialists, with the knowledge

distributed among these specialists. Within each problem

solving specialist.resides knowledge not just about.the:domain

itself, but also about the types of problem solving activity

that must be performed relative to the task at hand.

Note several things about this. The idea of distributed

knowledge of specialists is consistent with Minsky’s ideas

about "society of minds", and are in sync with the Type II

problems described by Marr. The notion of identifying problem

tasks and associated problem solving regimes is consistent

with Marr’s suggestions for AI research mentioned above. The

fact that Chandrasekaran was describing problem solving

regimes in a structural, yet abstract, way implies that he was

attempting to bridge the gap between Newell’s knowledge level

and symbol level. Luc Steels (1990) coined a phrase for such

an intermediate level between knowledge and symbol, called the

knowledge use level. The fact that specialists include

problem-solving knowledge as well as domain knowledge defies



cornentiolla1

   

  

  

engine" is S

'htoviedge ba:

ChandraSi

identify a fi?

be combined 1

 problem task.

primitives of

implemented it

example, the

combination
0

retrieval,
an

its own (hier

reqine,
and l

°f problem 5

solving, in 1

The ids.-

together to

following qu

"You sh

FOSsibl

reatin



30

conventional thinking in expert systems that the "inference

engine" is somehow separate from an independent of the

"knowledge base".

Chandrasekaran's idea was that it should be possible to

identify a finite number of problem-solving methods that can

be combined in various ways to tackle almost any type of

problem task. These methods would be considered the epistemic

primitives of knowledge-based problem solving, and could be

implemented in a series of expert system building tools. For

example, the diagnostic task could be tackled via a

combination of hierarchical classification, intelligent data

retrieval, and consequence finding, each of which would have

its own (hierarchical) substructure of specialists, control

regime, and language. (Later, abduction was added to the list

of problem solving methods employed in diagnostic problem

solving, in Sticklen’s MDXZ).

The idea of combining different problem solving methods

together to form an expert system is not a new one, as the

following quote from Winston (1984) illustrates:

"You should think of problem solving paradigms as

possible ingredients, not as complete solutions. In

creating particular problem solving systems, you

may never use any paradigm by itself. Instead, you

will mix them together, developing your own blends

tailored to the problem domain you face." (p. 203).

The problem solving regimes identified by Chandrasekaran

were later termed generic tasks. As time went on, some

additional generic tasks were added to the list, including
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abduction and simple design. Note: I think the term generic

"task" can be a bit misleading here. What Chandrasekaran and

his.colleagues are really proposing are methods.of solving the

various tasks that can be identified. Although the tasks

themselves are described in the O.S.U. literature, most

emphasis is placed on the representational issues pertaining

to the problem solving approaches employed in tackling these

tasks. It is these problem-solving methods that are often

called "generic tasks".

In particular, much emphasis is placed on describing

structure in these generic tasks, with a heavy emphasis on

hierarchical, tree-like taxonomies of specialists and a

minimum of tangledness in the tree. This hierarchical

structure is not imposed on all generic tasks, however...the

abductive assembly method did not use such a hierarchy.

2.3.1 Sb>What is a Generic Task, Anyway?

Several questions arise from the reading of the generic

task and TSA literature. At what point does a problem solving

method.become a "generic task"? At.what point.is it considered

an implementation-level programming construct? When does it

cross the line between task-specificity and domain-dependence?

There are no clear dividing lines, but rather a continuum of

problem-solving techniques that may be described as a

"continuum of genericness". At one extreme of this continuum

are general purpose languages and "first-generation"
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knowledge-base constructs such as rules, frames, and logic. At

the other extreme are domain-specific applications. Somewhere

in the middle ranges of this continuum lie the task-specific

architectures, and in the left portion of these task-specific

architectures are the generic tasks. But there is much grey

area here. . .some generic tasks are more "generic" than others.

For example, structured matching is more ubiquitous and less

specialized than routine design.

Although there is no clear distinction between

task-specific and general-purpose languages, it is possible to

identify some important characteristics of task-specific

regimes. Sticklen, in his PhD dissertation, cited four

criteria that can be used to identify whether a particular

problem-solving strategy qualifies as a generic task: wide

applicability, existence of a problem-solving template, proper

granularity of problem solving, and task specificity.

A problem solving strategy must be applicable across a

wide range of domains and problems encountered by humans. The

strategy' cannot. be confined. to, say, medical diagnostic

problems. Of course, by this criterion alone, almost any

general purpose programming language and any AI programming

construct would qualify as a generic task.

The problem solving method should have an identifiable

control regime and known set of primitives for representing

the knowledge that this task embodies. This implies that the

strategy can be implemented in the form of an expert system
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shell (i.e. template), where instead of rules, objects,

procedures, etc. as the knowledge representation constructs,

one would encode the knowledge directly in terms that relate

to the primitives of the task.

This leads to the third criterion, that these primitives

be expressed at the proper level of granularity or abstraction

for the task at hand. This is where general purpose methods

such as rule-based or frame-based programming fall short of

being generic tasks. These approaches represent knowledge at

too low a level of abstraction to be natural representations

of the task-specific knowledge and as a result force knowledge

engineers to twist the knowledge into rule or frame

formalisms.

The fourth criterion, one that has been implied by the

first three, is that the problem solving strategy be

"primitive", in the sense that it cannot be decomposed into

other, already-defined generic tasks. This is why diagnosis,

in the view of Chandrasekaran, is not a generic task in

itself. Rather, it is a task that can be solved via a

combination of generic tasks including classification,

abduction, consequence finding, etc. A true generic task is

one that is both high level and abstract on the one hand, and

non-decomposable into other generic task on the other.

These criteria, are helpful in characterizing generic

tasks. However, I don't think they will enable us to give a

hard-and-fast judgement as to whether or not a problem-solving
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method qualifies as a generic task.

The first two criteria, wide applicability and

identifiable control regimes, are satisfied by most "first

generation" AI problem solving methods. Certainly rule-based

reasoning, frame-based representation, heuristic state space

search, and logic are widely applicable. They also all have

identifiable control regimes: such as forward and backward

chaining (in rule—based systems) or inheritance (in

frame-based systems).

The third criterion, that of "proper granularity", is

troublesome because this criterion‘will shift.as time goes on.

Frame-based reasoning, for example, grew out of Minsky’s

society of minds theory, and was thought to be a way of

expressing knowledge at high levels and thereby avoid getting

mired in implementation level details. Now, however, because

it has come into wide use, it is judged by proponents of TSA

and generic tasks as being too much like a programming

language construct.

The fourth criterion, non-decomposability, is also a

problem, for two reasons. First, it appears to contradict the

third criterion. Expressing a PS strategy at a high

abstraction level implies that it may be broken down into

lower level subtasks and submethods. Why would these

submethods not be considered the generic tasks? Second, it

appears that some of the generic tasks identified by the

O.S.U. researchers are, in fact, decomposable, or at least
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partially so.

An example generic task is routine design, what Steels

(1990) calls "construction". This task can be decomposed into

subtasks, which themselves may be considered generic tasks.

Steels decomposed the construction task into three parts.

First, generate the partial solution. In DSPL, the routine

design implementation shell developed.by Brown (1987), this is

implemented in a fashion very similar to hierarchical

classification, using structured. matching' via a

sponsor-selector approach to compare and choose from among the

best design plans. Second, test the partial solution against

some pre-enumerated constraints. Third, modify the solution to

satisfy the constraints (what Brown calls "redesign"). This

example is illustrative of the problems with the "proper

granularity" and the "non-decomposability" criteria. First, it

is unclear why the level of routine design is considered the

best level of granularity for a generic task. After all, one

of its subtasks is essentially hierarchical classification,

itself’algeneric task. Why, for example, is constraint-testing

and satisfaction not a proper grain size for qualification as

a generic task? This brings up a second point. If routine

design can indeed be decomposed into subtasks which are

themselves generic tasks, does this not make routine design

something more like a composite of generic tasks in the same

way that diagnostic reasoning is considered a composite task?

There are other characteristics that help define a P6
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method as a generic task. One characteristic of

Chandrasekaran’s version of generic tasks is that control

knowledge is intertwined with domain knowledge. The knowledge

base of an expert system is not divorced from the inference

engine (or problem solver), as is the case with many other

paradigms. In the view of Chandrasekaran, knowledge about a

domain usually implies knowledge about the problem-solving

methods used to attack that domain. The following quote

illustrates this:

"Since there is a control regime associated with

each task, the problem solver can be implicit in

the representation language.That is, as soon as

knowledge is represented in the shell corresponding

to a particular task, a problem solver that uses

the control regime on the knowledge representation

created for the domain can be created by the

interpreter. (1986 p. 29)."

Another characteristic of the task-specificity of the

generic task approach is that no longer is general

intelligence the goal. Unlike rules and frames, which are

meant to convey any type of intelligent activity, and which

can perform any Turing-computable task, a TSA or a generic

task. is much. more constrained in its applicability. It

sacrifices generality in order to achieve explicitness of

control representation, richness of ontology, and high-level

(abstract) control and domain knowledge representation.

Yet another characteristic of the GT approach is the

tendency to distribute knowledge among knowledge agents, or

specialists, which each contain expertise in a limited area of

the problem domain (and the problem-solving task), and which
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communicate with each other along prescribed, usually

hierarchical, channels. Of course, this characteristic is not

unique to the GT school of thought. Minsky’s society of minds

idea has been adopted by many AI researchers. Another example

of distributed knowledge among agents is the blackboard

approach (Hayes-Roth 1985, Nii 1986), where knowledge sources

each contain their own specialized expertise and communicate

via a common data structure (the blackboard). There are,

however, three important distinctions between the GT approach

and the blackboard approach. First, with GT, control knowledge

and domain knowledge may both reside within the same

specialist. With blackboards, the convention is for domain

knowledge to be separate from control knowledge. Sometimes the

control knowledge is kept in special "control" knowledge

sources, and sometimes it is kept in global routines. The

second difference is that in blackboard systems, the knowledge

sources are not linked hierarchically, but are independent of

one another, whereas the GT approach always imposes a

structured relationship between specialists. This leads to the

third distinction: GT communication channels are almost always

limited to parent-child links in the hierarchy, whereas the

blackboard approach uses a common data source through which

all knowledge sources can communicate. Thus, the behavior of

blackboard applications tends to be more opportunistic and

less structured. than. the ‘behavior of applications using

generic task methods. (There is one exception to this
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imposition of hierarchical structure in the generic tasks.

This exception is in abduction, which will be discussed in

detail later).

Actually, this bias toward hierarchical representation

was addressed by Chandrasekaran, who appeared willing to

explore the idea of incorporating non-hierarchical components

to the hierarchy-of-specialists structure. He said his

approach would be to "...start by looking for hierarchical

decompositions, and where there seems to be a need for

communication outside of the hierarchical channels, to provide

it in a carefully controlled fashion such as...blackboards."

(Chandrasekaran 1983, p. 16). This idea puts him in the same

camp as Minsky, for whom the communications channels within a

"subsociety" would be rich and not limited to parent-child

links, but whose communications between subsocieties would be

SParse. Although this philosophy was espoused by

Chandrasekaran, I see little evidence of its implementation in

the tools CSRL, DSPL, HYPER, etc.

2.3.2 HDX-HYCIN: Accouplishing HYCIN behavior using Generic

TaSkaflethods

Much of the initial conceptualization of this taxonomic

breakdown came out of their work on MDX, which used

hierarchical classification and structured hypothesis matching

to accomplish medical diagnostic tasks. Note that MDX was
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designed for the same general domain as MYCIN. Sticklen et al.

0985) compared the MDX (generic task) approach to MYCIN’s

gnoduction-rule-and-uncertainty-calculus ‘method. This

cmmparison was done for two criteria: operational performance

cfi'the systems and ease of knowledge engineering. In order to

provide meaningful comparison, MDX was modified to apply

specifically to infectious meningococcal diseases, using the

same expert knowledge represented in MYCIN, but structured in

the MDX format.

Operational system performance was measured using two

metrics: percentage of "hits" and percentage of "false-

positives", based on test data from cases in the medical

literature. For cases where only initial, pre-screening data

was available, MDX performed slightly better than MYCIN in

terms of hits, but also had more false-positives. When full

data was available, MDX and MYCIN both had perfect hit-rates,

and MDX had less false-positives than MYCIN. Additionally, MDX

was found to be more efficient in pruning when full data was

available. However, its strict hierarchical structure caused

Prdblems *when ‘there was only partial data, because the

hierarchical classification method did not allow for child

"Odes to be activated when knowledge used at the parent level

was insufficient. MDX was later enhanced to allow for this.

In terms of knowledge engineering issues, MDX had

Significant advantages over MYCIN. MDX was superior in

extensibility of the system. The hierarchical classification
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structure imposes a conceptual modularity that was not found

in MYCIN. Adding a new disease hypothesis to MYCIN required

reviewing the entire database of existing rules, and possibly

modifying the clauses of those rules. By contrast, the

hierarchical classification tree of MYCIN only required adding

a new node or subtree at an appropriate spot in the hierarchy.

This also made debugging easier in MDX than in MYCIN.

The comparison of MDX to MYCIN is illustrative of the

knowledge-level approach to representation that underlies the

generic task philosophy. Knowledge specialists of different

kinds perform different tasks, such as testing of a hypothesis

and refining the hypothesis. Modularity is the key here, and

particularly a "conceptually valid" kind of modularity that

captures the semantic content of the problem-solving methods

Within its structure. We now go to a description of some of

the specific generic tasks identified by Chandrasekaran and

his colleagues.

2.3.3 More About the Idea of HOdular Specialists

As mentioned above, one characteristic of the way most

generic: tasks have been implemented is the notion that

kno‘Wledge is distributed among specialists which are arranged

in a predominantly hierarchical structure. This is not an

absolutely necessary characteristic of generic tasks. It has

been argued that the modularity characteristic is an

1mplenentation detail...not a knowledge-level consideration.
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Inifact, one'generic task, abductive assembly, is not.composed

of such a "society of minds" approach. However, Sticklen et

a1. (1987) has argued that it is important from a knowledge

engineering point of view. Specifically, the hierarchical

distribution of knowledge among specialists enhances the

extensibility, predictability, and debuggability of the

knowledge base.

Sticklen (1989) also argues that the hierarchy—of-

specialists approach solves a problem with the knowledge-level

analysis as defined by Newell. Specifically, although

knowledge-level analysis is useful for explaining the observed

behavior of a system or an expert, it is not good at

predicting such behavior. This is because knowledge-level

analysis does not discuss specific behaviors or cause-effect

relations of the system. Sticklen proposed that Newell's

knowledge-level hypothesis be supplemented with a knowledge-

level architecture hypothesis, which allows for the problem—

solving agent to be decomposed into a cooperative structure of

subagents, where the behavior of the overall agent is

understandable, and predictable, via knowledge-level

descriptions of the subagents and their interactions. This

decomposition enables one to view a knowledge based system as

a "Simulation" of a problem-solving agent, thus fostering

prediCtionof problem-solving behavior; In this way, Sticklen

mer(Jedthe knowledge-level approach of Newell with the Type 2

AI tJ'lt-‘eory described by Marr.
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2.3.4 Generic Tasks and Knowledge Acquisition

The desired characteristics of TSAs have significant

implications for knowledge acquisition, as pointed out by

Bylander and Chandrasekaran (1987). They discussed the

interaction problem in knowledge representation, stating that:

"Representing knowledge for the purpose of solving

some problem is strongly affected by the nature of

the problem and the inference strategy to be

applied to the knowledge" (1987 p.232)

The implications are ‘that. the Iknowledge acquisition

process should be guided by the language or vocabulary of the

problem solving task at hand. The knowledge representation is

intimately reflected by its intended use, with the implication

that there is no such thing as "task-neutral" domain

knowledge. Thus, an early goal of KA is to identify the

generic task(s) that are appropriate for the problem at hand.

Once those have been selected, said Bylander and

Chandrasekaran, the interviewing process can be guided by, and

exPressed in terms of, the language constructs of the chosen

generic tasks.

I would go a step further from this. In my View,

exPressing the architectural primitives of a TSA in terms of

high‘abstraction knowledge-use level constructs makes it

possible for non-programmers to use a TSA shell directly

withOut the need to go through an intermediary knowledge

engineer or computer programmer for encoding knowledge onto

the cOmputer. In other words, the programming language of the
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TSA (or the generic task) can itself serve as a knowledge

acquisition tool, provided that the language is implemented in

a user-friendly environment that does not have the look or

feel of a "programming language" (i.e. - that it involves

menus, graphical displays, and other user-friendly features).

2.4 Examples of Generic Tasks, and Comparisons to Other

Methods

In the following sections, I describe some of the generic

tasks that were identified by the O.S.U. researchers, and

their implementations in specific GT languages. In so doing,

I will compare the problem-solving methods embodied in these

GTs against other knowledge-based systems that have been

developed to solve similar problems. The idea here is to show

how the "task-specific" nature of the GT representations

differ from the more general-purpose representations in terms

of the impact on representational expressiveness,

computational efficiency, and generalizability of the

implemented systems.

2.4.1 Hierarchical Classification

One of the earliest generic tasks defined by the O.S.U.

group was hierarchical classification. This problem-solving

architecture implements hypotheses as nodes in a

classification hierarchy and uses top-down tree search control

strategies for narrowing in on the most promising hypothesis
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nodes. The O.S.U. group developed a language called CSRL (for

Conceptual Structures Representation Language) for the purpose

of developing expert systems that do hierarchical

classification. (Bylander and Smith, 1986).

Based on research in the MDX project, the O.S.U.

researchers specified four main problem—solving tasks that

normally go into solving diagnostic problems: classification,

intelligent database access, abduction and hypothesis

matching. CSRL.is a language that tackles the first such task.

Note that hierarchical classification is just one of

several possible methods for accomplishing the overall

classification task. Steels (1990) identified six methods for

classification: linear search, top-down refinement,

association, differentiation, weighted evidence accumulation,

and distance computation. The field of pattern recognition

includes several statistical, syntactic, and parametric

approaches to classification. O.S.U.'s hierarchical

classification corresponds to Steel’s top-down refinement.

In keeping with the overall generic task philosophy,

CSRL’s intent is:

"...to allow the system implementor to more

directly encode the knowledge acquired from domain

experts, and to avoid much of the detail associated

with general purpose languages (Bylander and Smith

1986, p.1)."

Also, similarly to most of the O.S.U. generic task

languages, the domain and control knowledge in CSRL is

decomposed into specialists, which "correspond to different
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concepts in the domain, and perform the decision-making

activity within the concept" (Bylander and Smith 1986, p.2).

These specialists are organized in a strict tree structure,

and the only relationship between specialist is super-sub.

Each specialist corresponds with a hypothesis. Higher-level

specialists represent more general, abstract hypotheses,

whereas lower-level specialists represent more detailed,

specific hypotheses.

As described by Bylander and Smith, the information

processing task of hierarchical classification is to identify

a case description with a specific node in a predetermined

classification hierarchy.

This is accomplished via a control strategy called

establish-refine. Establishing a hypothesis (specialist) is

done using "decision knowledge" (frequently implemented via

structured matching) which returns a confidence value showing

the likelihood that the given hypothesis matches the input

data. If the confidence is high enough, then CSRL

"establishes" the hypothesis, which qualifies it for further

refinement. If the confidence level is too low, then the

specialist is rejected, which eliminates the entire subtree

anchored at that node from further consideration. If the

confidence level is neither high nor low, the specialist may

be suspended, and possibly reinvoked later for further

refinement.

Refinement of a specialist involves invoking its
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subspecialists. This means expanding the tree node, and

attempting to establish its children, using decision knowledge

available at the child nodes.

A specialist is a knowledge structure that contains the

following main components:

1) The declare section defines relationship to other

specialists (super/sub).

2) The KGS section (knowledge group section) defines the

knowledge'used.tolestablish.or reject the specialist.

As stated earlier, this is usually done in the form of

a structure matching truth-table. See the section on

structured matching for further details.

3) The messages section specifies how the specialist will

respond to an establish-refine request from its

superspecialist. A typical way to do this is for the

specialist to first establish itself (using the KGS

knowledge), then recursively call its subspecialists

sending each an establish-refine request. The order in

which subspecialists are called can be specified by

the knowledge engineer in the messages section.

Note that each specialist can have only one

superspecialist in CSRL. This makes the classification

structure fairly rigid. This problemiwas addressed by Bylander

and Smith:

"An initial difficulty is that a CSRL hierarchy is

required to be a tree structure, ie a specialist

can only have one superspecialist. For medicine

this appears to be overly restrictive, since it

prevents implementation of alternative

classifications of diseases ..... (p. 4)"

and

"...we are not against tangled hierarchies per se,

but we are against increasing complexity and

"knowledge" without achieving a corresponding gain

in problem solving ability. (p. 4)"
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It appears, then, that hierarchical classification, as

implemented in CSRL, may not be applicable to all kinds of

classification tasks. Indeed, by forcing a rigid tree

structure to the hierarchy, it is possible to force the system

implementor to twist the knowledge into an unnatural

representational structure. This seems to go against the grain

of the stated goal of Generic Task philosophy (stated by

(mandrasekaran) that the expert system shell should meet the

needs of the task. This implies that there may be other

nwthods that are more appropriate for certain classification

tasks. Again, Steel's list of six classification methods

support this notion.

An advantage of the hierarchical approach to representing

classificatory knowledge is its ability to represent the

knowledge at varying levels of abstraction, as stated by

Bylander and Smith:

"These constructs can be used to implement a

multi-layer evaluation of a disease. At the lowest

levels, rules test the values of database queries

and are grouped into KGs. Following this, there can

be any number of levels in which several KGs are

summarized by another KG. (Bylander and Smith 1986,

P-4)"

These advantages do not exist in some of the other

methods cited.by Steel, such.as‘weighted.evidence accumulation

or'distancecomputation. Thus, explanation may be easier using

hierarchical classification than using other classification

approaches.
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2.4.1.1 Comparison to Pattern Recognition

Pattern recognition is a supervised learning method,

either statistical or structural, whose goal is to group

instances (usually called patterns) into one of a number of

predefined categories based on the values of the features of

each pattern. In this sense, it is a method for performing the

same kind of information processing task as hierarchical

(flassification. However, it differs from hierarchical

classification in several respects, which will be described

later.

A pattern is a representation of an object to be

classified. It consists of a set of features, or attributes

which contain information relevant to classifying the object

being represented. Patterns are generally stored in a database

in one of two forms: pattern matrices or proximity matrices.

A pattern matrix is a matrix in which the rows represent the

patterns and the columns represent the features of each

pattern. Each cell (i,j) in the pattern matrix contains the

value for feature j of pattern i. A proximity matrix is an an

array (where n is the number of patterns) where cell (i,j)

Contains the "distance" between patterns i and j, according to

some proximity metric.

Learning is facilitated by first presenting the system

With a set of training patterns. The training patterns include

the features mentioned above, and also include the class to

whiCh the pattern belongs. This is what makes pattern
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recognition a supervised learning process, as opposed to the

tmsupervised learning of cluster analysis.

The information processing task here can be described

thusly: given a pattern representing an individual, and a set

cfi'potential categories to which it may be assigned, find the

category or class of patterns in which it best fits. Note the

similarity between this task description and the task

described for hierarchical classification. There are many

pattern-recognition techniques for' doing' this; these

techniques can be divided into statistical and structural

methods. Most pattern recognition systems use statistical

methods, which can be divided into parametric and

nonparametric approaches.

One statistical method for PR uses Bayesian decision

theory. A Bayesian decision rule is one that calculates the

posterior probability that a pattern belongs in a particular

class based on the prior probability of the class and the

Conditional probability of the pattern values given that the

pattern is in the class. Bayes rule states that one should

pick.the ClaSS‘With the highest posterior probability combined

With the lowest negative consequence (loss) for making'a*wrong

ChOice. Bayes rule assumes that the prior probabilities of the

Classes are known in advance, which is often unrealistic in

real-world problems. Some modifications to the Bayesian

approach allow for parameter estimation, whereby the prior

Prohabilities are estimated rather than known explicitly. The
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Thyesian approach and its modifications are known as

pmrametric pattern recognition techniques, because they are

tmsed on the assumption that. the underlying' probability

distribution function of the set of classes is known in

advance. Other parametric decision rules include minimax,

maximum-likelihood, and Nehman-Pearson. All are based on known

probabilities of the classes. Of these, Bayes rule is the one

that minimizes the average risk.

Another PR technique is called the nearest-neighbor

approach, where a pattern is grouped. with the training

pattern(s) that are "closest" to it in the pattern space. This

is an example of nonparametric PR, and does not attempt to

define a density function for the classes. Instead, a k-NN

algorithm computes the "distance" between a test pattern and

each of the training patterns. This distance can be based on

several possible distance metrics, for example: Euclidean

distance, which takes the square root of the sum of

differences of all the features of two patterns; Manhattan

distance, which simply sums the difference in features: and

Sup distance, which computes the distance as the maximum

difference between two patterns for a single feature. Once the

distances are computed, using one of these metrics, the test

pattern is grouped into the same category shared by the k

nearest.training patterns. Of course, if not all the k closest

training patterns are in the same class, some method for

"Voting" will take place, such as majority rule or weighting
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the votes based on proximity to the test pattern.

As mentioned earlier, despite the similarity in the tasks

that are performed by pattern recognition and hierarchical

classification, there are many significant differences in

their problem-solving methods. First, pattern recognition is

a technique for machine learning, whereas hierarchical

classification is a mechanism for representing pre-compiled

knowledge. Second, pattern recognition does not use a

hierarchical , modular representation of specialist hypotheses,

but rather involves a flat file of patterns (or instances) and

an overall algorithm for grouping these patterns. In this

sense, pattern recognition is a Type 1 theory whereas

hierarchical classification is a Type 2 theory. The algorithm

used can be statistical or graph-theoretic, but it is

described as a whole entity, whereas hierarchical

classification tends to be more modular and distributed.

Finally, pattern recognition does not involve verbal,

qualitative explanation as ani integral part of its

architecture. It is solely a means to train the computer how

to group» objects into categories. Again, this is quite

distinct from hierarchical classification, whose aim as a

knowledge representation formalism is to explain to the user

how and why a decision is made.



2.4.2 Rou

The

nd part:

will alsl

based sys

is calle

and was .

the ongc

Brc

Categor:

design.

innovat

dCllain

l‘-'1VOlv i

are St

design

Prome

design

reg-1m

311—“ C,

strUC



52

2.4.2 Routine Design and Planning

The next task type I will discuss is object synthesis,

and particularly the generic task called routine design. I

will also discuss a language for development of knowledge

based systems performing routine design tasks. This language

is called DSPL, for "Design Specialists and Plans Language,"

and was created by Brown (1987) at O.S.U. in conjunction with

the ongoing research in generic tasks.

Brown (1987) divided design activities into three

categories, which he called Class 1, Class 2, and Class 3

design. Class. 1 design requires uncommon creativity and

innovation, and is characterized by lack of knowledge in both

domain and problem-solving. Class 2 activity is more typical,

involving knowledge of the domain, but problem-solving actions

are still not known in advance. Class 3 design is routine

design, and involves knowledge of both the domain and the

problem-solving strategies. DSPL was developed to do routine

design. Routine design is a top-down, "plan and successively

refine" approach, and thus involves the same hierarchical

structure that.we have seen in hierarchical classification and

structured matching. As Brown said,

"Our View of routine design is that it is largely a

top-down activity. By this we mean that the problem

decomposition is performed in a top-down fashion to

produce a hierarchy of design goals. It does not

imply that the design decisions themselves are made

strictly from the top down. In fact, it could be

that they are made bottom-up in some situations,

but such decisions are guided by the goals already

established (Brown, p. 5)."
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In other words, while the solution-space itself may be

built from both top-down and.bottom-up mechanisms, the control

structure of the problem solver must act in a totally

top-down, successive-refinement manner.

Features of a routine design task are: that it has been

done many times before; that each time it is done requires

different, but similar specifications; that all instances

involve similar topologies; that an expert knows specific

plans and knows about how to resolve failure situations; and

that an expert has complete knowledge with respect to past

experiences, with that knowledge being mostly compiled (as

opposed to "deep"). .

DSPL was originally developed for design of

configurations, such as mechanical devices. However, it has

also been used to construct plans (Chandrasekaran et

al.,1986). Design and planning are very similar activities ,

and a routine design tool can be applied for "routine

planning" tasks. As with routine design, a theory of planning

requires an ontology of the planning task (terms in which

planning knowledge is encoded), a structural organization of

domain knowledge, and an account of the control processes

required.to use the knowledge to produce a plan. These are all

very similar to the requirements of routine design, and all

are expressed as constructs in DSPL.

In DSPL, knowledge about a domain is organized in the

form of active cooperating design specialists (Brown, p.17),
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each of which is responsible for a sub-portion of the design.

The specialists are organized in a tree-like hierarchy, where

the children of a specialist are themselves further refined

sub-specialists attacking sub-portions of the parent

specialist's task. Communication is possible (via

message-passing) between parent and child specialists. Thus,

the root node of a specialist tree represents a specialist

attacking the entire design problem, and invokes

sub-specialists to solve sub-portions of the design task. The

sub-specialists in turn attack their sub-problems (perhaps by

recursively calling sub-sub-specialists), then return the

results of its attempt back to its parent. (Note the

structural similarity between DSPL and CSRL, discussed

earlier).

Specialists contain local design agents called plans.

Here is where the actual domain-specific control knowledge

lies in DSPL-generated systems. A plan consists of a sequence

of calls to sub-specialists, calls to tasks, and

constraint-tests. In this sense, a plan is a procedural-like

representation of control knowledge as a sequence of

instructions and/or "subroutine" calls. Note that this control

knowledge is like a local "scheduler", imbedded in a

specialist that itself is focusing on a subportion of the

design domain. Thus, you see an example of Chandrasekaran's

View that domain knowledge and control structure cannot be

totally separate; knowledge of the domain involves knowledge
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of the control regime to use on that domain. In this view, a

plan in a DSPL specialist serves a similar function as the

messages section of a CSRL specialist. . .both control the order

and conditions of calls to sub-specialists, as well as

controlling the sequence of actions that occur within the

specialist itself. .

Each plan has an associated sponsor, which views the

current design state (as stored on the design database) to

evaluate the current appropriateness of the plan. The sponsor

is typically implemented in the form of a structured matcher.

Thus, the sponsor is performing an analogous function as the

KGS section of a CSRL specialist. Plans themselves are chosen

by the specialist’s plan selector, based on input from the

sponsors. The selector compares the results of the sponsors

for each candidate plan, and chooses the "best" one for

execution. It may look for "perfect" or "suitable" plans, as

judged by the sponsors. Or, it can use a strategy of picking

any plan that has not yet been tried. Or, it can impose a

jprioritization scheme, if more than one suitable plan has been

discovered. Thus, the selector contains control knowledge in

a manner similar to the messages sectiontof a CSRL specialist.

Tasks are sequences of steps and possibly constraints.

Their purpose as a DSPL construct appears to be to encourage

modularity in design. The steps are the agents that actually

make design decisions; that is, they are the agents that

change the design state on the design database. Each step is
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associated'with an attribute of the device being designed. The

body of each step involves decisions to be made about (i.e.

values to be placed in) that attribute, based on information

the step retrieves from the design database. Steps also

include knowledge about how to deal with failure situations,

that is, situations in which constraints are not met during

the design process. This comes in the form of failure

suggestions and redesigners. Redesigners are constructs that

allow minor adjustment of decisions made by the step. Failure

suggestions are essentially output parameters from the step

that are active if the step fails, and give the calling task

indications on how to deal with that failure. Constraints are

tests on the design state that, if failed, indicate that the

design is unsatisfactory. This DSPL construct also includes

failure handling capabilities in the form of failure messages

and failure suggestions.

DSPL allows the design process to be accomplished at

varying levels of abstraction and completeness. For example,

it is possible to perform a "rough design" first, then later

refine it according to the constraints defined in a DSPL

knowledge base.

2.4.2.1 Overview of the CPI/831 approach.

0PM (for Opportunistic Planning Model) is a computer

:model that simulates human errand-planning behavior

(Hayes-Roth and Hayes-Roth 1979). It is a tflackboard-based
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model designed to illustrate the opportunistic nature of the

cognitive processes humans employ when constructing plans.

881 (Hayes-Roth 1984), which evolved partially from OPM

(Nii 1986), is a blackboard-based shell that allows knowledge

engineers to specify control knowledge as well as domain

knowledge in a tflackboard framework. The control knowledge

representation of B81 is similar to that.of 0PM and presumably

evolved from it.

0PM was the first attempt to take the blackboard model,

which had been traditionally applied to signal interpretation

(Erman et a1. 1980; Nii et al. 1982) and scene understanding

(Nagao et al. 1980), and use it for a planning application.

Planning, which Hayes-Roth (1979) defines as "the

predetermination of a course of action aimed

at achieving someigoal (p. 275)," involves top-down successive

refinement and bottom-up data-driven reasoning, interspersed

with intuitive refocusing of attention as the plan unfolds.

Here is where Hayes-Roth’s view of planning (and design)

differs from the routine design approach of Brown. Hayes-Roth

is trying to tackle planning tasks without recourse to having

complete knowledge of the planning process, and wishes instead

to rely on an incremental approach to plan synthesis. The OPM

and 831 systems "typically forego efforts to predetermine

complete or correct control procedures that anticipate all

important problem solving situations (Hayes-Roth.1984, p.3)."

Rather, they allow control knowledge to be
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incomplete, and represented in the same blackboard—and-

knowledge-source framework as domain knowledge. As Hayes-Roth

puts it:

"While not incompatible with successive-refinement

models, our view is somewhat different. We share

the assumption that planning processes operate on a

two-dimensional planning space defined on time and

abstraction dimensions. However, we assume that

people's planning activity is largely

opportunistic...For example, a decision about how

to conduct initial planned activities might

illuminate certain constraints on the planning of

later activities and cause the planner to focus

attention on that phase of the plan. Similarly,

certain low-level refinements of a previous,

abstract plan might suggest an alternative abstract

plan to replace the original one. (Hayes-Roth 1979

p.276)."

Much of the evidence for these conclusions came as a

result of protocol analysis of human subjects performing

errand planning tasks. Hayes-Roth found that "...the planner

does not plan strictly forward in time. Instead, he plans

temporally—anchored sub-plans at arbitrary points on the time

dimension and eventually concatenates the subplans (p.284)."

As a result, when asked to explain their planning process,

"planners will produce many coherent decision sequences, but

some less coherent sequences as well (p.276)."

0PM and 881 express this opportunism in their control

knowledge by using a blackboard framework to represent that

(control knowledge. OPM has two blackboard planes for

:representing the control decisions of the planner; whereas BB1

has.a single control blackboard. As they are similar in their

structure, I will describe OPM’s blackboard first, and point
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out important discrepancies with 881 when necessary. OPM's

blackboard is divided into five planes, the plan plane, plan

abstraction plane, executive plane, meta-plan

plane, and knowledge-base plane. The plan plane contains the

decisions of actions the planner intends to take on the world,

and corresponds to the design-state portion of the design

database in Brown's DSPL system. The plan plane is

hierarchically decomposed into four levels: outcomes, designs,

procedures, and.operations. Thus, the final design (plan) that

the system produces is expressed at several levels of

abstraction.

The plan abstraction plane characterizes desired

attributes.of potential plan decisions. It indicates the kinds

of actions to take, and consists of four levels corresponding

directly to the four levels of the plan plane.

The knowledge base plane contains domain knowledge about

the specific problem the planner has to act on. In the case of

0PM, this knowledge was of errands that needed to be done,

topology of the geographic area in which to perform the

errands, and possible routes through that area.

Control knowledge resides in the executive and metaplan

planes. The executive plane has three levels: priorities,

*which.establish.principles for allocating cognitive resources

and point to general areas of the blackboard to focus on;

focus, which specifies where specifically on the blackboard to

focus attention on; and schedule, which resolves remaining
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conflicts among executable specialists (knowledge sources),

and essentially contains the agenda of actions to take in

constructing the plan. Note that in contrast to DSPL’s

control knowledge, which.consists of many local "schedules" in

the form of plans and tasks, OPM’s schedule is global. 0PM and

881 generally attempt to keep domain and control knowledge

separate, which is different from the Ohio State approach. The

control knowledge on the executive plane is generated and

modified by special control knowledge sources called director

and referee. These act in primarily a top-down manner. The

director uses knowledge at the priority level to alter

knowledge at the lower focus level. The referee uses input

from the focus level to make decisions on the lowest schedule

level. However, this top-down structure is not imposed by the

blackboard model. There is no explicit hierarchy of the

specialists themselves, unlike the DSPL model. The hierarchy

is in the blackboard (data-base) only;.that is, the hierarchy

is in the knowledge of the domain (the knowledge-base plane),

of the control structure (executive and metaplan planes), and

of the solution space (the plan and plan-abstraction planes).

In principle, a specialist can use input from a lower level of

{a blackboard plane to make decisions on a higher level, or

even to make decisions on a totally different plane. For

example, decisions that are made on the outcome level of the

plan plane may trigger knowledge sources that make changes to

‘the focus level of the executive plane. This capacity for
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specialists that are triggered by data at certain points of

the design and control space to make decisions at totally

different locations gives the blackboard model an

”opportunistic", "intuitive" flavor, and makes the system

behave more like a committee of independent agents than like

a strict top-down refinement of an abstract plan.

As a result, the blackboard model makes it possible to

tackle design and planning tasks where complete knowledge

about problem-solving sequences may not be known in advance.

In other words, OPM seems to be trying to deal with planning

tasks more complex than the Class 3 routine design tasks that

DSPL deals with. This is part of the apples-and-oranges

character of a comparison between OPM/BBl and DSPL.

The non-hierarchical specialist organization, the

capacity for specialists to take input from one location of

the solution space and produce output at totally different

locations, and.the agenda-based control loopiall contribute to

OPMVS and BBl’s opportunistic behavior. This.is done, however,

at the cost of coherent decision paths, which can make

explanation difficult in such a system. BBl explains its

problem solving actions in terms of a "dynamic control plan"

including the current scheduling rule, the operative control

heuristics, the current action (knowledge source or blackboard

focus) and its priority, and a rating of how well the

current action matched up with the operative control

Iheuristics compared with other candidate actions. (Hayes—Roth
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1984, p. 4).

Another cost of the opportunism of blackboards is in

terms of computational efficiency. Each time through the

control loop, every knowledge source must be re-evaluated for

applicability (although dividing the blackboard into planes

alleviates this situation somewhat) (Hayes-Roth 1979, p.303).

This is in contrast to the DSPL approach, which severely

constrains the possible actions to take at each iteration,

based upon the specialist hierarchy and the strict top-down

formalism. Therefore, a routine design approach to planning

and design will generally be more efficient than an

opportunistic approach.

2.4.2.2 Camparisons of Design/Planning Hethods

As mentioned earlier, many of the language constructs of

DSPL have similar corresponding constructs serving similar

purposes in 0PM and 881. For example, DSPL writes its design

decisions to a portion of the design database containing the

<design state. These deciSions are in terms of values that are

assigned to attributes of the design state, and are generated

by the steps. Similarly, in 0PM, the design decisions (i.e.

the unfolding plan that is being developed) are written to the

plan plane of the blackboard, in the form of values assigned

t1) attributes (often called hypotheses in blackboard

parlance), and these values are generated by knowledge

sources. Also, note that both DSPL and the blackboard approach
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provide specialists and action-taking modules with built-in

determinants of their appropriateness for the situation. For

example, in DSPL, each plan has an associated sponsor to

evaluate that plan’s appropriateness. In the blackboard

approach, each knowledge source has a corresponding

precondition portion to make this evaluation. Another

similarity between the two approaches is that both have, as

part of their reasoning processes, development of an interim

"rough" design. For DSPL, there is an actual type of design

plan called a rough design plan that accomplishes this. In

0PM, the rough design is built on the plan abstraction plane,

and the higher levels of the plan plane itself.

However, despite the similarities, the differences are

far more pronounced. Probably the biggest difference is in

the control and scheduling regime the two approaches employ.

For example, DSPL's basic control architecture is in the form

of top-down refinement of a solution tree, whereas the

blackboard model uses a simple control loop updating a global

agenda, or schedule. n DSPL, the domain-specific control

knowledge is represented locally, within the domain

specialists, where each specialist employs a plan selector to

choose among competing plans whose appropriateness to the

situation had been judged by their sponsors. In OPM, the

scheduling is global. The executive plane contains the

schedule (called a to-do set in 881) which contains a list of

lexecutable knowledge sources. Higher levels of the executive
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blackboard (e.g. focus) contain control decisions previously

generated by control knowledge sources, which guide in the

selection of scheduled knowledge sources. Thus, whereas DSPL’s

control knowledge is local to the specialists and.is expressed

mostly in terms of actual sequences of actions to take to

accomplish the design goals, 0PM and 881 control knowledge is

global to the system as a whole and is expressed in the form

of control heuristics for scheduling decisions.

A third difference is that in 0PM and B81, unlike DSPL,

there is no explicit hierarchy of the specialists themselves.

DSPL’s specialist hierarchy ties in with its top—down

problem-reduction approach. The specialist hierarchy usually

mirrors the device hierarchy of the configuration (or plan)

being designed. Thus, a given specialist cannot be invoked

until its parent specialist has already been invoked. The

blackboard model, with its agenda-based control loop, does not

:need the specialists to be arranged hierarchically to mirror

‘the hierarchy of the domain and solution spaces. The

invocation of a knowledge source depends solely on the state

«of the blackboard, not directly on which knowledge source was

invoked previously. This is one way that the opportunistic

:flavor of the system’s behavior can be expressed.

15 fourth difference is that DSPL explicitly represents

failure-handling mechanisms as constructs in the language.

flfixis is an example of how task-specificity allows an
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expression of the knowledge in forms that are natural for the

task at hand. The blackboard model, being a general problem

solving method, expresses knowledge in a more generic fashion

asldoes B81, and OPM’does not appear to have explicit planning

constructs dealing with failure, despite its task-specificity.

2.4.2.3 Final Thoughts About Comparison Between DSPL and CPU

The above analysis of top-down vs opportunistic planning

and design indicates that each approach has its merits and

shortcomings. DSPL, with its capacity to represent rich and

explicit problem-solving knowledge in the form of sequences of

design steps and failure-handling strategies, can perform

simple design tasks in a computationally efficient manner and

provide coherent explanation of its reasoning. However,

because of its tightly constrained control structure, the

class of design tasks it can solve is limited. By contrast,

the opportunistic flavor of 0PM and B81 enable them to tackle

more difficult and "interesting" planning and design tasks,

often at the expense of computational efficiency or coherent

decision paths.

The question is, can we have it both ways? Can we merge

the explicit, ontologically rich and task-specific nature of

DSPI.including its top-downjrefinement.control structure, with

the capacity to make intuitive leaps of reasoning via the

eVent-driven control structure of blackboard models? I see

tWO possible methods for doing this.
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The first is to incorporate top-down control heuristics

into the blackboard framework. This was suggested by

lmyes-Roth (1985 p.307), who said that the top-down model

could be thought of as a special case of the opportunistic

nmdel. With this approach, the major thrust of the system

would be opportunistic, but the opportunism would be

constrained by control heuristic which enforce focusing via

refinement.

The second approach is to incorporate opportunistic

reasoning into the overall control regime of DSPL. For

example, if specialists can call other specialists that are

not descendants of themselves, and if the reasoning could be

incorporate event-driven features such that changes to the

design state trigger specialists into action, then this would

add to DSPL’s flexibility. By maintaining theloverall top-down

control, and only interspersing it with occasional

event-driven reasoning, this would preserve most of the

structure and computational efficiency of DSPL, while adding

theeability for "creative thought" and therefore allowing DSPL

to tackle more difficult design problems.

Whichever tactic one uses, it is clear that any theory of

human design and planning must take into account the notion

0f "creativity" and "intuition". I believe this is even true

for simple, "routine" tasks. Humans don*t turn off their

"Creativity function" when faced with easy design tasks (i.e.

Class 3 tasks in Brown’s terminology). The fact that one has
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extensive knowledge of the problem-solving needed for a given

design problem does not imply that this person would fail to

make use of unexpected opportunities in the information. For

example, if’I had designed a simple computer program last week

that was very similar to one I must create today, I would not

use a top-down strategy to build today's program...rather,

] would take advantage of my opportunity to be lazy, and would

cmoose to make minor modifications to last week’s program.

This is an example of opportunistic reasoning that DSPL could

use to circumvent its top-down plan refinement approach, and

thereby come closer to representing a valid theory of

cognition as well as expanding the class of design problems

that it can address.

2.4.3 Abductive Assembly

Abduction reasoning is a search for hypotheses to account

for the data of a particular case. It is not deductive logic.

For example, in deductive logic, the modes ponens rule is the

following:

Given:

if p then q

Conclude:

9

Thus, the evidence p logically implies the hypothesis q.

Deductive logic proves q with certainty.
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By contrast, abductive reasoning looks like this:

Given:

if p then q

Conclude:

P

In this case, p is the hypothesis and q is the evidence. Here,

it cannot be said that q logically implies p. Instead, q can

he accounted for, or explained, by the hypothesis p. This type

of reasoning does not have the logical certainty of deductive

logic, but is nonetheless a useful heuristic for much problem-

solving activity. A prime example is its use in diagnostic

reasoning.

Punch et al. (1990,1991) described a problem-solving

method for abduction in the framework of a generic task, and

its implementation in two expert systems, RED and PEIRCE. RED

is a medical diagnostic system that identifies red-blood

antibodies in parient sera. PEIRCE is a shell, based largely

on RED's abductive method, serving as an knowledge-engineering

environment for representing abductive knowledge.

The particular method used is abductive assembly. Given

a list of possible hypotheses (which, in the case of RED and

PEIRCE are provided via hierarchical classification) the

abductive assembler selects a subset of hypotheses to explain

the findings. This compound hypothesis is generated based on

three requirements: it should cover all the findings, it

Should use the most plausible hypotheses, and it should

Imaintain consistency and compatibility between hypotheses.
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RED’s abductive assembly algorithm, as described by Punch et

al., is as follows:

1) Select a finding that needs explaining.

2) Find the list of hypotheses (output from

hierarchical classifier) that account for the

finding.

3) Pick the most plausible one.

4) Try to integrate the chosen hypothesis with the

existing compound hypothesis, based on

compatibility constraints.

5) If compatible, add it to the compound hypothesis

and mark the finding as explained.

6) If incompatible, either go back to step 3 (ie

pick the next-most plausible hypothesis), or

remove the incompatible hypothesis from the

compound hypothesis and unmark its findings.

7) Update other findings from the integration.

8) Loop back to step 1. (pp. 8-9).

The final compound hypothesis generated by RED’s assembly

module is then critiqued (i.e. evaluated) based on two main

criteria: parsimony and essentiality. Parsimony is enforced by

temporarily removing hypotheses from the compound list one by

one (starting‘with least plausible hypotheses), and testing to

see if the compound hypothesis still provides an explanation

that covers all the findings. If so, the removed hypothesis is

redundant and unnecessary. The essentiality critique is based

on finding which hypotheses in the compound are absolutely

essential (i.e. there is no other way of explaining the

findings than to use this hypothesis). An abundance of

essential hypotheses in the compound hypothesis is considered

a good thing in this evaluation.

PEIRCE's main contribution was in breaking the components

of RED's algorithm.int0vgeneral-purposeIbuilding'blocks and in
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providing a flexible control strategy for scheduling the

execution of these building blocks. The behaviors of RED’s

abduction algorithm, such as hypothesis integration and

parsimony critique, were broken into behavior modules. A

sponsor-selector mechanism, similar to DSPL’s, was used to

provide the control strategy. In particular, each behavior

module has a sponsor (represented as a pattern-matching truth

table) to evaluate and rate its appropriateness. A selector

then compares the scores from each sponsor, and chooses the

most appropriate behavior to execute next. In the case of

ties, the selector chooses based on a-priori ordering lists.

In addition to controlling abductive behavior modules,

PEIRCE’s sponsor-selector mechanism was used to control the

executiont of the ‘various generic tasks themselves (e.g.

hierarchical classification, abduction assembly, and data

gathering).

There are some similarities between abduction and the

recommendation-generating algorithm used in CEVAL, which is

described in detail in chapter 5. CEVAL’s "recommendation

fragments" are like the "candidate hypotheses" of abductive

assembly. CEVAL generates a list of all the recommendation

fragments whose conditions were met. This is analogous to the

list of hypotheses that the abductive assembler receives from

the hierarchical classifier in RED of PEIRCE. CEVAL uses

suppression links to maintain consistency in the

recommendation, much as the abduction assembly's "integration"
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phase. (Actually, both are implementing a form of constraint-

handling). CEVAL’s suppression links are also used to

implement ”parsimony" requirements, much the same as RED’s

parsimony critique. In particular, suppression based on

context-specificity and abstraction-level are motivated by

parsimony considerations.

2.4.4 Functional Reasoning

Another generic task type developed at O.S.U.’s LAIR is

called functional reasoning (Sticklen.etral. 1989), and.refers

to a kind of qualitative simulation of the behavior,

structure, and function of devices. The ideas behind O.S.U.'s

work in functional reasoning evolved out of previous work that

had been done in the area of "deep reasoning" systems. These

systems, unlike compiled knowledge representations, operate by

reasoning form "first principles". Since there has been much

work in this area prior to the development of Sticklen's

functional reasoning system, it is helpful to review some of

this work before describing the functional reasoning generic

task in detail.

Deep reasoning has long been a topic of research

interest. Its motivation derives from the fact that compiled

knowledge is often not robust enough to serve the needs of

Complex knowledge domains. Although experts usually use "rules

of thumb" gained from years of experience in performing their

taSks, they sometimes must resort to "first principles" when



confr

devel

expla

svste

deep

break

funct

ll’Pil

bases

and :

COns

iSc



72

confronting tough problems. Another motivation for the

development and use of deep reasoning is its application in

explanation, an important.component.in any good knowledge base

system.

A question may arise, what is the distinction between

deep and compiled knowledge? Michie (1982) gives one possible

breakdown. Compiled (or "low-road") reasoning involves a

function like this:

SITUATION ---------------> ACTION

This is called a heuristic machine representation, and

typifies what we commonly know as expert-system knowledge

bases.

Deep ("high-road") knowledge takes this form:

SITUATION & ACTION ----------> NEW SITUATION

and is a causal machine representation. Actually, this looks

considerably like a finite-state automaton.

Another distinction between compiled and deep knowledge

is cited by Sticklen (1987). A deep approach is one which

provides a way to derive the assumptions under which its

domain knowledge holds. In other words, it is not enough to

know that A causes B. One must also know WHY A causes B.

Deep reasoning is computationally expensive compared to

Compiled knowledge, and runs the risk of getting bogged down

in computability and complexity problems. Thus it should be

used sparingly (Michie 1982) . Typically, an expert system will

attempt to solve a problem using a compiled knowledge base
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first...if this fails to produce a solution, it will resort to

the deep reasoning component.

2.4.4.1 0.5;0. LAIR’s Functional Reasoning...being explicit

about purpose

Sticklen (1987), Chandrasekaran (1983), and

Sembugamoorthy and Chandrasekaran (1986), describe a level of

reasoning between surface compiled reasoning and the deep

reasoning of qualitative simulation. This is called functional

reasoning, and is distinguished by its explicit representation

of the function, or purpose, of the device whose behavior is

being simulated.

Sticklen’s functional representation scheme is founded on

several intuitive notions about how'causal reasoning should be

represented (Sticklen et al. 1989). First, there is a

limitation to representations of physical devices instead of

device properties or attributes. Second, device

representations can be recursively decomposed into device

components, so a functional representation must include this

composition capability. Third, the major understanding in the

device representation pertains to functionality more than to

either structure or behavior, in contrast to Davis’ model

mentioned below. These all lead to a concern with representing

devices in terms of the functionality of their components.

Sticklen’s functional representation involves three main

aspects of a device: its structure, function, and behavior.
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The structure is expressed as a breakdown of the device into

its components, and their breakdown into subcomponents, thus

providing a hierarchical structure from macroscopic to

microscopic. The function of a device (and of each component)

involves three facets:

1) a statement of the function, or purpose, of the device.

2) a list of preconditions necessary for the function to take

3) gliigt of behaviors by which the function is carried out.

Thus, we see that by explicitly representing the function

of a device, we enable a higher-level description of

functionality without having to go into details of behavior.

We also explicitly state all underlying assumptions enabling

that functionality. Finally, we enable a deeper-level

description by indexing into detailed behavioral

representation if necessary.

The behavioral aspect of a device’s representation serves

the purpose of showing state changes of a device, and

describing how and why these changes take place. Behavior is

represented as a tree whose nodes describe three types of

information: state-variable predicates, state-variable-change

Statements, and knowledgegpointers. If we ignore the knowledge

Pointers, this representation would be like a causal net,

Where links indicate that the state described by one node

Causes the state change at the next. As Sticklen (1987) and

Chandrasekaran (1983) point out, however, this could not

legitimately be called a "deep" representation, as it does not
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explicitly represent the reason for the causal link between

states. Thus, we see the justification for knowledge

pointers. These are inserted in the graph between each pair of

state-variable nodes, and serve to explain‘why one state cause

another. Knowledge pointers can be decomposable (pointing to

other device functions or behaviors) or non-decomposable

(pointing to statements about world knowledge, definitions, or

indications that the reasons for the causal link are unknown.

From the above description of functional representation,

we see why it can legitimately be classified as "deep"

knowledge representation. First, the assumptions underlying

successfully carrying out a function are explicitly stated.

Second, the reasons for causal links between states are

explicitly stated via knowledge pointers.

Now that I’ve described the representation of the

functional system, I will discuss the reasoning process by

which it determines consequences of initial conditions. This

reasoning process is called, appropriately enough, consequence

finding, and can be compared with Kuipers' and DeKleer’s

"envisionment" algorithm.

The consequence finding algorithm involves the following

steps:

1) Specify initial conditions and unavailable functions

2) Determine starting (invocable) functions and behaviors by

indexing candidate functions of behaviors via starting

conditions and filtering out inferior functions and

behaviors.

3) Construct a partial state diagram (PSD) by recursively

expanding all decomposable knowledge pointers until only

partial state transitions are there. During this process,
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assumptions are being accumulated.

4) From the PSD, determine composite device changes by

traversing the PSD and changing variables.

5) Changes from 4 become initial conditions for the next

iteration

6) Go to 2.

This reasoning approach is similar to envisionment

in that it builds a state space. However, it does not use

constraint. propagation, but. rather .indexes into jpossible

behaviors and functions based on initial conditions which

satisfy the preconditions of these behaviors or functions.

Also, as far as I can see, there is no nondeterministic

branching in this method. Also, note the important fact that

each node of the state diagram does not represent a full

state, but a partial state, ie a change to a particular state

variable. This is in contrast to envisionment, where each.node

in the state space represents a full

state change in the device.

Sticklen showed that functional reasoning can be used as

an automated knowledge acquisition method in order to derive

compiled rules based on qualitative, functional simulation.

2.4.4.1 Devis’ Model Based Diagnosis Approach

A similar method was described by Davis (1984), who

developed a system that reasons from first principles for

tackling diagnostic problems in the domain of digital

electronic circuits. Like the functional reasoning approach,

Davis’ method was to make explicit all assumptions underlying
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the proper performance of the device in question, and

enumerate all these assumptions. His troubleshooting activity

can be described as a methodical enumeration and relaxation of

underlying assumptions about the device (via a technique

called constraint suspension), with subsequent consideration

of the consequences of violating each of these assumptions,

thus leading to generation of a list of candidate reasons for

the device’s failure. This is similar in many ways to the

Sticklen’s consequence-finding algorithm, mentioned above.

2.4.5 Structured Hatching

Bylander et al. (1988) described a generic

problem-solving method called structured matching, which is

essentially a method for evaluating "goodness of fit", or to

use Bylander’s terminology, "recognition" . The architecture of

structured matching involves a hierarchy of "matchers", or

truth tables, each mapping a limited set of parameter-value

pairs onto ardecision for that matcher. Parameters can be data

about the world, or can be outputs from lower-level matchers.

Each row of the truth table includes a conjunctive clause of

the parameter-value pairs and the resulting output value that

occurs if the clause is satisfied. The different rows of the

truth table have a disjunctive relationship to each other,

with each row containing a different alternative output value.

The inferencing action of structured matching is a goal

driven top-down traversal of the matcher hierarchy. The goal,
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at each level, is to determine the output value of the

matcher. This is done by examining the truth table. If

parameter values in the truth table are determined by lower

level matchers, then those matchers are examined. This process

continues recursively ‘until the 'value for the ‘top-level

matcher can be determined.

2.4.5.1 Samuel’s Signature Tables

Structured matching is very similar to a method

introduced by Samuel (1967), called signature table analysis,

which involves a hierarchy of matchers which map patterns of

input values onto some output score measuring a "goodness"

evaluation. Samuel used this technique as a static evaluation

function for evaluating potential checker board positions for

a checker-playing computer program. In Samuel's method, each

matcher is a n-dimensional array (called a signature table)

which contains the scores for various board positions. Each

dimension of the array represented a feature of the board

position. An array’s dimension would be divided into as many

positions as there were possible values of the corresponding

feature. Thus, if a feature could take on values -2, -1, 0, 1,

and 2, the corresponding array dimension would have five

positions. Each cell in the array contained a value which was

the score corresponding with the combination of feature values

that mapped onto that cell. In this way, a board position’s

overall score was specific to the non-linear combination of
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features that the board position took on.

Although this technique was able to account for

interaction between features, it introduced a significant

space-complexity'problems For a large number of features, each

with a large number of potential values, the size of the array

would grow to a prohibitive expanse. Samuel’s solution for

thisiwas two-fold. First, he restricted the number of possible

values that a feature could take on. Second, he arranged his

features into a hierarchy of signature tables. At the lowest

level, the signature tables consisted of subsets of the

board-position features themselves, with each feature having

a greatly restricted range of possible values. Higher-level

signature tables used lower-level tables as "composite

features", and because the number of these lower-level tables

was considerably smaller than the number of board position

features themselves, the table-outputs could have a larger

range of possible values. Thus, through the use of a hierarchy

of signature tables, Samuel was able to arrive at accurate

assessments of the worthiness of potential board positions in

a reasonable amount.of time. This greatly improved the quality

of play of his checker program, and significantly contributed

to his research in machine learning. Note, however, that any

notion of "weighted scoring", the primary activity of the

linear polynomial method, was totally abandoned in the

signature table approach. This forced the space of potential

feature values to be discrete, whereas the linear polynomial
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approach allows for a continuous space.

Although Bylander was the first to generalize the

signature table approach into a knowledge acquisition (generic

task) tool, signature tables have been used widely in other

areas of AI. For example, Page (1972, 1977) extended Samuel's

approach to apply to pattern recognition tasks. In his

research, signature tables ‘were constructed. in order ‘to

classify' patterns in. health screening' and ‘urban. housing

analysis domains. He found that such methods wresuperior to

multiple regression for certain types of predictive tasks.

2.4.5.2 Another Approach to Structured-Hatching’s IPT

Both structured matching and signature tables are methods

of implementing a sort of evaluation based on assessment of

multiple attributes of an individual. In particular,

structured matching is an integral part of CSRL’s establish-

refine operations and DSPL's and PEIRCE’s sponsor-selector

mechanism, whereby the most "promising" options are selected.

In essence, structured matching is doing a form of multi-

attribute utility assessment via a pattern-matching algorithm.

The same is true of Samuel’s signature tables. In Chapter 4,

we‘will see that there are other possible approaches to multi-

attribute utility measurement. In particular, hierarchical

linear models (using weighted algebraic methods) have been

used to perform the same sorts of tasks. Chapter 5 will

discuss the Candidate Evaluation architecture, which uses a
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hierarchical quasi-linear model (HQLM) to perform multi-

attribute utility assessment.

2.5 Other Approaches to Task-Specific Architectures

Thus far, I have concentrated mainly on the Generic Task

philosophy in describing task-specific architectures. However,

there has been significant work by other researchers in TSA.

In this section, I will describe two other approaches to TSA,

the KADS approach and McDermott’s approach.

2.5.1 TSA work done by HbDerlott and colleagues at DEC and

Carnegie Helon

Just as Chandrasekaran's group at O.S.U. is doing work in

generic tasks, McDermott and others arerdoing parallel work in

TSAs at DEC and CMU (Marcus 1988). Like Chandrasekaran,

HcDermott’s group is interested in facilitating the knowledge

acquisition process by developing tools which solve rather

narrowly-defined tasks using specific "role-limiting" problem

solving methods (HcDermott 1988). Role-limiting methods are

contrasted with Newell's "weak methods" (Laird and Newell

1983) in that they are not generalizable across all task

types, but rather are focussed on a particular task type.

Thus, there is a similarity in the approaches taken by

McDermott and Chandrasekaran.

However, there is also a subtle difference between the

two research strategies, as described by Boose (1989).
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Chandrasekaran's team is primarily concerned with identifying

generic problem solving methods and developing languages to

implement these methods. In contrast, the approach of

HcDermott's group tends to focus on a specific problem,

develop knowledge acquisition methods for solving that

problem, and only later attempt to generalize the problem to

other related problems. Thus, McDermott's tools tend to be

more domain-oriented than Chandrasekaran's tools.

Another difference between the tools developed by

McDermott and his colleagues and those developed by

Chandrasekaran's team is the nature of the interaction between

the tool and the expert. McDermott et al.’s tools are

generally interactive knowledge acquisition tools that guide

the expert via a question-and-answer interviewing process and

sometimes allow for second-guessing and validation of the

expert-generated knowledge. These KA tools often convert the

expert-generated knowledge into more traditional

representation paradigms, such as rules. By contrast, the

generic task tools are generally "programming languages",

whose constructs and primitives are task-specific. Thus, the

generic task tools are not complete KA tools per se, unlike

the tools generated by McDermott's group.

Despite these differences, there is considerable overlap

in the methods they employ, as will be described below. This

fact leads to implications that support the notion of TSAs in

general. It also supports the idea that there are certain
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problem-solving methods that are used repeatedly by humans and

that can be used to more easily generate expert systems.

The following sections will briefly describe some of the

tools developed at DEC and CMU, comparing some of them to

tools developed by OSU researchers.

2.5.1.1 HOLE: A.Tool for cover-and-Differentiate Systems

MOLE (Eshelman 1988) is a KA tool for developing

heuristic classification expert systems using a problem-

solving' method. called cover-and-differentiate. Cover-and-

differentiate is analogous to abductive inference, in that it

is a method whose purpose is to explain findings or symptoms.

The PS method involves finding all hypotheses that account for

the findings or symptoms of the case (this is cover). Then, it

uses heuristics to select the "best" hypotheses out of those

that. cover ‘the findings (differentiate). The reader can

discern that this is essentially the same activity occurring

in RED or PEIRCE described above.

MOLE’s underlying representational structure is a network

(or more accurately tangled hierarchy) of nodes. The nodes at

the bottom level represent the possible "findings" or

"symptoms" of a problem. Nodes at higher levels in the

hierarchy represent hypotheses or compound hypotheses. Root

nodes represent the ultimate or final explanations.

The covering activity is guided by the exhaustivity

puinciple, which states that if an event has at least one
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potential explanation, the final diagnosis must include at

least one of these potential explanations. This means that any

finding that can be explained by the system must be explained.

The differentiating activity is guided by several

heuristic principles. First, for a given finding, a single

path leading to a top-level explanation is preferred. Second,

there should be as few top-level explanations as possible to

cover the findings. Third, the covering explanations should be

guided by Bayesian principles of independence and

dependability. Specifically, an explanation's "prior

probability" and its "conditional probability" should be

sufficiently high. (See chapter 3 for more discussion on

Bayesian reasoning systems). Note that the first two

principles are consistent with PEIRCE’s parsimony principle

and essentiality principle.

The third principle, dealing with Bayesian issues, is

implemented using event-qualifying knowledge (for

independence) and connection-qualifying knowledge (for

dependability). Event-qualifying knowledge is represented by

evidence nodes in the network, other than the actual

"findings" nodes, that are linked to the hypotheses nodes.

Thus, when a hypothesis node is activated (found from the

covering activity based on the findings), any attached event-

qualifying nodes are tested in order to obtain independent

verification of the hypothesis node. Note that the effect of

an event-qualifying node is global in the sense that it
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affects the validity of the hypothesis node regardless of what

finding the hypothesis is supposed to explain. On the other

hand, connection-qualifying knowledge is represented by

evidence nodes that are associated with the link between a

hypothesis node and a findings node. Thus, the effect of the

connection-qualifying node is not to validate or discredit a

hypothesis, but to validate or discredit that hypothesis'

ability to explain the finding in question. In other words,

the hypothesis may be true, and may be able to account for

other findings, regardless of the connection-qualifying node’s

value.

2.5.1.2 SALT: A.Tool for Propose-and-Revise Systems

SALT (Marcus 1988) is a KA tool for developing expert

systems that construct, rather than select, a solution. In

this sense it is similar to Brown’s DSPL, handling a "routine

design" task. The idea is to specify values and constraints

for the design parameters of a particular design task. Marcus

identifies the kind of task being done by SALT as "propose and

revise".

There are three main types of knowledge in SALT.

Procedures are used to propose values for design parameters.

This can be done via calculations or database lookups, and is

roughly equivalent to the steps of DSPL. Constraints, like

those in DSPL, are used to identify, for a given design

parameter, the nature of limits to its value. Finally, Fixes
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propose refinements to parameters whose proposed values are in

violation of a constraint. Thus, a fix performs the same sort

of task as the failure suggestions and redesigns of DSPL.

Thus we see some similarities between DSPL and SALT.

However, there are also significant differences. One of these

differences concerns the overall control and organization of

the two representations. DSPL knowledge is organized as a

hierarchy of specialists, where explicit procedural knowledge

of the design process is sequentially represented in tasks. By

contrast, SALT knowledge is organized in a dependency network.

In SALT’s network, nodes represent the design parameters,

constraints, or inputs. Nodes are connected via directed links

representing "contributes-to", "constrains", or "suggests

revision of" relationships between the nodes.

Another difference between DSPL and SALT pertains to the

nature of the knowledge acquisition process. Like other

generic-task tools, DSPL is essentially a "programming

language". It is a passive shell that the knowledge engineer

uses to develop an expert system. By contrast, SALT is

explicitly a knowledge acquisition tool, and takes a much more

active role in the ES development process. For example, it

prompts the user for input values, and checks for completeness

in the knowledge base. It also checks to ensure that there are

no cyclic dependencies in the network. Finally, like other

tools developed by McDermott’s group, SALT compiles the

knowledge obtained from a domain expert into a rule—base. This
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is considerably different from any of the generic task tools

(including DSPL), where knowledge is kept in the structure of

the tool and not converted into "first-generation" expert-

systems constructs.

2.5.1.3 KNACK: A real for Sample-Based Report Generation

KNACK (Klinker 1988) performs the "reporting task", which

involves collecting data and presenting them in the form of a

document. These can be technical documents, proposals,

progress reports, etc. The method used by KNACK is called

acquire-and-present.

The acquire portion of the problem solving method

involves interacting with the domain expert to obtain sample

reports, a domain model, and sample report-generation

strategies. Sample reports are typed in by the expert, then

divided into fragments by KNACK. Then KNACK obtains structural

and functional descriptions of the domain model from the

expert, via a graphical user interface. The domain model will

include generalized concepts, their relations and attributes,

and instantiated values for the concept attributes based on

the sample report. Next, via the sample report and the domain

model, KNACK interacts with the expert to generalize the

report in order to make it possible to generate reports

fitting the domain model. This involves creating a skeletal

report (basically, an outline obtained through the sample-

report fragmentation),then replacing the fixed report text

 —-



with ge

text vi

Finally

obtaini

reports

model.

called

obtain

Thus, 1

the WR:



88

with generalized concept (by matching a word in the report

text with an instantiated concept in the domain model).

Finally, report-generating strategies are developed for

obtaining information from the end-user in order to generate

reports fitting the generalized report structure and domain

model. The strategies are implemented in reporting systems

called WRINGERS, which interact with end-users in order to

obtain information in a coherent manner and generate reports.

Thus, the present part of KNACK’s PS-method is performed by

the WRINGERs that KNACK generates.

2.5.1.4 SIZZLE: A.Case-Based Tool for Sizing Systems

SIZZLE (Offut 1988) is a system for handling the task of

determining the optimal size of resources to meet the needs,

types, and quantities of users. It was first developed for

computer system resource sizing (combining CPU power, RAM,

disk space, etc.), but could be applied to other resource-

sizing problems as well. Thus the "sizing" information

processing task tackled by SIZZLE it to map the input facts

about the types and quantities of resource users onto output

recommendations regarding the size and quantity of resources.

The method used by SIZZLE is a case-based reasoning

approach that Offut calls "extrapolate from a similar case".

A knowledge base generated through SIZZLE contains a set of

cases. Each case contains a description of the types and

quantities of the users, together with the expert-supplied
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solution in terms of the suggested size of the resource(s). A

SIZZLE knowledge base also contains an expert-supplied user

demand model, which contains information about the resource

requirements for each type of user.

Thus, the knowledge base uses case based reasoning to

find the existing case that is most similar to the input

requirements, based on matching the types/quantities of users

imithe databaserof cases against the types/quantities of users

in the current situation. After the most similar case has been

identified, the user demand model is used to extrapolate from

the chosen case in order to adjust the solution to the

specific requirements of the current situation.

Although SIZZLE was initially developed for computer-

resource sizing problems, Offut claims that its simple case-

based and extrapolation mechanism can be generalized to tackle

other sizing problems such as electric-motor sizing,

malpractice-suit settlement sizing, and automatic copier

sizing.

2.5.1.5 A Possible way to Test the Generic Task Hypothesis

The generic task hypothesis states that there should be

a finite, manageably-sized number of general problem solving

methods (implementable in knowledge-based languages or tools)

that can serve as building blocks for solving any problem

requiring an expert-systems solution. One way to test this

hypothesis is to see if the generic task tools developed at
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OSU can be successfully applied to the same problems that

McDermott’s tools are solving. One would think that either:

some combination of OSU’s generic tasks can handle the KNACK,

SALT, SIZZLE, and MOLE tasks; or OSU’s list of generic tasks

is still incomplete and needs to be expanded. A

preliminary analysis suggests that many of the PS methods

employed by the above-mentioned tools are analogous to methods

developed at OSU. The propose-and-refine strategy employed by

SALT is similar to the routine—design method of DSPL. MOLE’s

cover-and-differentiate appears to be analogous to PEIRCE’s

abductive assembly.

However, there are some cases where the mapping is not as

apparent. For example, it is difficult to see a clean mapping

between KNACK’s acquire-and-present strategy and one or more

generic tasks. I see two possible reasons for this. First,

there is no generic task that deals specifically with text

analysis and generation. Second, the:existing'generiC'tasks do

not include any sample-based (or case-based) mechanisms. Both

of these are important components of KNACK’s architecture.

Likewise, it is difficult to see which generic task tool(s)

can be applied to the sizing problem addressed by SIZZLE,

partially because of the lack of case—based reasoning

capabilities in current GT tools.

Thus, a preliminary comparison of the GT tools with the

tools mentioned in this section indicates that OSU’s list of

generic tasks should,be expanded to include such capabilities.
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It also raises in my mind the possibility that an exhaustive

enumeration of primitive problem-solving methods is a daunting

if not impossible task. Here, I have found that, despite the

similarity of some methods used by the two groups, there are

also some tasks that are not handled by both groups.

2.5.2 The KADS Approach: TSA research in Enrope

There is another research stream in TSAs described by

Breuker and Wielinga (1989) at the University of Amsterdam.

Unlike the generic task school of thought and unlike the ideas

espoused by McDermott and his colleagues, the European

framework does not believe that domain knowledge

representation is guided by the role-limiting effects of the

task or problem-solving type. Rather, domain knowledge is seen

to be task-independent, and different task—specific PS methods

can be successfully applied to the same task-independent

domain knowledge representation. This is consistent with the

old ideas of a separation between the knowledge base and the

inference engine, and is a significant departure from the

philosophies espoused by both Chandrasekaran and McDermott.

Breuker and Wielinga describe a knowledge acquisition

methodology called KADS (for knowledge acquisition and design

system). KADS is motivated by the notion that the KA

bottleneck is not in knowledge elicitation, but in. the

analysis of acquired knowledge. They criticize the "mining"

view of RA, which states that the main task of KA is to



92

extract the knowledge. Instead, they argue for a "modelling"

viewu whereby knowledge is transformed and abstracted prior to

encoding. In this sense, their approach is consistent with the

methods employed by Chandrasekaran and by McDermott.

However, there is a significant difference in the methods

employed to represent domain knowledge. For both

Chandrasekaran and McDermott, the domain knowledge

representation is dependent on its intended use. For example,

knowledge to be used for classification tasks will be

represented differently than knowledge used for design. This

is the interaction hypothesis (Bylander and Chandrasekaran

1987) mentioned earlier in this chapter. In other words, there

is no such thing as "task-neutral" domain knowledge. The

implication is that domain knowledge that had previously been

used for one task must be reformulated and restructured for

use in a different task. By contrast, the KADS approach

assumes that domain knowledge can be, at some level,

independent of its intended use. This idea of task-neutral

domain models is an integral part of KADS, and is consistent

with earlier notions of a separation from inference engine and

knowledge bases.

The KADS methodology is supported by the tool KCML (for

KADS Conceptual Modelling Language). KADS and KCML are based

on a "layered" approach to problem solving. There are four

layers, the domain layer, inference layer, task layer, and

strategic layer. Note the similarity between the layered



93

approach in jKADS and 'the approach used. in. OPMZ and 881

described earlier in this chapter. The layers of KCML are

analogous to the planes of the blackboard, with the higher

layers representing a more abstracted view of the knowledge.

The domain layer involves "generic facts and models (Breuker

and Wielinka 1989, p.12) and an "axiomatic framework" that

produces a very general purpose representation. The inference

layer, roughly analogous to Clancey’s (1985) heuristic

classification description, where problem-solving processes

are expressed in terms of abstraction, specification,

matching, assembly, etc. The inference layer provides a

higher-level description of domain-layer knowledge, where the

language constructs include "match", "decompose, "abstract",

etc. The task layer is a hierarchy of tasks and goals, which

control the actions of the inference-layer. The strategic

layer'is responsible for monitoring, diagnosing, and planning.

It controls the actions of the task layer.

Chandrasekaran's generic tasks chapter appear to bridge

KADS’ inference and task layers. In addition, Punch's research

on TIPS (1989) deals with issues related to KADS’ strategic

layer. However, there is no generic-task equivalent to the

domain layer in KADS. In fact, the interaction hypothesis

states that such layer is impossible, or at the very least

impractical, as a knowledge representation. This is where the

philosophies of KADS and generic-tasks collide.
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2.6 Conclusions about TSAs

This chapter discussed the Task Specific Architecture

approach to knowledge representation. It started by discussing

some "first-generation" representation paradigms, then

proceeded to a review of some philosophical arguments

motivating a task-specific approach. Briefly, these arguments

suggest that representation schemes should be expressed at a

higher level of abstraction than the first-generation

approaches provide. Additionally, knowledge should be

distributed and modular, and should be represented in a way

that is consistent with how it is to be used. These motivating

factors lead to the TSA approach.

This chapter went into detail covering the generic task

school of thought and enumerated several of the problem

solving methods and expert system shells developed by

Chandrasekaran and his O.S.U LAIR colleagues. The tools were

compared against other systems and methods that have been

developed to solve similar problems, as shown in figures 2.2

and 2.3. Generally, they were found to have greater structure

and more explicit ontology than their
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Different programming constructs and Al knowledge representation

schemes differ in terms of their degree of 'genericness' and in their

level of representational abstraction. Task-specific architectures tend

to be expreosed at a higher 'knowiedge-levelz, and can be either

domain specific or general purpose. Genen‘c tasks are also expressed

a a knowledge level, but tend to be general-purpose in scope, applied

t0 a wide variety of domains. Thus generic tasks can be thought of as

a SUbset of task specific architectures.
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alternatives, although they were usually less flexible. The

generic task tools were also compared against other TSA

research. This comparison calls into question two assumptions

of the GT philosophy. First, is it plausible that a

manageable enumeration of problem solving methods can cover

all of the tasks required by expert systems? Second, is it

true that domain knowledge is tied to its use, the so-called

"interaction hypothesis" (Bylander and Chandrasekaran 1987)?

These issues are debatable, and future writers will

undoubtably have much to say about them.

Nevertheless, it seems undeniable that TSAs have much to

offer as knowledge representation tools. Representing

knowledge at high levels of abstraction and using role-

limiting primitives makes it possible to merge the analysis of

a problem with the implementation of its solution in a manner

that can significantly reduce the knowledge acquisition

bottleneck. The use of these tools by domain experts helps to

automate knowledge acquisition. This provides a motivation for

the architecture that will be described in the remainder of

this thesis.

The remainder of this thesis describes a TSA for problem

solving in evaluation tasks. The method employs decision-

theoretic judgement approaches combined with the verbal

explanatory power of AI.
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CHAPTER 3

BAYESIAN MODELS IN DECISION THEORY AND AI

In this chapter I will discuss the use of Bayesian

probabilistic models in AI and.in decision theory (DT). I will

first describe the Bayes model. Then, I will show how it is

used in decision theory and decision analysis. This will

include discussion of subjective expected utility theory

(SEUT) and its implementation in decision tree and influence-

diagram representations. Next, I will discuss probabilistic

inference networks (PIN), a knowledge representation that

makes extensive use of the Bayes model and fuzzy logics. I

will compare PINs against DT representations, including a

discussion of similarities and differences in architecture and

in underlying philosophy. Next, I will discuss how human's

deviate from SEUT and Bayesian behavior, and revieW’theldebate

over whether or not Bayesian reasoning should be considered

normative (i.e. optimal). Finally, I will describe an expert

system shell, called QXQ, which combines the SEUT model with

AI-based explanation methods.

3.1 The Bayes model

The Bayes model asserts that.the posterior probability of

a hypothesis (i.e. its probability in light of the given data)

is a function of its prior probability (i.e. its probability

in the general case, or its probability if no data were given)

and the conditional probability of the given data or evidence
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(i.e. the probability of the data's occurrence if the

hypothesis were true). The equation expressing this is:

P(E:Hj) xP(H)

2:1 P(E'iHi)xP(Hi)

 P(Hle) -

The Bayes model is often expressed in terms of prior,

conditional, and posterior odds:rather than.probabilities. The

odds-likelihood formulation is defined as:

0(Hi : E) -O(E'iH1~) xO(Hl-)

where

P(EiHi)

0(E'Hi)' P(ElnHi)

 

The conditional odds O(E|H) is called the likelihood

ratio, and is a measure of how the presence or absence of

evidence E impacts the likelihood of hypothesis H. Later we

will see how AI and DT systems use this likelihood ratio.

The Bayesian approach to decision-making using several

sources of information is represented as a multiplicative

model.

This equation shows that, for Bayesian modelling of

decision-making, all that is needed is a knowledge of the
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0(H3E1, . . .,E,,)-1'[1”_1 0(EiiH) 0(H)

prior odds 0(H) and the likelihood ratio. Thus, the likelihood

ratio indicates how important a particular data item is in

determining the plausibility of the hypothesis. Both UT and AI

systems provide this in their representations, as will be

shown later. Note that this multiplicative model assumes

conditional independence of the various data elements (the EA

values). The model can be extended to handle dependence of

variables, as shown in the following equation:

P(HlE1,E2) -P(E2lH,E'1) ><P<E1 : H) xP(H)

Of course, as the number of conditionally dependent

variables increase, the model quickly becomes unmanageable.

Therefore, the independence assumption is often made. This is

a limitation to the model. However, in circumstances where

conditional independence of input data can be assumed, the

Bayes model is considered optimal. This is because it

minimizes the average error that can be made.

3.2 Subjective Expected Utility Theory (SEUT)

Because of its optimality, the Bayes model leads

naturally to subjective expected utility theory (SEUT). The

SEUT model, first developed by Von Neumann and Morgenstern

(1947), rests on several assumptions. First, any two choices

can be compared to each other, ie ranked. Second, the
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probabilities of the occurrence of an outcome will affect the

desirability of a choice. Third, in the ideal case, people

should act to maximize the product of the utility of a

particular outcome and its probability given the data. The

equation illustrating this is:

Eu (A1) "231:1 p(leAl.) xU(Cj)

This equation states that the expected utility for a

given action Al is equal to the sum of the products, for each

possible consequencelfilthat could result from the action, of

the probability p of that consequence given the action times

its utility (i.e. "goodness"). The probability function p(C|A)

is the posterior probability of consequence C given action A.

Thus we see that the Bayesian model is combined with a utility

function to form the core of SEUT.

SEUT was advocated as a normative decision-making model

by Savage (1954). Savage described the notion of small worlds,

which consist of a set of possible states S, a set of possible

actions that a decision-maker can choose from F, and a set of

possible consequences C. Each act f in F maps a state 5 onto

a consequence c. Savage suggested that a person’s preference

ranking of the acts of F can be used to infer the utilities of

the consequences as well as the probabilities of their

occurrences. Thus, when. explicit. subjective expected

Probabilities and utilities are not available, SEUT enables
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you to infer them based on observations of the choices made by

human beings.

These small worlds are governed by several postulates,

three of which will be described here. First, there exists a

complete, irreflexive and transitive ranking of the optional

actions possible in the small world. SEUT thus assumes that

the decision maker, if called upon to do so, can order all the

possible actions, indicating a complete preference list.

Second, the utility value of a consequence is independent of

belief of its probability. In other words, the "goodness" of

an outcome remains the same whether that outcome is likely or

not. The ‘third. postulate, often. called. the .independence

postulate is a key assumption in the model. It states that if

one consequence C:L is preferred over consequence Ci, then that

preference remains in effect even if there is a chance for a

third outcome C5 to occur.

Studies have shown that all three of the above SEUT

postulates are regularly violated by human decision-makers.

Savage acknowledged this, but claimed that SEUT is normative.

Even though people don’t follow SEUT in real life, they

should. Other authors have disputed this claim, stating that

many reasonable selection strategies violate SEUT.

Nevertheless, SEUT is widely seen as a useful tool for

analyzing a complex problem and selecting from among a list of

possible problem-solving approaches. The next section describe

Ihow SEUT is implemented as a decision-aid model.
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3.3 Bayesian Knowledge Representations in OT and AI

In this section, I will describe two Bayesian knowledge

representations. The first.is an implementation of SEUT in the

form of decision trees and influence diagrams. This

representation is frequently used in decision analysis. The

second representation, first presented by Duda et al. (1976),

is the probabilistic inference network (PIN). I will describe

each in turn, then compare their structures and uses.

3.3.1 Decision Trees and Influence Diagrams

SEUT is often represented in practice using decision

trees or influence diagrams. The use of these representations

and. of the above-mentioned utility' measurements for the

purpose of aiding decision-making is often called decision

analysis. Here, I will describe the representation schemes

used in decision analysis. Later I will compare this decision-

theoretic Bayesian representation against a commonly-used

Bayesian representation used in Al.

Influence diagrams are graph structures whose nodes

represent the various decision points, chance occurrences, and

utility values of the decision-making process being modelled.

Such.graphs are usually used in the initial stages of decision

analysis, because of their relative simplicity, then are

translated into decision trees (which are more comprehensive)

for detailed analysis. Decision trees and influence diagrams

'model cause-effect relationships as well as plan-refinement
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strategies. Branches emanating from decision nodes represent

choices that can be made by the decision maker at a given

point in time. These branches lead to other decision nodes

(thus implementing plan refinement) or to chance nodes. The

branches emanating from chance nodes represent possible

consequences of the choice (thus implementing cause-effect

relationships). A path in an influence graph or decision tree

terminates at a node representing the utility of following

that path of decisions and chance occurrences. This utility

value can be calculated in many ways, depending on the domain,

but its value is somehow determined from expert knowledge.

When utilities at termination points are calculated, their

values are propagated back through the path, attenuated by

probabilities of the chance links that lead to them. In this

way, utilities can be calculated for decision nodes as well.

When the utilities at all decision nodes are calculated, the

decision tree shows the "best" decisions to make in the

present circumstances.

The structure and behavior of decision trees and

influence diagrams obey the postulates set forth by SEUT. The

utilities assigned to value nodes are independent of the

likelihood of paths that lead to them. Indeed, probabilities

and 'utilities are stored. in completely' different nodes:

chance-nodes and value-nodes respectively. The possible

outcomes are represented as the leaves of the decision tree,

and are therefore complete and, because they have scores
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(utilities) assigned to them, are comparable and rankable. Via

Bayes rule, decision nodes higher up in the tree can be

compared and ranked also. Their derived utilities are

calculated from the probabilities and.utilities of the chance-

and value-nodes in their subtrees.

Next, I will describe another knowledge representation

using Bayes models.

3.3.2 Probabilistic Inference networks (PIN)

One AI area making extensive use of the Bayesian model is

probabilistic inference network (PIN) knowledge

representations.

These representations have been used for diagnosis (both

medical and machine), strategy formation (military,

marketing), and design (software, civil engineering, VLSI

chips). They are appropriate for domains that: require optimal

or near-optimal decisions, and justifications for these

decisions; involve information available at various levels of

certainty and completeness; and have available general rules

of inference that can be applied to the problem. (Tanimoto

1987).

Probabilistic inference nets are graph structures that

involve nodes representing evidence (facts) and hypotheses. We

will call such nodes E-nodes and H-nodes, respectively. The

links between these nodes represent the reasoning steps that

one would take in a problem-solving process (e.g. diagnosis),
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in much the same way that the if -- then structure of a rule

based system works.

An expert system using PIN typically includes one layer

of E-nodes, representing the data that is input to the system.

It also includes one or more layers of H-nodes, representing

various hypotheses and sub-hypotheses that the system computes

during the problem-solving process. The Bayes rule is used to

update the posterior probabilities of the first level of H-

nodes based on the E-nodes. Probabilities for subsequent H-

nodes, which are based on boolean combinations of early-level

H-nodes, are usually determined using fuzzy logics, which‘will

be described later.

In order to ascertain the first-level H-node

probabilities, the expert system uses a table mapping E-node

values onto H-node probabilities. Such a table will contain

the conditional probabilities for each combination of E-node

values for each first-level H-node (i.e. the joint

probabilities). Also included in the representation is the

prior probability for each first—level H-node. All these

probabilities are provided by the expert as subjective

probabilities, or are based on frequency statistics obtained

through empirical studies in the domain being modelled. Thus,

when the data become available to the system, the posterior

probabilities of the first-level H-nodes are calculated using

the table and the Bayes model.

Early Bayesian diagnostic systems used only these tabular



 
use of 0th

is to use

described

Once

via the

Combined

at Subs

equivale.

the Clar

truth ta

With D1



107

representations. Although they frequently performed at or near

expert level, there are problems with this representation.

These problems stem from the axioms of probability requiring

a complete, mutually exclusive hypothesis set, where'each item

of evidence presented to the system must be statistically

independent of all others (Langlotz 1989). This motivated the

use of other AI techniques and heuristics. One such heuristic

is to use fuzzy logic to expand upon the Bayesian model, as

described below.

Once the first-level H-node probabilities are determined

via the probabilities tables mentioned above, they are

combined using fuzzy logics to determine H-node probabilities

at subsequent levels. Fuzzy logics are probabilistic

equivalents of propositional calculus clauses. For example,

the clause A OR B, in propositional calculus results in a

truth table like this:

A B A OR B

T T T

T F T

F T T

F F F

With probabilistic values for A and B instead of T/F values,

two possible fuzzy logics for A OR B are max(a,b) and a+b-

ab (Tanimoto p. 248). Similar fuzzy logics exist for other

clauses such as NOT, AND, IMPLY, and XOR.

Bayes rule is used for updating H-node probabilities.

Frequently, the impact of one node's truth or falsehood on
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another node’s probability is expressed via the likelihood

ratios O(E|H) and O(E|H’) (see above for full description of

likelihood ratios). These ratios are sometimes called the

sufficiency coefficient and the necessity coefficient,

respectively. The sufficiency coefficient 0(EIH) gives an

indication of how strongly the presence of the evidence E

implies the truth of hypothesis H. A high value (much greater

than 1) indicates that.E is sufficient evidence to conclude H.

The necessity coefficient O(E|H’) indicates how strongly the

presence of E refutes hypothesis H’. A low value (<< 1)

indicates that E is necessary to conclude H. Both coefficients

are provided by the expert.

Often the evidence E being presented to a decision-maker

is uncertain. Decision tree representations assume that the

evidence is known and correct. PIN representations, however,

are designed to deal with uncertain evidence. As mentioned

above, the prior probabilities of the hypotheses and

likelihood ratios of the evidence under the hypotheses in a

PIN'are typically provided by the expert. In addition, experts

can also provide prior probabilities of each evidence item

P(E). This provides a sort of "default" value in the absence

of observed data.

This introduces a problem of consistency in the

representation. The system designer should make sure that

P(H), P(E|H), and P(E) are not in conflict. If they are, the

system may exhibit anomalous behavior. For example, suppose we
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make an observation E’, and suppose P(EIE’) = P(E). Then, to

maintain consistency, it must also be true that P(HIE’) =

P(H). In other words, for a linear relationship between

P(EIE') (the x-axis) and P(H|E’) (the y-axis) , there should be

a point.on the line at (P(E),P(H)). However, in practice, this

is often not the case. In order to compensate for this, PINs

use "interpolation functions" to enforce consistency. Duda et

al. (1976) gives a good review of some common interpolation

functions.

Like the decision-theoretic models of sequential

decision-making mentioned above, PINs use a multiplicative

model to update hypotheses based on multiple evidence. As

mentioned above, this method assumes independence among the E-

nodes. The multiplicative model is robust, however, in that it

is unaffected by the order in which data is presented, unlike

humans who are affected by primacy-recency factors.

3.3.3 Cbmparing Decision Trees to Inference Networks

Thus, we see that the decision tree model based on SEUT,

and the probabilistic inference network model used as a

knowledge representation in AI system design, both use the

Bayesian model as their core component. However, the behaviors

and structures of these two representations are quite

different, and reflect different underlying philosophies and

assumptions.

With decision trees and influence diagrams, the Bayesian
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model is used to calculate utilities of the decision nodes

based on the values assigned to the branches of chance-nodes

and utility values calculated at outcome-nodes. The utilities

are calculated based on the Bayes rule that a derived utility

is the sum of products of the probabilities and utilities of

each outcome. Thus, the decision tree acts in a data-driven

manner. The branch to take from a decision node requires

knowledge of the outcome utilities.

The semantics of decision trees uses notions of action

and consequence. In this sense it is similar to game tree

representations. In addition, the notion of utility gives

decision trees and evaluative flavor, an indication of

goodness or badness. By contrast, the PIN model uses notions

of evidence and hypothesis, which have a more deductive or

diagnostic flavor. With PINS, the Bayes model is used to

represent certainty of hypotheses and impact of evidence.

With PINs, the Bayes model is supplemented with fuzzy

logics for dealing with the various boolean combinations of

facts and hypotheses. This makes it them flexible enough to

handle conditional dependencies between variables, which as

mentioned earlier, make the Bayes model unreliable or

unwieldy. By contrast, decision trees and influence diagrams

do not allow for conditional dependencies. In addition,

decision trees distinguish between utility and probability.

SPIN models make no such distinction; everything is expressed

in terms of probability.
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Whereas decision trees assume that the set of possible

solutions is complete and comparable, there is no such

assumption underlying PINS.

3.4 Bayesian Studies of human decision-making

A frequently-used experimental paradigm in studies of

human judgement uses a Bayesian model as a baseline against

which to compare human performance. Typically, the subject is

asked to estimate the posterior probability P(E|H), where E is

provided by the experimenter. With each new Eh, the subject

must revise his or her estimate of the posterior probability.

As espoused by Savage, the Bayesian model is generally

used as a normative model against which to compare subject’s

performance in decision-making under uncertainty. Typically,

such studies try to identify the reasons for subjects’

deviations from the Bayesian ideal. The experimenter will

manipulate the data input to the subject, the manner in which

the subject is required to respond, and perhaps the feedback

given to the subject. The experimenter will then study the

effects of these manipulations on the subject’s decision-

making process. Input manipulations may involve controlling

the order in which data are presented, presenting the data in

nominal vs probabilistic terms, or varying the diagnosticity

of the data. Subject response mode manipulations include

controlling whether subjects must give direct probability

estimates or indirect estimates, requiring repeated vs
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intermittent. responses, and. requiring' lcategorical “vs

probabilistic responses. Feedback manipulations may involve

payoff or non-payoff situations.

The experiments typically involve decision-making in an

environment where the probability distributions are known

mathematically or can be safely assumed. For example, one

frequent experiment paradigm involves two bags of poker chips

(call them A and B), each with a different percentage of red

vs. blue chips. The subject is told the percentages of each

chip in each bag. The subject then draws chips from one of the

bag (s/he does not know which one) and give the posterior

probability P(HIEg)‘that it is bag A, where Eh indicates the

color that was drawn in draw i. The distribution of

probabilities in such an experiment is binomial. Bayes rule

would choose in aiway that.maximizes the posterior odds of bag

A, given the chips that have been drawn. The odds and

probabilities are known, via the binomial density function.

Other experimental paradigms involve making decisions

pertaining to human population samples. In this case, the

probability distribution is usually normal.

As mentioned earlier, the assumption that the input data

are conditionally independent is a limiting characteristic of

the Bayes model, and attempts to extend Bayes to account for

dependencies quickly renders the model unmanageable. Thus,

psychological experimenters using the Bayes model will try to

ensure that they are obeying the independence criteria by
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using uncorrelated data. Interestingly, the choice of

populationlcan affect whether two data items are correlated.or

not. For example, in the general population, height and hair

length are negatively' correlated. This is because women

generally have longer hair than men, and are generally

shorter. However, within-gender, height and hair length are

uncorrelated. Therefore, an experiment that asks the subject

to decide, based on information about a person’s height and

hair length, the odds that the person is male, would be a

valid use of Bayes model, because the hypothesis is within-

gender, whereas the same experiment that asks the likelihood

that the person has blue eyes would not, because the

hypothesis is between—gender.

3.4.1 Why people deviate from Bayes

Experiments, such as the ones mentioned above, indicate

that people regularly deviate from the Bayesian norm in their

decision-making. These studies indicate 'that. in lgeneral,

people tend to be too conservative in the degree to which they

will change their hypothesis when new data is presented. In

other words, their posterior probability estimations tend to

be closer to the prior hypotheses than would be warranted by

the Bayesian model. This tendency to "err on the side of

caution" can be attributed to several factors that have been

discussed in the literature.

One reason for conservatism is the subject’s lack of
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understanding of the data generator itself. This phenomenon,

called misperception in the literature, means that subjects

usually don’t understand the behaviors that can be expected of

the common probability distributions such as binomial,

multinomial, and normal distributions. Studies have suggested

that this lack of understanding of the data generator causes

people to be conservative in their hypothesis revisions. This

conservatism is particularly acute when the data presented is

very unlikely to occur, the "rare effects" phenomenon.

Presumuably, knowing more about the distributions can help

optimize the subjects' responses.

A second cause of conservatism is nfisaggregation, the

subject's inability to correctly synthesize and combine

multiple data elements in their posterior probability

assessments, which can also explain the rare-effect

phenomenon. Edwards.et al. (1968) found that.computer programs

implementing Bayes model consistently performed superior to

human subjects in tasks requiring aggregation of data

elements. This lends support to the idea that expert systems

could enhance human decision-making.

A third explanation for conservatism is the response bias

of the subject. DeCharme (1970) found that subjects were

unwilling to express extreme odds (e.g. greater than 10:1 or

less than 1:10) in their responses, even in the face of very

diagnostic data that strongly supported such extreme odds.

Tversky and Kahneman (1986) found that.human judgement is
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biased by the way a problem is presented ("framed") to the

human. For example, he studied the effect of choice vs.

matching in human decision-making. Choice involves selecting

the "best" candidate among a set of candidates. Matching

involves adjusting the value for a particular attribute of one

option until it is deemed to be "as good as" the other option.

Tversky found that when someone is asked to choose between a

set of options (each with multiple attributes), that person's

weighting of the attributes will be much different than when

they are asked to match the options. In the choice task, the

dominant (i.e. high-weighted) attributes have more impact.than

in the matching tasks. This reflects a bias in human thinking

that goes against the axioms of probabilistic reasoning.

Presumably, expert systems should be robust enough to avoid

this bias.

Kuipers et al. (1988) compared protocol analysis of

experts against formal decision. analysis (decision ‘tree)

representations. He found significant differences. First, the

sequence of events and decision structure is different from

what is expected in dec tree. Experts used "top-down

refinement" mixed with opportunism whereas decision tree

representations use weighted averaging and "folding back"

after determining utilities for all final outcomes. Second,

concepts of likelihood are treated as categorical or ordinal

values, not numeric. Even numeric expressions are expressions

of’ categorical/ordinal info (e.g. thresholds. or :ranges).
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Third, the final utilities of each choice tended to me more

clear-cut to the experts than what would appear based on

formal decision analysis.

It is interesting to note the distinction between the*way

a decision theorist would view these differences and the way

an AI theorist would view them. As mentioned in the above

section, the deviations from Bayesian reasoning are seen a

flaws and biases from the viewpoint of the decision theorist.

But AI theorists like Kuipers view such deviations as

motivations to change the model of human knowledge from

probabilistic to categorical in order to more closely

represent human problem-solving processes.

3.5 Combining Bayesian Decision Analysis with AI

Langlotz (1989) developed an expert system shell that

merges concepts from AI with concepts from decision theory,

and brings the best of both worlds together into a system

called QXQ, for "Qualitative Explanation of Quantitative

Models." He explored potential contributions from AI and DT as

they pertain to diagnostic, planning and explanation

facilities for systems operating in the medical domain. In so

doing, he presented an "axiomatic approach" to constructing

such computer systems.

QXQ involves two modules: a modelling (development)

environment, intended. for ‘the decision analyst for

representation of quantitative decision models; and an advice
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generator, or performance system, intended for use by the end

user to consult with. Thus, QXQ facilitates both knowledge

representation and design on the one hand, and knowledge use

and performance on the other.

Langlotz defines axiomatic decision making framework as

one that embodies an "explicit agreement between the decision

making system and its users (Langlotz 1989, p.25)." For such

a framework, a set of properties are defined, and the user and

system must both behave in accordance with these properties.

This impacts all aspects of the construction and performance

of the expert system, including knowledge acquisition,

reasoning and.explanation. In addition.to being axiomatic, the

system should also be normative. This means that the axioms

and properties defined must be intuitively appealing in terms

of the constructs that experts use in the relevant tasks they

perform. Note that this requirement for axiomatic, normative

design principles is similar to the "knowledge-use level"

requirements that motivated the task-specific and generic-task

movements in AI, described earlier in this thesis.

.A major theme running throughout Langlotz's thesis is

that decision making involves two main components, diagnosis

and planning. Diagnosis involves assessing the beliefs of the

system, given what the system knows; it is a mapping from

evidence to hypotheses. Planning is a mapping from hypotheses

to actions, based on known goals of the system. Thus, the two

activities are interrelated and interdependent. However,
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although Langlotz discusses diagnosis as a major component of

the decision making process, his QXQ system does not include

a diagnostic component. Rather, QXQ is primarily concerned

with ranking alternative plans and with providing explanations

that justify those plan rankings.

Langlotz proposed a normative, axiomatic framework for

each of the two major components of decision making, diagnosis

and planning. He identified desirable properties for

diagnostic reasoning. These include: clarity, completeness,

orderability (i.e. ability to rank hypotheses according to

degree of belief), thoroughness, and consistency. As we saw

earlier, Bayesian decision theory satisfies all these

properties. In fact, Langlotz claims that in terms of system

performance, the Bayesian approach is superior to mathematical

models and heuristic AI approaches for diagnostic tasks. Of

course, other' AI researchers and theorists may strongly

disagree with this claim on the grounds that probabilistic

approaches require too much prior knowledge about disease

probabilities and are not good at explaining their reasoning.

Langlotz addresses the first objection by saying that

frequency statistics from medical records, probabilistic

approximations from the medical literature, and expert

judgements can all be used for probability assessment, but he

also.acknowledges that such.probabilities are not exact, which

weakens the Bayesian framework. Langlotz strongly agrees with

the second argument (i.e. the explanatory power of AI
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systems), and his QXQ system will show this.

Langlotz also lists the desired properties of planning

systems. These include orderability, monotonicity (decision

maker should pick the best outcome), decomposability (for

dealing with uncertain scenarios), continuity, and

substitutability. For these properties to hold, a system

should be able to represent the concept of utility in its

axiomatic framework. Thus, his approach to plan selection is

strongly grounded in the SEUT decision—theoretic model

described above.

Since the structure of a DT-based knowledge

representation can involve either influence diagrams or

decision trees, both are implemented in QXQ. As mentioned

earlier, influence diagrams are acyclic directed graphs that

involve three types of nodes: decision nodes represent the

explicit choices made by a decision maker at a given point in

the planning process; chance nodes represent probabilities

that.a.given decision.will result in.a particular outcome; and

value nodes represent.the desirability (or utility) of‘a given

outcome. QXQ represents these nodes as objects in an

object-oriented framework, and each node contains certain

slots and methods. An example for a slot for a value node is

the "expected utility" slot. For a chance node, one slot is

the "probability expression" slot. Both.types.of nodes include

"situation" slots, which are verbal accounts of the situation

for which the node is relevant, and which serves as an
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explanation facility.

The second type of structure for DT-based representation

is the decision tree. This is the structure that is actually

used by the decision-making component of QXQ. It is often

easier for the designer to represent knowledge in terms of

influence diagrams, since this way one does not need to

explicitly show all possible branches of a decision tree.

However, in order to enhance the performance of a decision

making system, QXQ will convert influence diagrams into

decision trees.

Up to this point, I have described Langlotz’s thesis and

his QXQ system mostly in terms of decision theoretic

constructs. He asserts that, in terms of system performance,

decision theory is superior to heuristic (AI) approaches.

However, such an approach requires several assumptions which

are impossible for systems that must deal with incomplete or

uncertain information. These assumptions include: that the

diagnostic component of a system can be supplied with exact

values of probabilities and utilities (orderability); that all

conceivable plans can be evaluated (completeness); and that

all possible consequences of every action can be considered

(thoroughness). Such ideal performance is impossible in

practice, so Langlotz proposes that heuristic approaches be

introduced to supplement the decision-theoretic approaches.

In addition to compensating for the lack of completeness

and certainty in knowledge that would be required for
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decision-theoretic approaches to expert systems design, AI

heuristic models also allow for intuitively appealing,

qualitative explanations of their reasoning. In this sense,

they are superior to mathematical models such as decision

theory, whose explanations must be couched in terms of

mathematical arguments. One of the major design considerations

that went into the development of QXQ was the desire to

provide qualitative explanations to support the

mathematically-based decision framework. These qualitative

explanations should not be mathematical in nature, but should

be expressed in terms of the domain in question, for example,

using medical terms and constructs.

In order to justify why QXQ makes a particular plan

selection, it must identify how this decision differs from

other possible decisions that could be made in the same

situation. In order to do this, QXQ does branch comparison,

which is "the process of analyzing the similarities and

differences among decision branches to find elements of the

tree that most contribute to the difference in expected

utility (Langlotz 1989, p.208)." Before comparing the

branches, however, the system must find branches that are

"analogous" in the sense that their corresponding nodes

pertain to the same situation. After the system finds two or

more analogous branches, it does a quantitative comparison of

the expected utilities that result from each branch. Note that

expected utility can be assessed at any level in the tree, and
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that sub-branches can be compared at various levels also.

Thus, the comparison may be given at various levels of

abstraction, which facilitates the explanation process. QXQ

will continually decompose the branch comparison until it

reaches the bottom levels of the tree, and plans will be

ranked accordingly.

So far, I have just described how plans are ranked,

without talking about how these plan rankings are translated

into verbal explanations. Branch comparison has isolated the

various differences of expected utilities among plan

candidates. Now, the system must decide which of these

differences are relevant for describing in qualitative terms

to the end user. QXQ includes a control regime for providing

explanations based on rhetorical frameworks, which are

explanation strategies that. provide» a structure for' the

explanation that most effectively uses the available data to

argue for the results of the decision model. All of these

frameworks will result in an output whose form and content is

a document that looks like a journal article. The different

alternative rhetorical frameworks include: the

weighted-tradeoff method, where phrases are in terms of "the

advantages of choice x over choice y in terms of difference d;

OUTWEIGHS the advantages of choicery'over choice x in terms of

difference d3."; the extreme-value method, which identifies

particularly sensitive variables (using sensitivity analysis)

with extreme values and uses that as a justification for
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making a particular plan decision: and the pivotal-parameter

method, which is employed when the overall expected utilities

for two plans are about the same and a particular sensitive

variable’s value is 'uncertain...in 'this case the system

advises that more information be obtained before making a

decision.

The choice of a rhetorical framework is based on the

types of differences that are found during the branch

comparison process, and these choices are made by rules

embodied in control blocks. These control blocks can be

developed by a knowledge engineer using QXQ’s development

environment. Thus, QXQ uses the nature of the differences

between decision branches to decide the structure of the

explanation.

3.6 Conclusion

We have seen that the combination of AI approaches and

decision-theoretic approaches is both feasible and useful. The

mathematical robustness of the Bayes decision rule and SEUT

(implemented in QXQ as decision trees and influence diagrams)

combines with the explanatory, heuristic power of AI systems

(implemented in QXQ as branch comparisons and rhetorical

frameworks) to providera powerful decision support.tool. As*we

will see later, my work with candidate evaluation and its

implementation in the CEVED/CEVAL tools attempt to provide a

similar mix of AI and decision theory. The difference is that
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I concentrate my efforts on a different branch of DT, namely

the ”regression" approaches to decision theory, focussed

primarily on multi-attribute utility theory. Thus, the next

section of this thesis provides a detailed survey of

regression-based DT models.



CHAPTER 4

REGRESSION, LINEAR MODELS AND HULTI-ATTRIBUTE UTILITY THEORY

IN DECISION THEORY AND AI

The preceding chapter discusses the use of Bayesian

statistics and subjective expected utility theory (SEUT) in

decision theory and artificial intelligence. It closes with a

description of Langlotz’s QXQ program, an expert system shell

designed to combine the SEUT model with qualitative

explanatory facilities common to eXpert systems technology. In

this chapter, I will present another stream in decision theory

research. This stream of research involves regression

approaches instead of Bayesian methods.

Although many authors, including Pearl (1977) advocate

the use of Bayes model for evaluation modelling, many others

subscribe to the regression approach. The regression approach

toldecision theory makes use of statistical techniques such as

multiple regression, analysis of variance (ANOVA), and

correlational approaches to model human decision-making

processes. Like the Bayesian methods described previously,

they are frequently used as normative models against which to

compare actual human performance. As normative models, they

can also be used in AI and expert systems as decision support

aids. This chapter discusses regression models and their uses

in decision sciences and AI.

The chapter serves as an introduction of the decision-

theoretic foundation on which the Candidate Evaluation

125
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architecture is based. Chapter 2 had discussed task-specific

architectures, and identified several commonly used problem-

solving methods such as classification, design, abduction, and

matching. Candidate Evaluation is another task-specific

problem solving method. It is based on the weighted linear

model, and its variants, described in this chapter. In

essence, this chapter describes multi-attribute utility theory

(MAUT) in order to provide the theoretical basis for the tools

CEVED» (Candidate Evaluation. Editor) and. CEVAL. (Candidate

Evaluator), which will be described in chapter 5.

4.1 Multiple Regression

Multiple regression is a general statistical technique

for analyzing the relationship between a set of independent

variables (often called predictor variables) and a dependent

variable (called a cmiterion variable). The multiple

regression equation is a "prediction equation" whose form

indicates how the predictor variables should be weighted and

summed.to obtain the best predictor of the criterion variable.

The regression model, when applied against a set of sample

cases whose values ar known for independent and dependent

variables, will give the best weights for the independent

variables. Graphically, this results in finding the best-

fitting line (in the bivariate case) or hyperplane (in the

multi-variate case) to fit the data given.

The bivariate regression model is:
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Y’-A+BX

where Y’ is the predicted value of the dependent variable, X

is the independent variable, A is a constant representing the

Y-intercept, and B is the regression coefficient which

represents the slope of the regression line. Thus, B is an

indicator of the expected change in Y given a unit change in

X. It is B that is calculated when the regression model is

presented with actual training samples.

The regression coefficient is calculated using the

following formula:

B_ 2 (If—3?) (Y-Y)

2 (XIX) 2

 

The numerator is the sum of the cross products of X and Y

(SS£1), and the denominator is the sum of squares of x (83‘).

The regression line represented by this coefficient is also

called the "line of best fit" or least-squares line".

As you can see, the regression equation is a linear

model. There is some debate about the adequacy of linear

models for prediction and complex decision-making, especially

in circumstances where the interactions of variables can have

a significant impact. The simplicity of such a model makes it

attractive. Nevertheless, depending on the actual linearity of

the data, there may be significant error in the predictions
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made by the regression coefficient. This error can be

quantified via the sum.of squared.residuals. A residual is the

difference between the predicted value of the dependent

variable Y’ and its actual value Y for any given sample. That

is, RES = Y - Y’, as illustrated in figure XX, and the sum of

squared residuals is expressed as 5352. Thus, the prediction

accuracy of the multiple regression model is expressed as:

I2 _ SSY-Ssres

xy ssy

This prediction accuracy measurement expresses the degree to

which the variability is Y is accounted for by the regression

model, and its value lies within the interval (0,1). The

closer I“2 is to 1, the more accurate the regression model is,

and, by implication, the more linear the data are.

Thus far, I have described.the regression formula for the

bivariate case, that is, when there is one independent

variable and one dependent variable. The multivariate version

of the regression equation is:

/ n

In this case, the B; are called "partial regression

coefficients". Each Bl represents the expected change in Y if

X1t is changed but X_1 remains constant. In other words, it

reflects the impact that XA has on Y independent of any
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activity in the other predictor variables. This assumption of

independence in inherent in the regression model, just as it

is in the Bayes model.

4.2 Use of Regression in Decision Sciences

Regression models are used extensively in decision

theory. They are used for modelling' the interaction of

decision makers and their universe. They are also used to

model the policy-making behavior of judges. Slovic and

Lichtenstein (1971) identified two major paradigms in

regression-based decision models, the correlational paradigm

and the ANOVA (analysis if variance) paradigm. Correlational

approaches follow two main streams: the Brunswick lens model

for analyzing the judge’s performance in a real world setting:

and the judgement-policy model, which simply establishes the

relative importance of the various cues in the decision-making

process. ANOVA approaches are used to deal with configural

relationships between.the»cues, and.are particularly useful in

environments where the input variables exhibit some dependency

relationships amongst themselves.

4.2.1 Correlational Paradigm

Correlational approaches correlate the information cues

available to the judge against the judgements and/or decision

that s/he makes, typically using the Pearson correlation

coefficient:
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2:1 (xi-7r) (Y1?)
I-

(K [2:1 (xi-m2] [2:1 (Yi—lei

 

 

The correlation coefficient is a measure of the weight of

importance of each cue presented to the judge. As with the

models mentioned above, there is an assumption of independence

between the cues.

4.2.1.1 Brunswick lens model

The Brunswick lens model, also called "probabilistic

functionalism", focusses on the adaptive interrelationships

between the organism and its environment. Studies involving

this model are concerned with.measuring how the judge uses and

weights environmental cues and with learning the

characteristics of the environment itself. In this sense, the

lens model represents probabilistic interrelations between

organismic and environmental components of the judgement

process.

4.2.1.2 Linear JUdgement Policy HOdels

Some researchers are interested solely in modelling the

policy of the judge (i.e. the weights associated with each

input cue) and are not concerned with the actual relationship

between cue and result in the environment. This approach uses

the simple linear model, with the idea that a judge’s
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'ediction is simply a linear combination of the cues

esented to him or her. There is no representation of the

tual environmental correlation between cue and dependent

riable. Thus, these models represent half of what the

mswick Lens model represents. The mathematical description

the linear model is shown below:

1&2; wixl.

re Y is the final judgement score of the criterion

iable, X1 is the score of predictor variable and W1 is the

int of importance assigned to the predictor variable.

Dawes (1979) subdivided the overall linear model into two

5, which he called proper and improper linear models. The

erence between proper and improper models centers on how

veights of predictor variables are determined. With proper

ls, the weights are statistically generated, usually using

lard regression analysis or discriminant function

rsis, to optimally predict the criterion value of

'est. In contrast, the weights in improper models are

mined using some nonoptimal method, usually via polling

t judges (using Delphi studies, for example) to ascertain

intuitions on the importance of each of the predictor

ales.

Proper linear models, although optimal, are often

:tical to implement in practice. Dawes (1979) cites two
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reasons for this. First, in order to be statistically viable,

the multiple regression method requires the ratio of observed

data samples to predictor variables to be as high as 20 to 1.

Second, the predictor and criterion variables of interest are

>ften subjective in nature, not easily converted to objective

{uantitative measurement. For example, how does one give an

bjective measure for "motivation" or "self esteem" when

valuating potential job applicants? For these reasons, users

E linear models often resort to suboptimal, improper methods

>r establishing weights of the predictor variables.

Linear models have proven to be very good predictors of

.man judgements, and have in fact been shown to be superior

human judgement performance in many domains. This fact has

en documented by Slovic and Lichtenstein (1971) and by Dawes

988) . They described a process of building a linear model of

a judge’s policy (in terms of the weighted outcome criteria)

I then using that model in place of a judge for decision-

ing. They called this process bootstrapping. Under

cumstances when the predictor variables have conditionally

atone relationships with criterion variables, these models

3 been shown to work very well. As a result, they have

>me ubiquitous in the decision sciences literature. For

lple, Dawes and Corrigan (1974) successfully used linear

Is for evaluating graduate applicants at the University of

on. Wiggens and Kohen (1971) used them to predict GPAs of

t-year graduate students, and found their performance to
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superior to actual experts. Likewise, Goldberg (1970)

monstrated that linear models of judge’s decision policies

tperformed 26 of 29 clinical psychologists in diagnosing

uroses or psychoses of patients based on data from Minnesota

ltiphasic Personality Inventory (MMPI) profiles.

Why do linear models work so much better than actual

perts? Dawes suggests that this is because humans are

nerally not good at integrating information from various

urces in order to come up with valid decisions. In his

rds:

"People are good at picking out the right predictor

variables and at coding them in such a way that

they have a conditionally monotone relationship

with the criterion. People are bad at integrating

information from diverse and incomparable sources.

Proper linear models are good at such integration

when the predictions have a conditionally monotone

relationship with the criterion. (1979, p.574)"

though the above paragraph pertains to proper linear models,

ves argued that improper models are almost as good. In the

idies that he conducted, and in other studies he cites, the

proper models work as almost as well as proper models. In

5 words:

"...[improper] linear models are robust over

deviations from optimal weighting. In other words,

the bootstrapping findings, at least in these

studies, has simply been a reaffirmation of the

earlier findings that proper linear models are

superior to human judgements -- the weights derived

from the judges’ behavior being sufficiently close

to the optimal weights that the outputs of the

models are highly similar. (1979, p.577)"

Thus, the efficacy of this bootstrapping process suggests

rt linear models may work well as expert system
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.hodologies, provided that an underlying explanation

:ility, so important for viable expert systems performance,

l be incorporated into the overall model.

i Hultiattribute Utility Theory (MAUT)

The efficacy of the linear model approach to judgement

l evaluation is further supported by a systematic theory

rtaining to evaluation, judgement, and preference models

.led multiattribute utility theory (MAUT). Von Winterfeldt

l Fischer (1975) described various multiattribute utility

tels, which they defined as "a class of psychological

isurement models and scaling procedures which can be applied

the evaluation of alternatives which have multiple value

Levant attributes (Von Winterfeldt and Fischer 1975, p.47) ."

3 types of models, and the classes of problems they are

signed for, varied along three dimension: first, whether or

: the choice alternatives have multiple attributes; second,

ether or not the input data is uncertain (thus requiring

)babilistic assessments); and third, whether or not the

nice is time-variable (i.e. do temporal considerations

Eect the utility of a choice alternative).

Two key assumptions pervade throughout most of these MAUT

iels: independence of attributes and transitivity of

eference. (Note that these assumptions are similar to those

scussed.for SEUT). There are varying levels of independence,

1 problems which exhibit stronger attribute independence
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:ually allow for more structured, decomposable, and useful

rUT preference models. For example, multiattribute choice

.tuations where attribute 'values are certain and ‘time-

lvariant.can exhibit.four relevant levels of independence: no

idependence at all, l-WCUI (weakly-conditional utility

ldependence) , n-WCUI, and joint-independence. Thus, there are

iur possible MAUT models to choose from.

WCUI refers to situations where the preference based on

.lues of one attribute is independent of constant values in

.e other attributes. For example, when buying a car, all

.her things being equal, you would want the cheaper car in

1 cases. Thus, one may consider price to be a ‘WCUI

tribute. However, consider two other attributes, size-of—car

.d existence-of—power-steering. Given two cars with all

:tributes being equal except size, where both.cars have power

eering, one would probably choose the larger car. However,

. the same case where both cars do not have power steering,

e may very well prefer the smaller car, because it would be

sier to handle. Therefore, in this case, size of car would

rt be a WCUI attribute with respect to existence of power

.eering (Von Winterfeldt and Fischer 1975, p59).

1-WCUI refers to problems in which it is possible to find

single attribute that is WCUI to all others. n-WCUI refers

l problems in which all attributes are WCUI to all others.

lint independence refers to cases where each pair of

.tributes is WCUI to all others.
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For problems where no independence can be established,

he MAUT preference model is forced to be very general and

lgebraically non-decomposable. At the other extreme, where

oint independence is established, it is a feasible and sound

ractice to use a highly structured model called conjoint

easurement, which is typically represented in an additive

armat, which states that vector X is preferred over vector Y

E and only if:

2:1 f1 (Xi) 22:1 f1 (Y1)

Vectors X and Y represent two alternatives from which to

loose, and each element of a vector represents an attribute

l consider when making the choice. As you can see, this model

. a generalization of the standard weighted-averaging linear

del espoused by Dawes and others. With Dawes’ model, the f1

nctions are simply weight-multipliers indicating importance

vels.

3 . 1 HAUT Approaches to Non-Linearity

One of the problems with the standard linear model

proach to MAUT, which is the method espoused by Dawes and

iers, is that it does not deal with nonlinear combinations

input data. Slovic and Lichtenstein (1971) discussed two

>ects where non-linearity could affect the judgement

>cess .
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The first aspect of nonlinearity deals with curvilinear

lonmonotonic) relationships between input and output

iriables. An example of this is the relationship between the

reed of driving a car and the likelihood of reaching a

estination in time. In general, the faster the car goes, the

loner you will reach your destination, up to a point. After

.at, there is an increased likelihood of getting into an

:cident or being stopped by the police, which will certainly

ow your progress toward the destination. Such curvilinear

lationships can be expressed by using exponential terms in

.e policy equation, which changes the standard linear model

a nonlinear one. Note that this is still consistent with

e general conjoint measurement model described above. The

sumption of independence between input variables is still

intained, although there is no assumption of monotonic

lationship between input and output variables.

The second type of nonliearity refers to what Slovic and

chtenstein (1971) call configurality. This refers to the

ssibility that an interpretation or weighting of one input

riable may be influenced by the value of another input

riable. An example of this effect is in stock market

alysis. Suppose you are evaluating whether or not to invest

a company’s stock. You have two input variables: the

rrent strength and activity of the company’s stock and the

neral stock market conditions. If the company has a strong

ting, this is a positive sign. However, it is far more
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meaningful to have a strong stock in a bearish market than to

have a strong stock in a bullish market. In a bullish market,

everyone looks good. In a bearish market, only the truly

viable companies will continue to have consistent strength.

Thus, the weight assigned to a company’s current trading

strength will be affected by the general market conditions.

This introduces a nonlinear dependency into the MAUT

framework, which cannot be dealt with by standard linear

models, or even by curvilinear conjoint measurement models.

Decision analysts often deal with such configural

ependencies through the use of analysis of variance (ANOVA)

echniques. ANOVA is a statistical method, using non-metric

ategorical input variables, which measures the effect that

1e categorical value(s) of the input variable(s) have on the

atria value of the output variable. For a one-way ANOVA

radigm (involving a single input variable), the formula is

pressed as:

SSx = SSW + 58%.

Here, Y is the output variable and SS! reflects the total

fiance of the Y. SSW indicates the degree to which this

put-variable variance is due to the different categories of

input variables, and SS,,,_,,,_,_,,_ indicates the impact of other,

—categorical factors on this variance. The ANOVA paradigm

be extended to multi-attribute cases via MANOVA

Ltivariate ANOVA), which uses several categorical input

.ables. This model involves a tabular representation which
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-cross-correlates the effect of categories of the input

variable on the output variable.

4.3.2 Ron-compensatory Decision Rules

The multiattribute algebraic methods mentioned above fall

into the class of compensatory decision rules, because of the

fact that performance of the judged entity in one attribute

may compensate for or override the effects of its performance

along other attributes. This is an inherent aspect of weighted

additive or multiplicative models such as the ones discussed

so far.

Decision analysts sometimes use non-compensatory, non-

algebraic, methods for dealing with nonlinear issues affecting

multiattribute decision—making. Non-compensatory decision

rules deal with "quick reject" or "quick accept" situations.

These can be expressed in a number of ways.

One non-compensatory heuristic frequently cited is called

the conjunctive rule of decision making (Wright 1974, Fischer

1975). This is a "satisficing" technique that establishes the

minimum acceptable values for each attribute, and then judges

the alternatives on each of these attributes. An alternative’ 5

whose performance falls below the minimum threshold for any

attribute will be instantly rejected. The conjunctive rule is

thus an efficient mechanism for quickly eliminating obviously

bad candidates.

A second noncompensatory heuristic is called the
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disjunctive rule. This rule is concerned with finding

attributes for which a candidate excels. It sets a upper

threshold for each attribute, and candidates scoring above

that threshold.for any single attribute‘will be accepted, even

if they do poorly in other attributes.

A. third. type of non-compensatory rule, called

lexicographic compares candidates according to the most

important attributes first. Those candidates that dominate the

others according to this attribute are selected for further

analysis. They are then compared according to the second most

important criterion, and the most dominant candidates

remaining are then passed on to the next selection stage. This

process continues sequentially until there is only one

candidate remaining or all the attributes have been analyzed.

Thus, the lexicographic rule can be thought of as a phased,

sequential version of the disjunctive rule described above.

Likewise, Tversky (1972) suggested. another' non-

compensatory rule called Elimination By Aspects (EBA), which

is similar to the lexicographic rule, except that it is

conjunctive in nature. Using this model, decision makers

compare candidates according to the most important attribute,

as in the lexicographic model. the difference is that, like

the conjunctive rule, a lowest-bound threshold is established

for this attribute, and candidates falling below this

threshold are eliminated. This process is continued for the

next-most important attribute, then the third-most important,
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etc. until there is only one candidate left or the candidates

have been examined for all attributes. Thus, the EBA model

combines the sequential, phased flavor of the lexicographic

rule with the "process of elimination" flavor of the

conjunctive rule. Tversky found that the EBA rule was a good

descriptive model of human decision making in a wide variety

of choice situations.

When do subjects use compensatory rules and when do they

use non-compensatory rules? Empirical studies in decision-

making indicate that subjects tend to use non-compensatory

conjunctive and EBA rules early on in the selection process in

order to weed out the poor candidates and later use

compensatory weighting methods and disjunctive rules on the

reduced set of alternatives (Slovic et al. 1977) . Secondly,

they tend.to use noncompensatory rules in particularly complex

situations involving incomplete data and time constraints. The

key is to use the simpler-to-implement non-compensatory

strategies for as long as they are useful, and then use more

detailed compensatory analyses when dealing with alternatives

whose appeal are similar. Third, subjects tend to use

compensatory rules when their task is to rate an individual

candidate, and tend to use non—compensatory quick-elimination

methods when their taSk is to choose from or rank-order a

large number of candidates.
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- 3 Applications of MAUT: Hultiattribute Utility Technology

Edwards and Newman (1982) developed a systematic

hodology for social program evaluation, based on the axioms

MAUT. They called this method Multiattribute Utility

:hnology. Their approach is intended to apply the

.eoretical constructs of MAUT into a decision aid tool. From

me perspective of the knowledge engineer, it provides a basis

albeit in a manual, non-computerized form) for structuring a

:ask-specific architecture for multi—attribute evaluation

problem-solving. Chapter 5 of this thesis describes Edwards

and Newman’s method for knowledge acquisition of MAUT-related

tasks. This method is particularly useful for the Candidate

Evaluation architecture described in chapter 5, because it

describes how to obtain and weight the evaluation criteria

needed for performing evaluation tasks.

4.4 Combining MAUT and Linear Models with AI

Just as Langlotz sought to combine the decision-analysis

strengths of SEUT with the explanatory power of AI in his QXQ

system (as described in chapter 3), I am combining MAUT models

with explanation and non-linear factors in a task-specific

problem solving architecture called Candidate Evaluation,

implemented in an expert system shell called CEVED/CEVAL. The

architecture and shell will be described in chapter 5, but

now I will discuss previous applications of linear models and

MAUT in artificial intelligence.
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The idea of using linear weighted models in AI evaluation

k5 is not new, and was employed in early evaluation

lctions for state-space search problems and game-playing

items as far back as the 19508. Two users of this technique

r: game—playing systems were Samuel (1959), who used in a

recker playing system, and Berliner (1977), who used it in a

ackgammon playing system. In each case, the linear polynomial

’as used to evaluate the worthiness of potential board

positions, and was used in conjunction with game-tree search

strategies such as minimax and alpha-beta pruning. Samuel in

particular was interested in studying how a system learned

which features to select for the evaluation function and how

to weight each of these features.

Both researchers found that a straight linear polynomial

method to evaluation had a significant drawback. The context

of the evaluation was not accounted for, and therefore

decisions made based on this evaluation function could be in

error. This finding would seem to contradict the claims made

by Dawes and other proponents of the linear model.

4.4.1 Samuel’s Signature Tables Revisited

For Samuel, the problem is that the linear polynomial

method treats individual features as if they are independent

of each other, and thus does not account for interactions

between features. Samuel found that this greatly inhibited the

quality of learning in his checker playing system. Thus, he
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introduced signature table method, described in chapter 2 (and

generalized into the structured matching generic task), which

results in a board position's overall score being specific to

the non-linear combination of features of the board position

being evaluated. As mentioned in chapter 2, this technique

introduces a significant space-complexity problem, which is

alleviated somewhat by restricting the number of features to

evaluate and by arranging the features into a hierarchy of

signature tables. Note that any notion of "weighted scoring",

the primary activity of the linear polynomial method, is

totally abandoned in the signature table approach. This forces

the space of potential feature values to be discrete, whereas

the linear polynomial approach allows for a continuous space.

I. 4.2 Berliner and Ackley’s Hierarchical Weighted Scoring

Another hierarchical static-evaluation technique was

eveloped by Berliner and Ackley (1982). They had done

revious work on linear polynomial evaluation functions

found similar problems as thoselerl iner 1 977) and

perienced by Samuel. Their domain, like Samuel’s, was

ne-playing, where the game was backgammon.

Berliner’s earlier program, BKG, used a straight linear

function to rate board positions. All boardynomial

were treateditions (i.e. states in the state-space)

ltically, where the same linear polynomial function was

to evaluate each one. Berliner soon discovered similar
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roblems as those found by Samuel, namely that the linear

olynomial was too rigid to account for the context of the

oard position. Samuel had described the context in terms of

he interrelationships between features. Berliner expressed

ontext by partitioning the space of board positions into

bate-classes, which will be discussed later.

Like Samuel, Berliner and Ackley moved from a straight

inear polynomial function to a hierarchical representation of

he evaluation features, in a new program called QBKG.

owever, they differed from Samuel by not abandoning the

inear polynomial method entirely. Instead, primitive features

ould have weights and scores associated with them, and the

eighted scores would be propagated through the hierarchy in

rder to obtain scores for higher-level aggregate features

:alled concepts in B&A’s terminology). In effect, they

aintained the ability to deal with a continuous space of

ossible feature values, while Samuel’s method forced that

pace to be discrete.

The following sections describe specific differences

etween Samuel’s signature table approach and Berliner’s SNAC

ethod for multi-attribute evaluation. These differences are

ummarized in Figure 4.1.

.4.3 Cbntinuous vs. Discrete Representation

Thus, a major difference between the two approaches to

valuation is one of discrete (Samuel) vs. continuous
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fBerliner) representations of the evaluation space. Berliner

Hui Ackley (1982) criticized. discrete representations in

evaluation functions, stating that they were fragile and

:uffered from the boundary problem.

By fragility, they meant that erroneous or noisy data

ould dramatically skew the results. In their words:

"In a discrete medical diagnostic system using

production rules, for example, an erroneous result

on a test could prevent the system from ever making

an accurate diagnosis, because the knowledge

relating to the actual disease is not used, due to

the non-satisfaction of the condition portions of

the relevant productions. (1982 p.214)".

They said continuous representations alleviate the

ragility problem by ensuring that all relevant factors are

aken into account by including them in an overall scoring

rocess.

Actually, continuousness of representation per se is not

mat alleviates the fragility problem. Rather, it is the use

E a compensatory scoring mechanism.that.dampens the effect of

rroneous or incomplete input data. This would be true in

Lscrete representations as well.

By the boundary problem, B&A were referring to the

endency for systems with large grain sizes to make erroneous

acisions when a feature’s actual value (as it would appear in

continuous domain) lies in a grey area at the boundary

:tween two possible discrete values, and is mapped

'bitrarily onto one of those discrete values. The idea here

w'that fine granularity is less likely to produce errors than
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coarse granularity. This can be a significant problem with

structured matching, which imposes a small limit on the number

of allowable values that a parameter may take on. In the

interest of computational tractability, structured matching

forces coarse granularity, thus becoming vulnerable to

boundary errors.

However, there are two problems with continuous

representation based on scoring methods that make qualitative,

discrete representations more attractive. The first is that

scoring methods cannot account for interactions between

variables in the way that conjunctive-clause production rules

:an. The second is that explanation is much easier with

liscrete representations.

Berliner and Ackley’s system does not appear to account

or specific interactions between variables the way that

amuel’s signature tables can. However, by arranging their

coring into a feature hierarchy they were able to provide

(planations at various degrees of abstraction for their

rstem. This is similar to Page's (1977) functional

:planation of signature table inference.

4.4 Context in evaluation

Another distinction between the Samuel’s and Berliner’ s

proaches involves the context of the evaluations they

rform. Although both Berliner and Samuel express context in

rms of abstraction levels via the hierarchical arrangement
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of their knowledge groups (signature tables and scorers), they

differ in other expressions of the context of the game.

For Samuel, the context is represented specifically by

the interactions of the variables at each signature table in

the hierarchy, as described previously. Contextual factors and

evaluative factors are treated uniformly, all are represented

as variables in the system.

In contrast, Berliner's method, which does not explicitly

show interactions of variables, represents context by dividing

possible board positions into state classes (Berliner 1979),

which are categories describing overall aspects of the game.

For example, one state class contains all "endgame" board

positions, where the pieces for each player have already

each other and the two sides are racing to take theirpassed

pieces off the board. This is in contrast to another state

class, "engaged game" where the opposing pieces may still land

on one another. Context in this sense plays an important role

in determining the weightings for the various features of a

board position. For example, in an endgame context, it is no

longer important to avoid having a piece stand alone, since no

opposing piece can land on the lone piece. This would be an

.mportant consideration if the opposing players were

'engaged”. This dynamic, context-based weight adjustment

ntroduces a non-linear flavor to their SNAC derivation of the

inear polynomial evaluation function. Figure 2 illustrates

1is notion.
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4.4.5 Explanation of Evaluation

As mentioned above, discrete knowledge representations

tend to be better than continuous representations at

facilitating the explanatory power of knowledge based systems.

When dealing with overall scores, it is difficult to identify

just what is wrong with the candidate being evaluated, or

exactly why one candidate is better than another.

Thus, it would appear that the signature table approach

is superior to SNAC in this regard. With QBKG, Berliner and

Ackley wanted to maintain the performance advantages of the

continuous representation, but keep the explanatory power of

the discrete representations. They saw two main tasks in this

regard:

1) Isolate relevant knowledge (pertaining to a query for

explanation) from irrelevant knowledge.

2) Decide when quantitative changes should be viewed as

qualitative changes.

They handled the first task via their hierarchical

rrangement of features. Thus, explanations at lower levels

ended to be narrow, and detailed, while explanations at

.gher levels were broad and unfocused. They handled the

econd task by partitioning the differences in scores between

ndidates (for any given feature) into "contexts", which may

phrased as "about the same", "somewhat larger", "much

rger", etc. In other words, they "discretized" the

aluation space after all the scoring had taken place,
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thereby avoiding the pitfall of losing valuable information

due to arbitrary early classification. Once discretized, the

qualitative differences in scores could. be displayed as

explanations for choosing one candidate over another.

4.4.6 Empirical comparison of Truth Tables and Linear Models

Based partially on Dawes’ research, Chung (1987, 1989)

empirically compared the linear model approach against a

rule-based or truth-table approach in terms of inductive

knowledge acquisition methods for classificatory problem

types. His study indicated that the relative performance of

systems using these approaches differed based on the type of

:lassification problem they were applied against.

Specifically, he found that tasks involving conditional

nonotonicity are good linear candidates, whereas those

riolating conditional monotonicity are better rule-based or

:ruth-table candidates. This finding is consistent with the

findings of Dawes and Corrigan (1974).

l.5 Multiple Evaluators: Methods for Voting on Candidates

The previous discussions assume that the multi-attribute

evaluation is being done by a single evaluator. However, in

many real-world situations, evaluation is a team effort,

iointly accomplished through several stakeholders who often

lave dissimilar priorities. Political elections are a prime

example of this phenomonon. As pointed out by Edwards and
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Newman (1982) , the types of differences between evaluators can

be fairly minor (involving differences in weights or score-

assignments) or can be quite extensive (involving major

differences in the selection of attributes upon which to base

an evaluation).

Edwards and Newman pointed out that, so long as the

various evaluators use a common set of attributes, differences

between them can be accounted for by weight adjustment.

However, with different evaluators using different sets of

attributes, there is no way of effectively comparing their

evaluations. This issue is not unlike the issue of feature

selection in pattern recognition.

The issue of multi-evaluator weight assessment has been

addressed in the decision science literature, and some

researchers have proposed techniques for resolving evaluator

differences. For example, Sheridan and Sicherman (1977)

suggested a method of electronic anonymous voting, whereby

each voter would rank-list his or her preferred candidates

(which were represented by various values for two attributes),

ind based on the preference rankings, attribute weights would

ee established according to the axioms of utility theory.

Rank voting methods can also be used for feature

election, particularly with respect to deciding the relative

mportance of each of the features (Edwards and Newman 1982).

or example, the list of "candidates" being ranked may be

:tributes as well as candidates being evaluated based on the  
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attributes. Chapter 5 gives more discussion about using

attribute-ranking methods for weight assessment in MAUT-based

evaluation tasks.

Voting methods can take many forms. Saari and Newenhizen

(1985) identified several voting techniques. For example, in

plurality voting, only the first-place alternative (or

candidate) is chosen from each voter (evaluator). In bullet

voting, a voter is given two votes, and is allowed to either:

1) cast one vote for his top ranked candidate, 2) cast one

vote each for the top two ranked candidates, or 3) cast both

votes for the top ranked candidate. In approval voting, a

voter casts a vote for all candidates that he or she approves

3f; thus the voter has a total of n votes he can choose to

:ast (where n is the total number of candidates).

Each of these voting methods have been shown to be

eontransitive (Saari 1985), and therefore suboptimal as

:andidate ranking methods. In fact, Arrow (1963) proved that

.0 standard non-dictatorial voting method is perfectly

ransitive. In other words, all voting methods can result in

situation where the preference between any two candidates

ay change depending on whether other candidates from the

otal candidate pool are present in the ranking.

nfortunately, when this is the case, it is difficult to

stablish reliable attribute weights for an MAUT model via

ink voting.

Thus, if attribute weights are to be obtained via rank
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voting, then one should choose a voting method that minimizes

the inconsistencies described above. Saari (1985) showed that

the best non-dicatatorial voting method is the Borda Count.

In this method, voters rank their preferred candidates. If

there are n candidates, the Borda Count tallies n-j points for

a voter’s jth-place candidate.

Intuitively, it makes sense that Borda Count will be

superior to the other three voting methods. The Borda Count

method captures more information than either plurality voting

(in which each voter gives one point to his top candidate and

zero points to all other candidates), approval voting (in

vhich each voter gives one point to his top k candidates and

zero points the remaining n-k), and bullet voting (in which

each voter gives, at most, two points to a single candidate or

me point to the top two candidates, and zero to the

'emainder). In all three of these voting methods, the

nformation provided by each voter divides the candidate pool

nto at most two discriminable subsets (candidates that

eceived a vote and those that did not), whereas for Borda

ount, the information provided by a voter divides the

andidate pool into n discriminable subsets (where n is the

imber of candidates) since each voter gives a different

imber of points to each candidate in the ranking. In essence,

1e Borda Count is the only representation that provides

eformation about the total candidate ranking; all other

eting methods assume voter indifference about lower-ranking
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candidates.

A voting method can be described as a vector fl! =

<w1,w2,...,wn>, where w.1 points are tallied for a voter’s jth-

place candidate. For example, plurality voting is represented

by the vector <1,0,0, . . . ,0>. Borda Count voting is defined as

<n,n-1,n-2,...0>. Saari’s proof of the superiority of Borda

Count is based on consideration of the set of all the possible

final ordinal rankings of all subsets (of at least two

candidates) from the total candidate pool that could result

from a group of voters using a particular voting method. Call

this set R... The total number of non-transitive outcomes from

R! is IRE] - n!, where n is the number of candidates. Now, let

R; be the set of all possible final rankings using the Borda

Zount voting method. Saari proved that RL5 is a proper subset

if Hg for any W <> B. From this, it is a simple extension to

how that |R§|-n! represents the smallest number of non-

ransitive outcomes, therefore making Borda Count the optimal

>ting method. For a full proof that Borda Count minimizes

entransitive outcomes, see (Saari 1985).

Borda Count has other attractive properties not found in

1er voting methods. For example, with Borda Count, it is

eossible for a Condorcet winner (i.e. a candidate that wins

ry pair-wise election) to be ranked last in a full ordinal

king. Likewise, no Condorcet loser can be ranked first in

111 ranking via Borda Count.

Another issue when dealing with multi-evaluator voting
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for attribute weight assessment is the agenda-control of the

voting procedure. The above discussion of voting methods

assumed that all voters would be voting on all the candidates

concurrently. However, in many organizations, this is not the

case (Hammond 1986). For example, when doing binary

comparisons between legislative option, the agenda can

completely determine the outcome. Likewise, the organizational

structure of bureaucracies can also act as an agenda, in the

sense that the set of options and conflicts becomes smaller as

the decision-making makes its way up the organizational

hierarchy. Thus, the structure of an organization, like the

structure of an agenda, can greatly influence the outcome of

a vote.

Multi-evaluator issues also bring up the notion of

istributed problem solving. Evaluation tasks can be

istributed among multiple agents, whether via parallel

'ocessors or network nodes. The structure of a dimension

erarchy makes it a simple matter to distributing the scoring

subtrees to multiple agents. Alternatively, different

nts could evaluate different candidates, so candidates

.d be evaluated concurrently. Various AI formalisms,

uding blackboards, could be used to facilitate multiple-

: evaluation.
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4.6 Conclusions

We have seen that multiattribute evaluation models based

on statistical methods such as regression, correlation, and

ANOVA are common frameworks in both decision sciences and

artificial intelligence. Despite the limitations imposed by

assumptions of independence, these models have proven to be

useful for performing many tasks involving evaluation. In

addition, their compensatory nature makes them less

susceptible to input-error effects than non-compensatory

discrete methods such as rules and truth tables. Finally, I

showed that the coefficients of an MAUT model can be

determined in a multiple evaluator situation through the use

of voting methods, preferably a method that minimizes the

possibility of non-transitive rankings such as Borda Count.

Thus, there is motivation to develop a problem-solving

.rchitecture combining MAUT principles with AI knowledge

epresentation facilities. This would fill the same niche

egarding MAUT that Langlotz’s QXQ fills regarding SEUT, as

.scussed in chapter 3. In addition, since MAUT is usually

ed for evaluative reasoning, a resulting knowledge

presentation could be properly characterized as a task-

ecific architecture (as described in Chapter 2).

In the next chapter, I will discuss just such an

hitecture, called Candidate Evaluation. I describe it as a

k-specific architecture, and compare it with other TSAs. In

:her chapters, I discuss its use in international
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marketing, and describe another knowledge representation for

use in "evaluative databases" .

 



CHAPTER 5

THE CANDIDATE EVALUATION ARCHITECTURE

The previous chapters described some of the literature

background of decision-theoretic and AI approaches to

evaluation and selection problems. Particular attention was

devoted to multi-attribute utility theory (MAUT) and its

implementation in algebraic linear scoring models for

compensatory decision-making as well as non-compensatory

decision rules such as conjunctive, disjunctive and

lexicographic models. Also discussed was a description and

motivation for the notion of generic tasks (GT) and

task-specific architectures (TSA) . The purpose of this chapter

is to marry the two disciplines (MAUT and TSA) in order to

arrive at a general-purpose problem solving architecture for

dealing with evaluation tasks. I call this architecture

Candidate Evaluation.

Combining these two disciplines produces several

advantages. First, MAUT is a tried-and-true, mathematically

valid technique for evaluation and selection, as I showed in

chapter 4. Second, the explanatory power of expert systems

provides a verbal, qualitative contribution that can

supplement MAUT's mathematical model, and thereby produce

answers that users are comfortable with. Third, the use of

TSAS provide a knowledge representation whose constructs are

natural for the task at hand, thereby reducing the need to

"twist the knowledge" into rules, frames, or other, more

159
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primitive, representation paradigms. The motivation for this

is to provide environments for non-programming domain experts

to easily encode evaluative knowledge that can be used in

expert systems, thereby reducing the problems encountered with

the infamous "knowledge acquisition bottleneck".

This chapter presents a detailed description of the

Candidate Evaluation architecture, its structure, behavior,

and use. First, I present the developmental principles behind

the architecture. Then, I show how the architecture satisfies

these principles. Then, I describe the structure and behavior

of the architecture, as it is implemented in the expert system

shell CEVED/CEVAL. I analyze Candidate Evaluation from the

perspective of the Generic Task point of view, and then from

the perspective of MAUT. Finally, I discuss how knowledge

acquisition and expert-systems validation would be done using

this architecture .

5.1 Developmental Principles for a Candidate Evaluation TSA

The philosophy guiding the development of the candidate

evaluation architecture is based on the following principles:

The architecture should allow for all types of evaluative

decision making , including both compensatory and

non-compensatory evaluation, using both discrete and

continuous representations of the evaluation space. The

architecture must allow for quick-reject or quick-accept

decisions (non-compensatory decision rules) as well as
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thorough assessment of strengths and weaknesses in the

candidate being evaluated (compensatory decision rules). It

should also allow the evaluation process to be sensitive to

non-evaluative, contextual, factors in the environment.

The architecture should adhere to the task-specific

architecture (TSA) school of thought, and as much to the

generic task framework as possible. In particular, its

conceptual primitives should be natural for representing

evaluative knowledge, and the problem-solving method it

embodies should be applicable over a wide range of problem

domains.

The architecture should allow for a rich explanatory

facility, taking into account non-linear combinations of

features, and expressing various levels of abstraction. The

evaluation and explanation process should be easy for the

novice to interact with, and should provide effective, valid

evaluations and recommendations.

The architecture should be implementable in an expert

system shell. This shell should be directly usable by non-

programming domain experts, who will use the framework of the

architecture to encode their knowledge into performing

evaluative expert systems. There should be no need for an

intermediary AI programmer to encode evaluative knowledge. The

knowledge acquisition bottleneck should thus be eased

somewhat .



[ta
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5.2 Overall Description of the Candidate Evaluation

Architecture

The Candidate Evaluation architecture meets these goals in the

following ways:

It incorporates all the evaluation methods mentioned

above. For compensatory decision-making, it utilizes a linear

model (MAUT) approach that, like Berliner's SNAC, provides for

dynamic weight adjustment based on context. Like Samuel's

signature table approach, it also takes into account the

interaction of variables, at least at an abstract level, by

mapping combinations of feature ratings onto recommendations.

It also provides for quick-reject (conjunctive or EBA decision

rule) or quick-accept (disjunctive or lexicographic decision

rule) decisions by allowing the developer to set threshold

levels for any single feature or composite feature.

The architecture adheres to the TSA and GT philosophies

in the following ways. First, its semantic structure and

conceptual primitives are at a level of abstraction that is

meaningful for evaluative tasks. The primitives include: a

hierarchy of composite features (dimensions of evaluation); a

set of evaluative questions (equivalent to QBKG’s primitive

features); a set of contextual questions for dynamic weight

adjustment (serving the same purpose as SNAC's state-classes);

and a set of recommendation fragments which, like Samuel's

signature tables, account for interactions of feature ratings.

These will be discussed in detail later. Second, in keeping
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with generic task requirements, the architecture is applicable

across a wide variety of domains. Many problems requiring

evaluative reasoning are solvable using this architecture.

The architecture has a rich explanation facility

intertwined with its conceptual structure. Like QBKG, the

hierarchy of features allows for explanation.at'various levels

of abstraction. Also like QBKG, there is a post-evaluation

mapping from the continuous space (score) onto a discrete

space (feature rating), which allows for qualitative

expressions of the evaluation. In addition, because

recommendations are tied to combinations of feature ratings,

the system can provide explanations for interactions of

variables, like Samuel’s signature tables and Bylander’s

structured matching. Finally, textual explanations can be tied

to specific questions or dimensions.

The architecture has been implemented in an expert system

shell, including a development environment (CEVED) and a

run-time module (CEVAL). These will later be discussed in

detail. The shell is very easy to use, and has been used by

graduate students and domain experts in international

marketing. None of the users had prior computer programming or

.AI experience, yet they were able to quickly learn to use the

‘bool and have developed a dozen international-marketing

related expert systems using the tool.
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Structural components and flow of knowledge in the CEVED/CEVAL

system. Domain expert creates knowledge bases using CEVED. End

user is led through consultation via CEVAL
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5.3 The Candidate Evaluation Shell -- CEVED AND CEVAL

The shell for implementing candidate evaluation is

described below. It involves two components. The Candidate

EValuation EDitor (CEVED) is the development module. The

Candidate EVALuator (CEVAL) is the run-time module.

5.3.1 Candidate Evaluation EDitor (CEVED)

CEVED is a development environment intended to make it

easy for a non-programmer to represent evaluation-type

knowledge. There are four main types of objects that can be

represented via CEVED: dimensions of evaluation, contextual

questions, evaluativeequestions, and.recommendation.fragments

(see figure 5.1). In keeping with, the requirements for

user-friendly development environment, and to avoid the feel

of a "programming language", CEVED requires only two types of

input from the user: menu choice and text processing. The

text—processing facility of CEVED is for typing in

explanations and recommendations, and includes many

text-editing features found in standard word processors,

including cut-and-paste, text file import and export, etc.

Dimensions of Evaluation CEVED allows the developer to

define a hierarchy of abstracted candidate features, called

dimensions, which serve as the baseline for evaluating the

candidate. A dimension is made up of the following attributes:

(see Figure 5.2)
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1) The dimension’s name

2) Its parent dimension

3) a list of qualitative ratings and corresponding

threshold scores. A rating is a verbal evaluative

description of the dimension, for example,

”excellent", "fair", "poor". A threshold score is

a minimum quantitative score for which a given

rating holds.

4) The dimension’s weight of importance...ie the degree

to which the dimension contributes to the overall

score of its parent.

5) An optional explanation message. The developer

can write a comment here that will help the end-user

understand what the dimension is measuring.

6) Optional threshold messages. These messages are tied

to a threshold score for the dimension. For example,

the developer can define a reject message that would

appear if the final score for a particular dimension

falls below a specified threshold.

Dimensions are related to each other' in. a jparent-child

relationship (via the parent attribute), producing a

tree-structured hierarchy. A parent dimension’s overall score

is based on a linear weighted sum of the scores of its

children dimensions. Figure 5.3 shows a sample dimension

hierarchy for an International Joint Venture Partner

Evaluation expert system, called PARTNER.

Contextual Questions are multiple-choice questions

designed to establish the weights of importance of various

features (dimensions) based on the context. They serve

essentially the same purpose as Berliner’s state classes. The

contextual questions contain the following attributes:

1) The dimensions (features) to which the question

pertains.

2) The question’s text.

3) A list of multiple-choice answers, and a corresponding

list of weight-adjustment values. Each

weight-adjustment value specifies the direction and

degree to which the chosen answer will change each
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associated dimension’s weight (via multiplication).

4) An optional explanation message.

During a consultation, the answers that a user gives for

contextual questions will determine the final weights that

each dimension takes on. This process is illustrated in figure

5.4. Contextual questions will be asked before evaluative

questions.

Evaluative Questions CEVED allows the developer to

define multiple-choice evaluative questions which will be

presented to the end user during'alconsultation. Questions are

grouped into question sets. Each question set is associated

with a lowest-level dimension (i.e. a leaf node in the

dimension hierarchy).

An evaluative question contains the following attributes:

(see Figure 5.5)

1) The question text.

2) The question’s weight of importance. This identifies

the degree to which this question contributes to the

overall score of its question set.

3) A list of answers and their corresponding scores.

The answers will be presented to the end user as a

menu to select from during a consultation. Depending

on the answer chosen, its corresponding score will

be assigned to that question.

4) Optional threshold and explanation messages. These are

similar to the messages defined above for dimensions.

{hiring a consultation, The overall score of a question set is

a linear-weighted sum of the questions' weights and their

scores based on user answers during a consultation. This score

‘provides the rating for the question set (leaf-node

dimension), and is propagated upward to contribute to the

scores of the dimension’s ancestors in the dimension
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hierarchy.
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Dimension Name

 

I Financial Resources 1

 

Parent Dimension

 

I Task-Related Criteria l

 

Ratings Threshold

Weight Vay Good

Good

30°/

° Moderate

Poor

  

0
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Figure 5.2

A sample DIMENSION ENTRY screen in CEVED. Developer uses

this screen to enter dimension’s name, parent, importance level (weight),

ratings, and threshold scores.
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Figure 5-4

A hypothetical contextual effect on the default weighting of the dimension hierarchy.

lfanswert ischosen.thereisnoeffect. lfanswerZischosen,thedefauItweight of

02 is doubled. Then. the weights of 02 and 03 are normalized so that their total is

1.0. This results in afinal weight of.67for DZand .33forDa. Answers producesthe

opposite effect as answer a In this way. context questions allow for dynamic weight

alterations during the course of a CEVAL consultation.
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Recommendation Fragments CEVED allows the developer to

define .recommendation .fragments and. a .recommendation

presentation strategy. Recommendation fragments are linked to

(and triggered by) combinations of dimension ratings. The

recommendation presentation strategy controls the order in

which recommendation fragments appear, and allows some

recommendation fragments to suppress others.

A recommendation fragment includes the following

attributes:

1) The recommendation heading. This is a one-line

description.

2) The recommendation fragment’s presentation conditions.

The condition is made up of a list of dimensions and

their desired ratings. A recommendation fragment will

be presented only if the corresponding dimension's

have the desired ratings.

3) The recommendation fragment’s text.

4) The recommendation fragment's local presentation

strategy. This includes a list of all other

recommendation fragments that this recommendation

fragment suppresses, or prevents from appearing. It

also includes a list of all recommendation fragments

that it is suppressed by. This way, the developer of

a candidate-evaluation knowledge base can prevent

redundant or conflicting recommendation fragments from

appearing together.

CPIIE: global recommendation presentation strategy involves a

recommendation ordering strategy and a recommendation

Su£>pression strategy. The ordering strategy allows the

developer to describe, in general terms, the order in which

1:‘Ecommendation fragments should be presented to the end user

(1‘11?ing a consultation. For example, the developer can specify

that more abstract fragments come before less abstract ones,

(517 that fragments tied to more important dimensions should



172

appear before fragments tied to less important ones. The

suppression strategy’ allows the! developer' to rdefine, in

general terms, which types of recommendation fragments will

prevail if twofortmore redundant or conflicting fragments have

satisfied their presentation conditions.

5.3.2 Candidate EVALuator (CEVAL)

CEVAL is the run-time inference engine that executes the

knowledge bases developed via CEVED. It presents the questions

to the users, inputs their answers, scores and rates the

dimensions of the dimension hierarchy based on these answers,

and presents a final recommendation to the user based on the

dimension ratings and the recommendation presentation

strategy.

CEVAL’s inference behavior can be described as a weighted

depth-first traversal of the dimension hierarchy. First,

contextual questions are asked in order to determine the

weights of the various dimensions in the hierarchy. If the

resulting weight of any dimension is zero, that dimension and

its subtree are pruned from the search, thereby reducing the

number of questions asked. Then the depth-first traversal

takes place, where the most "important" (i.e. high weight)

dimensions are explored first. When a leaf-node dimension (an

evaluative question-set) is reached, the evaluative questions

in that set are presented to the user, and the user’s answers

are input. Then, CEVAL determines the score of the question
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set via a linear-weighted sum of the questions' weights and

answers’ scores, and propagates the score up the tree to

determine minimum and maximum possible scores for each

ancestor of the question set dimension (see Figure 5.6). If

any dimension’s (or question’s) score falls below (or above)

its quick-reject (or quick-accept) threshold, a message

appears recommending to terminate the evaluation and make a

reject (accept) decision immediately. This is how CEVAL

implements non-compensatory evaluative reasoning.

After propagating the score up the tree, CEVAL attempts

to establish the qualitative rating for the ancestor

dimensions of the question set. If any ratings can be

determined (i.e. if the minimum and maximum scores for a

dimension are within a range that corresponds to a single

rating for that dimension), CEVAL triggers any recommendation

fragments tied to those dimension ratings. Each triggered

recommendation fragment checks its presentation conditions,

and if they are satisfied, the recommendation fragment is

added to a recommendation agenda list. The ordering and

suppression strategies are then used to order and prune the

recommendation list.

After the recommendation fragments have been processed,

CEVAL resumes the traversal of the tree. It continues to do

this until either all the questions have been asked, or enough

questions have been asked to qualitatively rate all the

dimensions deemed relevant by the end user. Then, the
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Question

LThe production plants of your partner are: ]

Question Set Weight

[Production Plam$/Fb<ed Assets]

Answers 300/3

Modern, well maintained. efficient . 100-0

Relaively old. yet well maintained 60.0

Relatively old. not well maintained 20.0

Obsolete, insufficient 0.0

Ih I    
 

 

Figure 5.5

A sample EVALUATIVE QUESTION ENTRY screen in CEVED. The

developer uses this screen to enter the question’s text, weight, possible

answers and corresponding scores, and the dimension (question set) to

Which the question belongs.

 



M
a
x
s
c
o
r
e
:

1
0
0

M
i
n
s
c
o
r
e
.
3
0

P
a
fi
n
g
:
U
N
K
N
O
W
N

C
r
i
t
e
r
i
a

1
I
f
f

If
4

M
o
t
i
v
a
t
i
o
n

 

C
(
X
'
n
p
e
t
a
b
i
l
i
t
y

I
I
C
h
a
r
a
c
t
e
r
i
s
t
i
c
s

 
 

P
a
r
t
n
e
r

1
a
s
k

I

R
e
l
a
t
e
d

R
e
l
a
t
e
d

I

C
r
i
t
e
r
i
a

f
”
I

‘7
I

.
-
I
;
I

I
C
f
I

..
.

A
_

4
A

_
,

I
A

7
4

.
.

I
‘

.

I
F
l
n
a
n
c
r
a
l

M
a
r
k
e
t
i
n
g

I
I
P
t
o
d
u
c
t
l
o
n

I
I
R
&
D
a
n
d

I
O
r
g
a
n
i
z
a
t
i
o
n
a
l

R
e
s
o

P
l
a
n
t
s
a
n
d

I
I
T
e
c
h
n
i
c
a
l

I
u
r
c
e
S

I
I
F
i
x
e
d
A
s
s
e
t
s

I
I
R
e
s
o
u
r
c
e
s

I

 

P
a
n
n
e
r

'
R
e
s
o
u
r
c
e
s

P
r
o
t
e
c
t
l
o
n

l
I

I
R
e
s
o
u
r
c
e
s

I
R
e
l
i
a
b
i
l
i
t
y

I

,
l

 

F
i
g
u
r
e
5
.
6

A
p
o
s
s
i
b
l
e
s
c
e
n
a
r
i
o
o
f
s
c
o
r
e
p
r
o
p
a
g
a
t
i
o
n
p
a
r
t
w
a
y
t
h
r
o
u
g
h
a

C
E
V
A
L

c
o
n
s
u
l
t
a
t
i
o
n
.
H
e
r
e
t
h
e
u
s
e
r
h
a
s

j
u
s
t
c
o
m
p
l
e
t
e
d
t
h
e
M
o
t
i
v
a
t
i
o
n

p
o
r
t
i
o
n
.
s
c
o
r
i
n
g
1
0
0
%
.
R
a
t
i
n
g

i
s
k
n
o
w
n

f
o
r
M
o
t
i
v
a
t
i
o
n
,
a
n
d
m
a
x
-

a
n
d
m
i
n
—
s
c
o
r
e
s
p
r
o
p
a
g
a
t
e
u
p
t
h
e
t
r
e
e
.
R
a
t
i
n
g
s
a
r
e

s
t
i
l
l
u
n
k
n
o
w
n

a
t
h
i
g
h
e
r
l
e
v
e
l
s
i
n
t
h
e
h
i
e
r
a
r
c
h
y
.

175a



1751:)

 

  

 

 

/ VervGood--.

l /’
IF—‘I0‘ , Good .

I n < t I Rec #1 \

I W t “\ Moderate
. \ .

. \\
r 4_ I Poor I Suppress

I ' . VeryGood I

I I /./"
I

pm I I Task V Good . r——1 I
I . xf ____‘.

Related I I ““3“” I \\ __________________ Rec #2

Criteria #93?“ I \\\ Moderate I I

I . Poor

r——L—j VeryGood

r 1 I | I ///

, Market I Flnancml II

I ResourcesI ResourcesN

g L l \ ‘~“\ I I

\ Moderate

\ I Rec#3 I

Poor

 

Figure 5.7

Dimension-ratings and recommendation fragments are linked via

trigger/condition links (dashed lines). Recommendation fragments

may be linked to each other via suppression links. Suppression links

help prevent redundant and/or conflicting recommendation fragments

from appearing in the same recommendation.
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recommendation fragments that have remained on the

recommendation list are presented to the user based on the

ordering and suppression strategies. Thus, the overall

recommendation is a combination of the recommendation

fragments whose conditions have been met and which have not

been suppressed.

As an example, see Figure 5.7. Assume that the user

obtained‘Very Good for Selection of Partner, Moderate for Task

Related Criteria, and Good for Financial Resources. In this

case, recommendation fragments 1, 2, and 3 all satisfy their

conditions. However, because fragment 2 suppresses fragment 1,

this will cause fragment 1 to be deleted from the final

recommendation fragment list. Also, if the ordering strategy

indicates that highly abstract recommendation fragments appear

after more detailed recommendations, this will cause

recommendation fragment 3 to be displayed before

recommendation fragment 2.

CEVAL allows the user to specify whether or not s/he

wants detailed explanations to appear during the

question-and-answer process, and to determine whether s/he

wants the recommendations to appear after each score

propagation or only at the end of the entire consultation. In

addition, the user can save a consultation for re-running at

a future time, and can save recommendations that result from

these consultations.
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5.4 A Generic Task Analysis of Candidate Evaluation

Candidate Evaluation, as implemented in CEVED/CEVAL, is

clearly a TSA. But is it a generic task, in Chandrasekaran’s

meaning of the word? I believe the answer is no, primarily

because its structure and reasoning process can be decomposed

intolat least two other generic tasks, structured matching and

abduction.

5.4.1 Structured Hatching and Candidate EValuation

Actually, there are significant differences between the

dimension hierarchy of Candidate Evaluation and the

structured-matching/signature-table hierarchies described in

chapter 2. The main difference is that each node in the

structured-matcher is a truth table mapping specific patterns

of input values onto a specific score (discrete, non-linear

representation), whereas each node in the Candidate Evaluation

dimension hierarchy implements a weighted linear additive

averaging process. Nevertheless, there is significant overlap

in the type of task performed by these two representations.

The purpose of both representations is to evaluate. Both

representations are represented in a tree structure. In both

representations, scores are propagated up the tree.

This again bring to question, what is a generic task? Is

it defined by the broad purpose that is being served? Or does

it also embody the method in which the purpose is achieved? If

the former, than the hierarchical linear model of CEVAL and
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the truth-table hierarchy of structured matching are merely

alternative implementations of the same generic task. If the

latter, than the hierarchical linear model is indeed a new

generic task, something distinct from structured matching.

In either case, the difference between the hierarchical

linear model and the hierarchical truth. table are very

significant with respect to their implications for knowledge

acquisition. Specifically, the hierarchical linear model is

better for acquiring and representing compensatory decision

rules whereas the truth-table representation is better for

noncompensatory decisionmaking.

Compensatory decision-making can be represented very

naturally’ using the hierarchical linear' models (such as

Berliner’ s SNAC method) because weights of importance for

various attributes can be explicitly represented in the SNAC

architecture. Also, modifying the compensatory evaluative

knowledge of the system is easy with a SNAC-like approach. If

an expert or knowledge engineer decides to change the

importance level of a particular feature, all s/he has to do

is change that feature’s weight value. By contrast, the

signature-table approach (and structured.matching) is awkward

for representing the compensatory rule. The relative

importance of each feature is not explicitly represented, but

rather is implied by the combination of feature values in a

pattern of the truth-table. This makes it difficult for the

Observer to ascertain which attributes are important and which
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are not. Also, changing the importance level of a single

feature may require making changes to several patterns in a

truth table, creating a maintenance nightmare for knowledge

engineers dealing with large knowledge bases.

The discrete nature of signature tables and structured

matchers makes it easy and natural to represent

non-compensatory evaluative knowledge. Structured matching in

particular allows "quick reject" or "quick accept" parameters

to be evaluated early on, and thereby cut down on unnecessary

computing. By contrast, linear polynomial methods, including

SNAC, are not very good at representing or reasoning via

non-compensatory decision-rules. A continuous representation

is unnecessary for such "threshold" issues. Additionally, the

compensatory nature of weighted scoring makes it difficult to

minimize the number of variables that need to be resolved in

order to make a decision.

Thus, we see that linear models, or variants thereof, are

generally better at representing compensatory evaluative

knowledge whereas truth tables are better for handling

non-compensatory evaluation. The hierarchical linear model of

CEVAL is suited for compensatory but not noncompensatory

decisionmaking. However, noncompensatory decisionmaking is

facilitated through other CEVAL'mechanisms like reject/accept

thresholds. Additionally, the recommendation generation

process can be used to deal with nonlinear combinations of

findings.
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5.4.2 Abductive Assembly and Candidate EValuation

The recommendation processing of CEVAL is very much like

abductive assembly. It makes sense that this would be the

case, because the entire purpose of the recommendation

fragments are to explain the findings of the dimension

hierarchy. Abduction is first and foremost a means of

explanation, not a deductive process. A comparison of the

CEVAL’s recommendation generating process with PEIRCE’s

abductive assembly algorithm (described in chapter 2) shows

that both perform the same broad steps:

1) Find the "hypotheses" that are consistent with the

findings.

2) Prune out inconsistent or redundant "hypotheses."

Step 1 embodies the same "set-covering" behavior that you

see in all abductive systems. With RED and PEIRCE, this is

done sequentially, based on a request to account for a

specific finding. Steps 1-3 of PEIRCE’s algorithm shows this.

In CEVAL, recommendation fragments are triggered and added to

a list if their preconditionS'match.theIdimension-rating’pairs

in the dimension hierarchy. This can be done if the user wants

to explain a particular finding (dimension—rating), or if the

user wants an overall interpretation performed.

Step 2 is accomplished in RED and PEIRCE by testing the

matching hypotheses (i.e. those that account for desired

finding) against the compatibility constraints. In CEVAL this
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is accomplished through the use of the suppression strategy,

where certain recommendation fragments can suppress other

ones.

The terminology of abductive assembly has analogies in

CEVAL. "Hypotheses" are the same as recommendation fragments.

A "compound hypothesis" is like a full recommendation in

CEVAL .

5.5 Candidate Evaluation as an Implementation of HAUT

It is obvious that CE draws much of its conceptual

structure from the MAUT model. The idea of the algebraic

weighted model, where different terms reflect different

attributes of the option being judged, comes right out of the

MAUT literature. In addition, the notion that context plays a

role in determining the weight of an attribute is consistent

with the general conjoint measurement approach, in which the

coefficients for the attribute terms are described as

functions and not as constant numeric values, such as what

you’d find in a straight linear model. In this regard, CE

provides the sort of structure required for compensatory

decision-making. Because of the capacity for dynamic,

contextual weight adjustment, CE also deals with the non-

linear MAUT issues cited by Slovic and Lichtenstein (1971),

discussed in chapter 4. Context-based weight adjustment allows

for conditionally' non-monotone (curvilinear) relationship

between input values and output values of the weighted sum
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model, as well as some forms of configural relationships

(assuming that context questions and evaluative questions are

both considered to be input values).

Non-compensatory decision-making is also implemented in

CE through the use of quick reject (i.e. conjunctive) and

quick accept (i.e. disjunctive) threshold messages. CEVAL can

be instructed to attempt a quick reject (non—compensatory)

evaluation prior to performing an exhaustive, compensatory

analysis. Thus, the: Candidate Evaluation. architecture is

consistent with both the compensatory and non-compensatory

aspects of MAUT theory.

5.6 Knowledge Acquisition for Candidate Evaluation

Knowledge acquisition is the most important, difficult,

and frustrating aspect of expert systems development. As I

argued in chapter 2, this process can be greatly simplified by

the use of task-specific architectures such as Candidate

Evaluation. This is because a TSA provides a knowledge-use

level "language" for implementation and imposes a structure

that forms as a blueprint for the knowledge acquisition

process. In this sense the CEVED/CEVAL tool, like other

generic-task and TSA tools (e.g. CSRL, DSPL, HYPER, etc.) can

be thought of as knowledge acquisition aids as well as expert

system shells.

The idea of using automated and semi-automated techniques

for knowledge acquisition is not new, and has been well
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documented throughout the history of expert systems. There

have been several manual KA. strategies that have led

different types of computerized KA tools. Some strategies

result in implementations of very general KA interviewing

technique. One example of this is AQUINAS (Boose and Bradshaw,

1987), which implements psychological interviewing methods

such as multidimensional scaling (Butler and Corter, 1986),

and repertory grid analysis and personal construct theory

(Kelly 1955). Other KA strategies involve developing domain-

specific tooLs for obtaining expert knowledge. Examples of

this include OPAL (Musen et al. 1987) for gathering cancer-

therapy knowledge and STUDENT (Gale 1987) for statistical

analysis consultation. A third class of KA strategies is to

develop languages and knowledge structures for describing and

defining ask-specific but domain-independent problem solving

methods. This is the strategy used by Chandrasekaran and his

colleagues, and it is this strategy that CEVAL/CEVED fits

into.

Of course, the first step in the knowledge acquisition

process is to identify the particular task type that is

appropriate for the problem at hand. It would not do to use

CEVED/CEVAL for representing design knowledge, just as it

would be inappropriate to use DSPL for evaluation and

assessment. However, once a problem has been identified as one

for which Candidate Evaluation is an appropriate problem-

solving methodology, the knowledge acquisition process can be
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structured accordingly.

5.6.1 RA and MAUT Assessment Techniques

Because the Candidate Evaluation task is grounded so

firmly in the tradition of MAUT and linear models, it is

useful to review the methods that decision analysts use to

acquire and.fit knowledge to the MAUT format. These assessment

procedures are used for both descriptive (empirical) and

normative (advisory) purposes.

Edwards and Newman (1982) identified the major assessment

tasks in the MAUT evaluation process as:

1)

2)

3)

4)

5)

6)

7)

Identifying the entities being evaluated

Identifying the stakeholders (i.e. the evaluators)

This is equivalent to identifying the "experts" in

an expert systems design process.

Elicit from the stakeholders the important attributes

(dimensions), and organize them into a hierarchy.

Edwards and Newman call this a value tree. In

CEVED/CEVAL terminology it is called a dimension

hierarchy.

Assess for each stakeholder the relative importance of

the attributes. (get the weights).

Ascertain how well each evaluated entity performs in

the various dimensions at the lowest levels of the

value tree. Edwards and Newman calls these lowest

level nodes "location measures". They correspond to

the evaluative questions of the Candidate Evaluation

architecture.

Aggregate location measures with measures of

importance. This is equivalent to the "score

propagation" phase of the CEVAL inference process.

Perform sensitivity analysis by varying the weights

and location measures.

From the perspective of expert systems design, it is

really steps 2 through 4 that are knowledge acquisition steps.

Steps 1, 5, and 6 are actually performance steps of a CEVAL
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expert system. Step 7 may be considered an expert-system

validation step. In this sense, the term "MAUT assessment"

really refers to knowledge acquisition, knowledge

representation, and actual performance of the system.

Because CEVED/CEVAL also includes explanation and

recommendation facilities, which are not part of the MAUT

model, there are additional aspects to KA for CEVED/CEVAL that

would not be accounted for in Edwards and Newman’ s MAUT

assessment procedures. Therefore, the following sections,

which describe knowledge acquisition for Candidate Evaluation,

will include both MAUT-based processes and non—MAUT aspects.

5.6.2 Identifying the EXperts (or I'Stakeholders")

Of course, identifying and enlisting help from the domain

experts is a key aspect of the KA process. The idea of domain

expert (from the AI terminology) is related to but somewhat

distinct from the idea of stakeholder (in Edwards and.Newman’s

HAU Technology). Domain experts are people whose knowledge and

experience are being captured into the expert system. In many

cases, these people will not be the final users of the system.

Indeed, it is often the case that the domain expert is or will

be unavailable for consultation (for example, s/he may be

retiring from the job), and this unavailability is the prime

motivator for capturing the knowledge into an expert system.

In this sense, the domain expert may not have a stake in the

final outcome of the system, other than personal satisfaction.



186

By’contrastq a stakeholder'is an actual decision-maker or

at least someone who will be directly affected by the

decisions made (Edwards and Newman 1982, pp. 33-34). These

people have much more of a stake in the outcome of the

decisions being generated by an expert system. They may also

be domain experts, in that they know which criteria are

important, in the' decision-making process. (Note: in ‘the

following sections I will use the terms "expert",

"stakeholder", and "evaluator" interchangeably. This is not to

imply that all stakeholders or evaluators are necessarily

experts in the domain in question. Instead, this

interchangeable use of terminology is done to draw analogies

between the activities described in Edwards and Newman's MAUT

methodology and the activities done in many knowledge

acquisition techniques).

5.6.3 Identifying and Structuring the Hajor Criteria

(Dimensions)

Edwards and Newman suggest the following guidelines in

establishing the dimension hierarchy (or value tree):

From each stakeholder, obtain an exhaustive list of all

the criteria (or attributes) that they think are important in

the evaluation and decision process. It.is probable that.there

will be some overlap in the criteria given by the various

stakeholders, but there will also be considerable deviations.

From these lists, it is often the case that some
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attributes are actually important for the evaluation process

and others are merely topics of interest. For the MAUT and CE

models, it is important to separate the attributes that are

critical for evaluation from the non-evaluative attributes.

Often, the distinction between attributes given by

various stakeholders reflect differences in terminology, and

not meaningful semantic differences. Thus, it is useful to

explicitly define each attribute and to standardize

terminology in order to avoid "distinctions without a

difference."

Group the attributes into common categories, and then

group the categories into super-categories, etc. The idea here

is to place similar concepts together so that explanations

that are generated by the expert system can be made at

abstract, summary levels, as well as more detailed level.

5.6.4 Identifying and Scaling the Indicator variables

(EValuative Questions)

Edwards and Newman’s term for indicator variable is

location measure. They define location measure as "an

assessment of how desirable an option is with respect to a

particular twig or bottom node of a value tree (1982, p.65)."

Thus, location measure is an expression of the utility of a

particular candidate for a particular low-level attribute.

Edwards and Newman distinguish between two types of

location measures. The first is an arithmetic transformation
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of objective measures and the second is an arithmetic

transformation of impressionistic judgements. CEVAL’s

architecture allows for both types of transformations, with

the caveat that both the objective measure and the

impressionistic judgement must be from a discrete and finite

list of possible values. Currently, CEVAL.has no mechanism for

providing a continuous function mapping input values to scores

or location measures. Therefore, if an input value comes from

a continuous space, that space must be partitioned by the

expert into ranges before a location measure is established.

The location measure must be a discrete mapping from an input

value to a score between 0 and 100. In this sense, the utility

assessment done by CEVAL is incomplete with respect to MAUT,

which allows for utilities to be calculated via continuous

functions as well as discrete mappings.

In addition to identification of location measures

(evaluative questions) and assignment of numeric scores based

on input values, Candidate Evaluation requires the expert to

establish threshold values for score-to-rating

transformations. This is a requirement that goes beyond the

standard MAUT model, because it involves assigning qualitative

interpretations of the quantitative results. The expert must

be careful about assigning verbal ratings to scores, since

this assignment may lead.to the boundary problem.identified.by

Berliner and Ackley (1982) and discussed in chapter 4.

Page (1977) suggested a technique to establish thresholds



189

("cutpoints" in his terminology) for transforming a continuous

input space to a discrete output space. He was using signature

tables as a pattern recognition heuristic. The use of a

signature table representation requires discrete variables, as

discussed in chapter 4 of this thesis. However, many of the

actual data types for input variables in his system were

continuous in nature. Page’s approach was to develop a

computer program that would choose threshold values that

maximize correct-prediction rates and maximize

discriminability of candidates. This method requires a

significant number of training samples to be input to the

system, and is a "machine-learning" approach to threshold

determination. Actual training samples are often not available

when developing expert systems, so experts are forced to make

a best guess at establishing threshold values. However,

hypothetical training samples could be provided via Monte

Carlo analysis. Such a facility could be provided to enhance

the knowledge acquisition capabilities of CEVED. Chapter 8

discusses this as a potential future area of research.

5. 6 .5 Weight Assessment (default weights and contextual

factors)

Assessing the weights of importance of each of the

criteria (dimensions) and indicator variables (evaluative

questions) is one of the most important aspects of the

knowledge acquisition process. One possibility is to use
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standard regression analysis with many training samples to

arrive at these weights statistically. However, as discussed

earlier, such "proper" linear models are often impossible to

obtain because of the subjective nature of the criteria in

question, the paucity of samples, and the possibility of

colinearity of the criteria and indicator variables. Thus, the

weights usually must be obtained from expert knowledge.

MAUT analysts have identified several methods of

obtaining'suchnweights. Edwards and Newman (1982) for'example,

described three such methods:

- using equal or unit weights

- determining weights from ranking

- ratio weighting

At first glance, the use of equal or unit weights would

seem ridiculous. Surely not all attributes are equally

important in most multiple-criteria evaluation situations.

However Dawes (1979) pointed out that even unit weighting of

variables can often produce "adequate" predictive results. In

addition, as Edwards and Newman (1982, p.53) say, assigning

unit weights is the simplest way to go, especially if there

are multiple experts (or stakeholders) with widely variant

opinions about the relative importance of the different

evaluation criteria.

Nevertheless, in order to approach optimality of the

evaluation process, some sort of differential weighting is

called for. One way to do this is to ask the expert (or



191

stakeholder) to rank the criteria from most important to least

important. This ranking could include assignment of weights

to the rank-ordered criteria, which may be ordinal (simple

ranking) or ratio (ratio ranking).

If there are multiple stakeholders involved, this brings

into play the issues of voting method discussed in chapter 4.

Note ‘that assigning *weights to :rank-ordered. criteria is

analogous to assigning points to rank-ordered alternatives in

a Borda Count voting method. Establishment of weights via

ranking of criteria will be fairly complicated in multiple-

expert situations, but could be facilitated through the use of

these voting methods. Delphi studies are another way of

establishing dimensions weights from multiple experts. Thus,

in terms of the Candidate Evaluation architecture, Borda Count

and Delphi studies could be incorporated as a multiple-expert

knowledge acquisition technique. For each higher-level

dimension, the experts could. be asked. to rank-list its

subdimensions in order of perceived importance. Borda Count

vote tallies could then be used to ascertain final weights. By

combining the Borda Count method with ratio ranking, the KA

process could also establish wide or narrow differences in

importance levels. The same method could also be incorporated

to establish weights of evaluative questions for a lowest-

level dimension (a question set).

CEVED does not currently implement any of these

techniques for weight assessment. It is merely a passive



192

recipient of expert-supplied weights in the sense that it asks

the expert to assign weights to the various dimensions (or

evaluative questions) and displays the list of dimension-

weights so the expert can verify the distribution. In this

regard, it is more similar to the generic task tools of

Chandrasekaran's group than to the more active knowledge

acquisition tools developed at other centers. As I discuss in

chapter 8, the use of rank.voting methods, delphi studies, and

linear regression models could enhance the knowledge

acquisition facilities in CEVED.

5.6.6 Interpretation Assessment (Recommendation.Fragments)

This aspect of CE diverges from the strict MAUT decision-

analysis model, because it pertains to explanation and

interpretation of the final results. Here, we leave the realm

of decision theory and enter the realm of expert systems and

AI, particularly with respect to explanation of reasoning.

As described earlier, the final verbal interpretation of

a candidate’s evaluation is constructed from a set of

recommendation fragments, each of which is a body of text that

will be displayed if its associated conditions are met.

Also mentioned is the fact the maximum possible number of

recommendation fragments is exponential with respect to the

number of dimensions or attributes in a CEVAL model. Thus, it

is important to use common sense when deciding just which

combinations of dimension—ratings are relevant for the
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particular problem at hand. Recommendation fragments should

only be generated if they are important for the evaluation

process.

A good guideline in this process is to create a

recommendation fragment for each individual dimension-rating.

Each of these initial recommendation fragments will have a

single condition in its "if" clause. Thus, the system will be

guaranteed to present a statement for each factor of the

evaluation process. It also ensures computational

tractability, since the number of these initial recommendation

fragments will be equal to the product of the number of

dimensions times the number of ratings, which is of polynomial

complexity.

After creating these initial recommendation fragments,

the next step is to identify the relevant nonlinear

combinations of dimension-ratings and create recommendation

fragments to deal with these nonlinear combinations. The key

here is to keep the number of "combination" recommendation

fragments to a manageable level. This avoids the computational

complexity problems that could arise if recommendation

fragments are created for all possible combinations of

dimension-ratings.

Keep in mind that the purpose of the recommendation

fragments is to provide an explanation, a verbal

interpretation, of the evaluation results. This interpretation

should be comprehensive enough to reflect all important
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components of the findings. However, it should not be so

exhaustive as to result in overly redundant, lengthy, and

cumbersome explanations.

5.7 Validation and Verification of CE Expert Systems

This section presents some of the issues that should be

considered when testing and validating the expert systems that

are generated via the CEVED/CEVAL process. In addition, it

suggests a multiple-criteria methodology for such testing,

using a weighted-scoring method similar to that used by CORE

and CEVAL applications themselves.

Gaschnig et al. (1983) identified four principles for

evaluation of expert systems:

1) Complex objects or processes cannot be evaluated

by a single criterion or number.

2) The larger’ the number' of distinct. criteria

evaluated, the more information will be available

on which to base an overall evaluation.

3) People will disagree on the relative

significance of various criteria, according to

their respective interests.

4) Anything can be measured experimentally as long

as exactly how to take the measurements is clearly

defined.

The implications of these four principles are: that a

multi-criteria approach is appropriate for validating expert

systems (based on 1 and 2); that a validation method should

include a flexible weighting scheme (based on 3); and that a

formal, systematic method should be developed (based on 4).

Interestingly enough, these implications by themselves

validate the candidate evaluation architecture as a general
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evaluative method, which is based precisely on multiple-

criteria, flexible-weighting measurement.

5.7.1 What should be measured?

Gaschnig et al. also identified several characteristics

of an expert system that the validation/evaluation process

should measure. Below, I discuss these characteristics as they

relate to the Candidate Evaluation architecture.

5.7.1.1 The quality of the decision and advice.

In an ideal world, this would involve measuring

correctness against an objective standard. However, for most

expert systems domains, particularly in international

marketing, the output of the expert system is qualitative and

judgmental. It is difficult to establish correctness in an

absolute sense. Thus, Gaschnig argued that the decision/advice

of the ES should be measured against decisions that human

experts would give based on the same information input.

For CEVAL expert systems, the decisions and advice takes

on two forms:

1) A list of scores (0 - 100) and qualitative ratings

(e.g. excellent, fair, poor, etc.) of the various dimensions

(i.e. aggregate features) of the candidates.

2) A verbal, essay-like, assessment of the candidate’s

evaluation, in the form of recommendations, identifying

strengths and weaknesses of the candidate and suggesting a
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course of action to take.

5.7.1.2 The correctness of the reasoning techniques.

Because of the subjective nature of the advice generated

by the expert systems, it is essential that its reasoning

methods and problem—solving behavior be validated as well as

the output" InLCEVAL’s case, the reasoning method includes the

following characteristics:

1) The structure and content of the dimension hierarchy.

Are all the relevant features for evaluation included? Are

they arranged correctly?

2) The quality of the evaluative and contextual

questions. Are the right questions being asked. Is there any

redundancy? Are any important questions missing? Does each

question have a complete list of multiple-choice answers?

3) The weighting scheme. This is probably the most

important factor. Is the importance of the various dimensions

and/or questions being assessed correctly?

4) The scoring scheme. Are the correct scores being

assigned to each question?

5) The appropriateness of using a hierarchical, weighted

scoring technique in the first place. In other words, is CEVAL

the correct tool to use for the application?

5.7.1.3 The quality of the human-computer interaction.

Here, we are concerned with issues such as the
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explanatory power of the system and the specific wording of

the questions and recommendations. We are also concerned here

with the ease of use of the CEVAL program itself.

5.7.1.4 The efficiency of the system.

How much of a time commitment is required of the user?

Are irrelevant and unnecessary questions being skipped? Is the

system taking up too much disk space or CPU time?

This is not as important of a criteria as the first

three. Most CEVAL expert systems do not require massive

amounts of user time commitment...they all involve 30—60

questions that the user must answer.

5.7.1.5 The effectiveness of the system.

This involve issues about the results of going through

the expert systems. In other words, what tangible benefits did

the users actually gain? In what ways did the expert system

improve the users’ understanding of the problem and/or the

decisions that the users made? How much money did the expert

system save? Such questions will usually require long-term

study and may not be feasible for alpha testing.

5.7.2 HOV should measurement be done?

Gaschnig et al. gave four suggestions about evaluation

methodology that are relevant for Candidate Evaluation:

1) Compare the results of the ES against the results of
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human experts given the same input. The method suggested is to

giveza1number of questionnaire results (i.e. questions and.the

answers given to those questions) to a number of experts and

obtain their results. Experts would be asked to provide these

results in the form of scores/ratings for dimensions and

verbal assessment/evaluation. Then, the experts’ results to

the would be compared to results obtained from the expert

system.

Note that obtaining results from actual experts would be

useful for more than just comparison against the ES results.

Expert results could also be used to validate weighting

schemes. When a sufficient number of test samples are

generated, a linear regression analysis can be performed,

based on the final scores that the experts produce, to infer

what weights should be.

2) Use blinding techniques to avoid bias in the

evaluation. The researchers who do the comparison of results

obtained from (1) should not know whether they are looking at

the expert system results or the expert results.

3) Use a sequential process of validation. In other

words, one study should validate the results of the system.

Another, separate study should test the reasoning process.

Still a third should measure the human-computer interaction.

This way, the validators will know precisely what is the

source of inadequacy when and if we find flaws in the system.

4) Use sensitivity analysis. The robustness of a system
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requires that small changes in user input and/or weighting

should not cause massive changes in output. The researchers of

HYCIN used this technique to validate their certainty factors.

Sensitivity analysis could be implemented by doing a monte-

carlo study. This study would not require actual

users...instead sample cases could be randomly generated.

5.7.3 Testing Methodology for Candidate Evaluation Expert

system

This section presents a task breakdown describing the

method currently being used for validating the Candidate

Evaluation expert system modules. This general methodology

attacks three main.aspects of the expert systems: its semantic

content and verbiage, its validity in dealing with actual test

cases, and its ease of use.

5.7.3.1 Review of semantic content of expert systems.

Here, the expert reviews the semantic content of the

knowledge base, and suggests refinements. Specific attention

is focussed on the following:

a) Assessment of verbiage (qualitative information).

Each evaluative question, including the question, its answers,

and its explanation is reviewed. Then, each dimension’s

explanation, and finally, each recommendation fragment is

reviewed.

b) Assessment of weights, scores, rating thresholds
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(quantitative information).

5.7.3.2 Experiment based on Sample Cases

The structure of the experiment involves the following

steps:

a) Create several sample sessions ("hypothetical

candidates"). Each one is a series of answers to the

questions. There should be some "excellent", some "good", some

"poor", etc. Some should be strong in some areas and weak in

others.

b) Present the questionnaires and answers for a sample

candidate to each expert. Have the experts score and rate the

candidate on each dimension, including an overall score and

rating. Scores are between 0 and 100. Ratings must be using

the rating terminology used in the CEVAL application.

c) Using a linear regression statistical method (via SPSS

or SAS), get the weights of each of the questions. These

empirically derived weights will be compared against the

weights in the expert systems module itself. This is done to

verify the weights assigned in the expert system. In the

absence of a sufficient number of cases, a delphi study would

replace the linear regression analysis.

d) Compare scores and ratings given by experts against

scores and ratings given by expert system, using a similarity

measure (e.g. percent.difference:in.score, ordinal distance in

rating). This will be done to verify the scores and rating
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thresholds assigned in the expert system.

e) Using audiotaped interview (or perhaps a written

form), ask expert to give a verbal interpretation of results,

and recommendation about the candidate being evaluated. In

this interview (or written form), ask the expert which factors

influenced each of the interpretations given. This will be

compared with, and be used to validate, the verbal

recommendations given by the expert system.

f) Ask the expert to rank-order the sample cases

(candidates) in order of preference. This rank order can be

compared with the ranking established by CEVAL. If multiple

experts are used, the group's final rank order can be

established via Borda Count voting, as discussed in chapter 4.

5.8 Conclusions: Strengths and Weaknesses of CEVED/CEVAL

As mentioned earlier, one strength of the CEVED/CEVAL

shell is its ease of use for non-programming domain experts.

At Michigan State University’s Center for International

Business Education and Research (CIBER), we have found that

development of expert systems is greatly facilitated by the

use of this and other TSA-oriented shells. Our use of TSAs

speed up knowledge acquisition and expert systems development

because the domain expert is directly involved in encoding his

or her knowledge on the computer. Figure 5.1 illustrates how

the domain expert interacts with CEVED to encode his or her

knowledge.
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Another strength is that explanation in CEVAL is

expressed in terms of the evaluation task, making it easier

for the end-user to comprehend. When a user asks why a

particular recommendation is given, the system responds by

indicating the score/rating of the dimension(s) that resulted

in the recommendation. The user can then get further

information about the subdimensions and/or questions that led

to that score/rating. Also, the user is shown how important

the various dimensions and questions are, and how these

importance levels were obtained. Thus, the structure of the

candidate evaluation architecture causes explanations that are

expressed in terms of evaluative reasoning, rather than in

terms of rule-tracing as you find in general-purpose shells.

The above two strengths are due to the task-specific

nature of the shell. However, task-specificity also leads to

lack of flexibility. Obviously, not all tasks are evaluative

in nature. CEVED/CEVAL cannot handle non-evaluative tasks.

Other shells would be needed.

The reader may notice that the imposition of multiple-

choice answers causes the system to be noncontinuous. In fact,

the boundary problem cited by Berliner and Ackley (see above)

is not solved using this tool. However, the fragility problem

is solved because of the use of a weighted scoring scheme. In

addition, despite the lack.of "true continuity", there are two

characteristics of the CE architecture that give it a "pseudo-

continuous" flavor. First, the mapping of answers to scores
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allows for ratio representation, not merely nominal or

ordinal. Second, contextual weight adjustment significantly

increases the number of possible points in the evaluation

space.

Another' weakness in the current CEVED ‘tool is its

passivity as a knowledge acquisition devise. As stated

earlier, CEVED in its current form is merely a shell on which

to create evaluative knowledge bases. It. does not flag

inconsistencies entered by the developer, nor does it

implement any of the multiple-expert voting techniques

described in chapter 4. For CEVED to be considered a true

knowledge acquisition tool, it should be extended to

incorporate some of these capabilities.

The next chapter deals with application of the Candidate

Evaluation architecture to problems in the international

marketing domain.



CHAPTER 6

ISSUES IN INTERNATIONAL MARKETING

In recent years, there has been much research and some

development in the area of expert systems for marketing

applications (Rangaswami et a1. 1987). The specific

applications have included areas such as contract negotiation

(Rangaswami et al. 1989) and export-readiness assessment

(Cavusgil and Nason 1990). Most marketing expert systems have

not dealt specifically with international and global aspects

of marketing, although this trend is starting to change.

There are many decisions a manager must make when dealing

with internationalization of his or her marketing operations.

Major strategic issues involve "where to market" and "how to

market". The "where to market" issue involves selecting the

best countries and/or regions to concentrate on. The "how to

market" issue involves selecting the best mode of entry: that

is, whether to export, license, franchise, set up a foreign

manufacturing facility, or a myriad of other options. Often

the "where" and "how" issues are dependent on each other. For

example, if exporting, one needs to be cautious of countries

with high tariff levels. Conversely, if one wants to market in

a.high-tariff country, the entry mode chosen should usually be

something other than export.

In addition to these broad strategic issues, there are

many day-to-day operational decisions that international

marketers must face, such as: selection of distribution

204
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channels: evaluation and selection of distributors, freight

forwarders, or joint venture partners: evaluation of

expatriate personnel and foreign subsidiaries: adapting

products to meet foreign demand: and construction of legal

agreements. All of these decisions can be aided through the

use of expert systems.

This chapter takes a closer look at some of the issues

described above.

6.1 Selection of Foreign Markets

Managers who wish to develop a comprehensive plan for

foreign market entry face the question "Where do we want to

go?" The real issue here is for a company to assess the

market potential of candidate countries in terms of the

company’s product or service, the company’s desired mode of

entry, and the political, economic, commercial and cultural

factors in the country itself.

6.1.1 Stages of Country Selection

Cavusgil (1985) suggested a three-stage, sequential

process of country selection, outlined below:

1) Preliminary screening

2) Industry market potential analysis

3) Company sales potential analysis

Stage one involves assessment of the physical, political,

economic, and cultural environment. Physical/demographic
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factors include population size and distribution, climate,

availability of natural resources, and physical distribution

and communications networks. Political factors include system

of government, ideology, political stability, government

involvement in trade affairs, and government-imposed

restrictions such as tariffs and non-tariff barriers. Economic

factors include GNP, overall level of development, currency

issues, inflation, unemployment, per-capita income, and

balance of payments. Cultural issues include literacy and

education levels, existence of a middle class, language,

religion, and ethnicity. All of these factors can be

considered macro-indicators, in that they are not industry-

specific but rather involve the overall market climate in the

country. Countries that perform poorly in these criteria

should be disqualified, particularly if the company is rather

new in the globalization process. Companies with extensive

international experience may still want to consider such

countries if they are willing to take a risk.

Stage 2 involves an industry-specific analysis of market

access, product potential and local distribution and

production issues. Market access issues include further

analysis of tariff and non-tariff barriers such as standards,

quotas, documentation and.import regulations, as well as legal

issues involving intellectual property protection, investment,

employment, and repatriation. Product potential issues include

customer demand, attitudes toward foreign-origin products,
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competition, exposure to the product. Distribution and

production issues include availability of intermediaries

(distributors, agents, etc.) transportation facilities, and

manpower availability. Thus, stage 2 involves issues that are

specific to the company’s particular industry. Such analysis

is difficult and time-consuming, which is why many countries

should have been weeded out in stage 1.

Stage 3 involves a detailed company profitability

analysis. Issues here include sales volume forecasting, landed

cost analysis, internal distribution costs, and pricing. This

is a very intensive process, and should be applied only to a

very few' potential countries. As Cavusgil (1985) notes,

"...Much of the information needed for the first and second

stage of opportunity analysis can be gathered through desk

research....In contrast, estimating company sales and

profitability often requires field research. (p.31)". Thus, it

is important to have weeded out the less promising markets

earlier on in the screening process. Cavusgil’s statement

supports the idea of using expert systems technology to aid in

steps 1 and 2 of market selection. Desk research usually

involves gathering information.frommgovernment, industry, and

academic publications, sifting through and sorting the data,

and using the data to evaluate potential target markets

according to the macro- and micro-indicators mentioned above.

Chapter 7 of this thesis describes a computer program using

database and AI technologies for aiding in performing these
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data-collection and evaluation tasks.

6.1.2 Regression-based Mbdel for Country Evaluation

Root (1982) discussed similar stages and criteria in the

selection of foreign markets as those used by Cavusgil. He

also espoused the notion of using a weighted-averaging scoring

model as accept/reject decision rules in the screening

process. As an example, for assessing industry market

potential for television sets, he suggested the following.

First, identify population-based predictor variables such as

literacy level, urban population density, per-capita income,

standard-of—living index, number of households, etc. Then, use

regression analysis of historical sales of television sets in

order to obtain the coefficients (weights) for each of these

variables. Finally, evaluate the potential market with the

weights obtained through the regression analysis. Note that

this is a prime example of the proper linear models espoused

by Dawes and described in chapter 4 of this thesis. This use

of a weighted averaging scoring process based on a regression

formula lends credence to the potential usefulness of the

Candidate Evaluation architecture or a similar MAUT-based

approach for target-market evaluation and selection.

6.1.3 Providing Market Research Information and Evaluation

Much market research information can be found in

databases, government documents, and industry publications.
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For example, the U.S. Department of Commerce publishes annual

reports, called Country Market Plans, on 60 countries. In

these reports, they’ assess the leconomic, political, and

commercial environment, including many of the issues described

above. Industry-specific information can be obtained via

D.O.C.'s Industry Sector Analysis reports as well as industry

publications from Dun and Bradstreet, Price Waterhouse, and

other firms. Much of this information has been electronically

captured on databases such as D.O.C.’s National Trade Data

Bank (NTDB) and Intellitrade Corp.’s Intellibanc.

However, to date there has been little effort to

systematically catalog the information according to the

features described by Cavusgil, nor to develop databases that

give explicit evaluations of a country’s performance in the

various features via MAUT methods as Root suggests. It is

precisely this sort of information-structure and judgement

facility that is needed if country selection is to be

automated in a decision support tool. In Chapter 7 I will

discuss a database that combines a semantic network indexing

scheme with a MAUT evaluation methodology to provide

judgements and evaluations about countries based on

information found in the publications mentioned above.

6.2 Selection of Entry Mbdes

In this section, I identify some major issues faced by

managers and. researchers as they attempt. to answer ‘the
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question "How should we enter the target market?". In

addition, I will propose a computational framework for

answering this question, and compare it to other computational

approaches that have been used for this and other

decision-related problems. Thus, my discussion of the

market-entry issue will be from the perspective of a knowledge

engineer who is interested in representing the "how to enter"

question in a computerized, expert-system model.

Two major issues in research of entry-mode selection

involve classification of the factors involved in selecting

entry modes and classification of the entry modes themselves.

These issues are particularly pertinent in the context of

expert systems development because, as we will see, the

factors form the input to the expert system, and the chosen

modes form the output. Thus, the way that we represent the

factors and the modes will have a significant impact on the

way we design the expert system, and on the way that the

system performs its selection task.

In the topics that follow, I will first discuss the

factors that go into selecting entry modes. Then I will

discuss different methods for classifying the entry modes

themselves. Following this, I will discuss the implications

these classification schemes have for the type of knowledge

representation most appropriate for expert systems development

in this domain. Then I will compare and contrast some existing

models from the marketing literature in terms of their
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knowledge representation frameworks. Finally, I

will propose a computational method for answering the "how to

enter" question and suggest other ways that computer science

can contribute toward solving this problem.

6.2.1 Factors Involved in Selecting Entry Modes

Much research has been devoted to identifying and

categorizing the factors that go into selecting modes.of entry

into target markets. Goodnow (1985) summarized several

theories pertaining to this issue. Such theories include: the

theory of comparative costs and relative factor proportions

(Ohlin 1983): theories based on value-added-chain

considerations (Kogut 1984, Porter 1985); industrial

structure theories (Knickerbocker 1973): desire-for-control

theories (Rugman 1979); and theories pertaining to political,

economic, and cultural factors in the target markets (Goodnow

and Hansz 1972).

These theories typically concentrate on a single factor

and attempt to explain how that factor influences the

decision-making processes of managers as they explore their

market entry options. However, a useful expert system for

entry-mode selection must take many factors into account

before making a recommendation. It must be able to identify

the relative importance of each of the factors, based on the

needs of the company and the circumstances of the market. It

must also be able to represent how the factors interact with
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one another and how they may compensate for each other as

circumstances change. In more recent years, Goodnow (1985),

Cavusgil (1981), and others have explored combinations of

factors in terms of their influence on the choice of entry

modes. These "eclectic" theories are in an early stage, and

there needs to be more empirical research done to test them.

However, they form the basis for the models that will be

discussed in this paper.

Factors influencing entry have been classified by several

authors. Root (1982) and Goodnow (1985) both divided these

factors into two main categories, internal and external.

Internal factors are those features of the company and its

product that can influence the choice of entry mode. These

include: characteristics of the product itself (bulk and

weight, ease of use, price, service requirements, etc.);

characteristics of the corporate strengths and competitiveness

of the organization (corporate size, management experience,

financial flexibility, etc.); and characteristics of the

corporate policies and desires of the organization (level of

commitment, desired payback period, willingness to take risks,

degree of control desired).

External factors influencing choice of entry mode

include: factors in the target market (political, social,

economic, and cultural environment, market opportunity and

demand for the product, government policies regarding foreign

entry, physical and distribution infrastructure, etc.); and
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factors in the home country (government policies toward

export, market saturation of the product, demand at home,

etc.).

The factors involved can be classified in a

tree-structured hierarchy (see figure 6.1). Note that this

hierarchy enables the expert system to represent factors at

various levels of abstraction. This has important consequences

for the explanatory power of the system. An expert system

should be able to explain its reasoning at a general level,

and if required, at more detailed levels. Hierarchical

representations of the input factors provide a framework for

doing this.

Two major issues involving the factors are: first, what

are the relative importance levels of each of the factors as

they pertain to the choice of entry mode; and second, how do

the factors interact with each other in influencing the choice

of entry mode? It appears that more research has been devoted

to the first question than to the second, although my study of
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the literature is certainly incomplete in this regard. Note

that which issue we focus on will have a profound impact on

how we represent the knowledge that goes into the expert

system: more about this later.

6.2.2 Classification of Entry MOdes

Throughout the literature, there seems to be two main

ways of characterizing and classifying the various modes of

entry that a company can use in international marketing. The

first classification scheme is a descriptive taxonomic

approach, which divides entry modes into three main

categories: export. modes, contractual. modes, and. foreign

direct investment modes (Root 1982, p.7). The second approach

uses a continuum of modes, usually based on the degree of

commitment, control, and/or risk involved in utilizing each.of

these modes (Goodnow 1985). Closely related to the second

approach is one in which the entry modes used are associated

with the "stage of internationalization" that a company is in

(Root 1982). As a company becomes more experienced in the

internationalization process, it will be more willing to

devote resources to that effort and to take the risks needed

for successful market entry.

The descriptive taxonomic approach is based on

characteristics of the modes themselves (see figure 6.2). For

example, the top-level tier of the hierarchy consists of

exports, contractual.modes, and.investment modes. Export modes

1/1 I
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all involve a home-based production process coupled with some

form of marketing effort in the target country. The marketing

effort may be done by the company itself

(branch or subsidiary), by a distributor or agent in the

foreign market, or by a trading house or agent in the host

country.

Contractual modes all involve non-equity associations for

transfer of technology, knowledge, or other intangible

benefits of the company. This can involve licensing,

franchising, manufacturing contracts, management contracts,

etc. Foreign direct investment involves some form of direct

ownershipiof a production process that would take place in the

target country.

The continuum of commitment approach to entry-mode

classification is based on the level of effort and resource

commitment required, and control retained, when implementing

a given entry mode. For example, modes such as indirect export

and licensing require little effort, but also exact a cost of

losing control over the process. Modes such as

subsidiary-based export or wholly-owned

manufacturingfacilities involve much effort and commitment,

but also allow the company to retain control over the process.

The method used for classifying entry' modes is an

important issue in developing decision support and expert

systems to help managers select from among the possible entry

modes available to them. The type of classification scheme has
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a direct impact on how'the knowledge is acquired, represented,

and used.

The taxonomic approach is useful as a descriptive

framework. However, attempts to implement the descriptive

taxonomy as a decision tree for an expert system will present

problems. The taxonomic hierarchy may not be the best-suited

representation for making entry—mode selection decisions.

There are several reasons for this.

The first problem is one of fuzzy classification. For

example, is a joint venture a contractual mode or an

investment mode? Root classifies it as an investment mode.

However, Casson (1987) describes it as a contractual mode.

Obviously, it includes characteristics of both modes, and

therefore does not fit cleanly in a particular spot of the

taxonomy. Another example of fuzzy classification is a foreign

subsidiary that assembles intermediate products which were

produced in and imported from the home country. Would this be

considered a foreign direct investment mode or simply an

extension of the export process?

A second problem with using the descriptive taxonomy for

a decision tree is that many important factors influencing a

company’s entry decisions span across this hierarchy. For

example, there are high-commitment and low-commitment export

‘modes. Likewise, there are high-commitment and low-commitment

contractual modes. Therefore, a factor like commitment level

is not one that could quickly rule out a branch of the
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hierarchy. A major purpose of a hierarchical classification

(decision tree) approach to selection is to be able to quickly

rule out entire branches of the tree based on early, important

questions. This speeds up the decision process. However, it

has been our experience that quick "rule-out" factors that

help prune a decision tree based on the descriptive taxonomy

are hard to come by.

Closely related to the second problem is the fact that

entry-mode choice factors often compensate for one another.

For example, high tariff rates may appear to rule out export

modes at an early stage in a decision-tree selection approach.

However, if the product is in great demand and other costs are

low, export may still be feasible despite the high tariff

levels. After all, Japan.has no problem selling Toyotas in the

U.S.

Perhaps for these reasons, most models of entry-mode

selection in the academic literature, and the few software

products that have been developed to aid in choosing entry

:modes, tend to focus on the "continuum of commitment"

classification of entry modes rather than on the descriptive

taxonomy classification. We will see that this "continuum of

icommitment" approach is consistent with the weighted linear

models discussed in chapter 4, and particularly with the

Candidate Evaluation architecture described in Chapter 5.
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6.2.3 Three Mbdels of Entry Mode Selection

Below, I will discuss three models for selecting entry

modes that have appeared in the academic international

marketing literature. These three models include: Goodnow’s

Gauge for International Market Strategies (GIMS), Cavusgil's

Company Readiness to Export (CORE), and Casson’s model for

selecting the best contractual arrangement.

6.2.3.1 Geodnow’s GIMS

Goodnow’s GIMS approach, implemented as a computer

program written in BASIC, is based on a "continuum of

commitment" classification scheme. It presents a questionnaire

that assesses internal corporate factors and external market

factors. The internal factors include corporate policy,

competitiveness, financial strengths, and product

characteristics. The external factors include domestic and

foreign government policies, comparative host country costs,

market opportunity, and the political, cultural and economic

environment of the host country. Based on an overall score

‘that results from the questionnaire, GIMS suggests modes that

:range from no entry or cash-in-advance-only at one extreme to

wholly-owned subsidiary at the other. These modes are arranged

.in order of the degree of commitment and resources required to

Imaintain them. GIMS will suggest that high-commitment modes

are inappropriate for weak companies facing unpromising market

conditions. For strong companies entering promising markets,
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GIMS suggests that high commitment modes are feasible, but

also that other, less costly modes, are acceptable aS‘well. In

essence, GIMS suggests to a firm that it has a wider latitude

of entry strategies as it gains strength in the home and

target. markets. This is consistent. with. the "stages of

internationalization" models described by Root and Cavusgil.

In addition to the overall recommendation based on total

score, GIMS identifies specific variables which imply the

inappropriateness of certain specific modes of entry. For

example, if the user indicates that s/he wants a high degree

of control over the distribution process, GIMS will flag this

variable to imply that licensing and exporting may be

unsuitable entry modes.

Thus, we see two main mechanisms operating in the GIMS

program. First is a linear-weighted sum (ala MAUT) which

results in an overall score indicating the strength of the

«organization, product, and environment. in terms of

appropriateness for market entry. Second is a flagging of

specific individual variables in terms of their impact on the

appropriateness of he alternative entry modes, dealing with

nonrcompensatory issues. Note that there is a direct

representation of the relative importance levels of the

variables, expressed as user-provided weights. Note also that,

despite the fact that individual variables are flagged to

indicate unsuitability of specific modes of entry (which may

imply a certain rule-like quality to the program), there is no
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explicit representation of the interaction between variables

in terms of their impact on their mode-selection effects.

Thus, GIMS does not account for configural effects in entry

mode selection.

6.2.3.2 Casson’s Hbdel of centractual Entry Mode Selection

Casson (1987) suggested a theoretical model for choosing

between alternative contractual arrangements via a weighted

scoring technique that calculates scores for each possible

contractual mode based on yes/no values for relevant factors.

The possible contractual modes include: greenfield (i.e.

starting from scratch), merger, joint venture, industrial

cooperation, subcontracting, sales franchising, and licensing.

There are eighteen input factors, which break down into four

major categories: nature of the advantage, nature of the firm,

nature of the industry, and nature of the home vs. target

countries.

Like GIMS, Casson’s model involves a weighted sum scoring

lmethod. However, Casson’s method differs significantly from

(SIMS in the following respect. GIMS score is merely a measure

of strength of the organization, product, and environment. The

GIMS score indicates the degree to which the company can dive

iJTto the international marketing waters, so to speak, and the

recommendation output from GIMS suggests a wider scope of

potential entry modes as

the score increases. As I mentioned earlier, GIMS is
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essentially using a continuum of commitment classification of

entry modes, and.the GIMS score indicates where a<company lies

on that continuum. The implication is that the company can use

any mode that falls at or below the company's position on that

continuum.

In contrast, Casson’s method explicitly discriminates

between entry modes by scoring each mode individually. Thus,

whereas GIMS gives a single score, Casson gives eight

individual scores, one for each contractual mode. The

advantage of this approach is that the various modes can be

directly compared to one another in order to pick.the best one

for a given situation. In this sense, Casson’s model is

similar to Berliner and Ackley’s method of scoring different

board positions based on feature values of the current game.

Casson’s entry modes are equivalent to Berliner and Ackley’s

board choices.

6.2.3.3 cavusgil's GORE

Cavusgil’s CORE (Company Readiness to Export) program

(Cavusgil and Nason, 1990) is geared toward evaluating a firm

and its product in terms of their suitability for

internationalization. It is not an entry-mode selection method

per se, although the output recommendations do give some

indication as to which modes may be feasible based on the

company’s final evaluation.

Like GIMS, CORE uses a liner-weighted sum approach to
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evaluate the company’ s strength in terms of international

marketing factors. Also like GIMS, CORE uses specific

variables to flag specific outputs for recommendation.

However, CORE differs from GIMS in several important respects.

First, CORE’s weighted scoring is broken down into the

individual factor categories : business background ,

motivations, management commitment, product strengths, and

market-specific strengths. Thus, unlike GIMS, whose final

score is an undifferentiated accumulation of the overall

strength of the company and its product, CORE offers the

ability to identify those factors for which the company is

strong and those for which the company is weak. This

differentiation allows the output of CORE to be more specific

to the particular situation that the company faces, and thus

is a more tailored, intelligent output. Note that, in this

respect, CORE attacks the problem of context in a manner very

similar Edwards and Newman’s value tree and to Berliner and

Ackley’s hierarchy of linear scorers described in chapter 4.

Second, unlike both GIMS and Casson’s method, CORE

actually accounts for interactions between the variables, at

least at a high level of abstraction (i.e. CORE accounts for

configural effect). The nine possible final recommendations

are based on combinations of product and organizational

ratings. Thus, if the company is strong organizationally but

weak in terms of its product line, the final recommendation

can take this into account. There is no comparable mechanism
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in the GIMS program. This is another example of CORE’s ability

to tailor the final recommendation to the situation of the

user. Thus, CORE is imposing a sort of rule-based approach to

account for interactions between high-level variables, and is

thus tackling the same issue of interdependence that Samuel’s

checker-playing program addressed.

Third, CORE does not flag its variables with the

intention of identifying unsuitable entry modes, as does GIMS.

Instead, it flags the variables to identify particular

strengths and weaknesses of the company. This is a reflection

of the difference in focus between CORE and GIMS...CORE is a

readiness evaluator, whereas GIMS is a mode-selector.

CORE’s method is one that combines a scoring system with

a matching (rule-like) mechanism. Thus, it is the only method

of the three that explicitly represents both the relative

importance of the variables and the interactions between the

variables. Thus, CORE attempts to incorporate the advantages

of scoring and rule-based approaches to expert systems

development, although at a fairly rudimentary level.

CORE’s overall approach was generalized into the

Candidate Evaluation architecture as implemented in

CEVED/CEVAL. In other words, CORE is the seed from which CEVAL

was sprung, in the same sense that MYCIN begat EMYCIN and MDX

begat CSRL. CEVAL’s evaluative questions are essentially

identical in structure to those of CORE. The ides of weighted

dimensions is a generalization of CORE's hierarchy of
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evaluation features. Like CEVAL, CORE has paragraphs that

display conditioned on combinations of dimension-ratings.

6.2.3.4.A.Final Look at the Three Medals

Figure 6.3 illustrates the differences and similarities

between the three models described in the previous sections.

As we can see, CORE and GIMS differ from Casson’s method in

two main respects. First, the object.being scored.in both.CORE

and GIMS is the company itself whereas in Casson’s method the

scored objects are the alternative entry modes. Second, in

CORE and GIMS, there is a flagging of individual variables

which enables a customized output to occur. CORE differs from

GIMS and Casson's approach in that it explicitly represents

the interactions between variables at a high level, and that

the scores accumulated by CORE are broken down by

subcategories of the company/product/market factors.

I propose that a useful model of entry-mode selection

should incorporate the strengths of all three approaches.

jNamely it should be like Casson’s approach in terms of scoring

and rating the various entry modes. It should be like GIMS in

‘terms of flagging specific reasons that particular entry modes

:may be desirable or unattractive. It should be like CORE in

terms of allowing differentiated scoring and explicit

:nepresentation of variable interaction. A model that uses all

these strengths will provide a customized expert system for

entry mode selection.
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6.2.4 Use of Candidate Evaluation for Entry Mbde Selection

The framework required for a successful Entry Mode

Selection expert system can be partially met via the Candidate

Evaluation architecture as described in chapter 5.

Specifically, the representation of a hierarchy of factors

shown in figure 6.1 is representable as a dimension hierarchy

in CEVAL, and questions are assigned to the lowest level

features. An MAUT representation can be generated by

associating weights to the dimensions and questions. An

overall assessment of a company's strengths and weaknesses can

be generated through the use of recommendation fragments and

dimension-ratings, providing a significant improvement to

CORE’s method.

However, the actual selection of entry modes is not

easily represented in the Candidate Evaluation architecture as

described in chapter 5. What type of CEVAL object can be used

to represent an entry mode? Despite the capability to have a

taxonomic representation of entry modes, it is clear that such

a tree is not the same as a dimension hierarchy. Rather, the

entry mode hierarchy is more appropriately matched to the type

of classification hierarchies represented in CSRL. However, as

mentioned earlier, the descriptive taxonomy is not useful for

selection purposes, largely because of the compensatory nature

of the selection problem. In addition, the number of possible

entry modes is sufficiently small (around a dozen) that a

hierarchical representation may be unnecessary. Thus, there

"
L
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should be a way of classification which does not rely on the

hierarchical representation and which can support the

compensatory evaluation needs of the entry-mode selection

problem.

If not dimensions, then might entry modes be considered

"candidates"? This would address the compensatory nature of

the problem-solving task, and does not rely on a taxonomy.

However, upon closer inspection, it is clear that the real

candidate is the company, product, and market being evaluated,

not the entry modes themselves. The choice of entry mode is

made after (and as a result of) evaluating the company,

product, and market.

Thus, a new type of object is needed for representing

entry modes, and in general, for representing mutually-

exclusive choices to make based on an evaluation. This object

should essentially be an instance in a classification

representation (like a leaf level node of a CSRL tree).

1However, the representation should allow' a compensatory

mechanism for selection, like the general MAUT model and

particularly like Casson’s model described earlier. Recall

that.Steels (1990) had identified six classification methods,

one of which is a "weighted evidence accumulation" approach.

It is this approach to classification that seems most

applicable to entry-mode selection, due to its ability to deal

‘with compensatory decision-making.

As a result of the need for a classification facility in
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developing an entry-mode selection expert system, CEVAL's

architecture has been expanded to include two new object

types, called 1) Plan Types and 2) Plans. A plan type is a

class of plans. "Entry Mode" is an example of plan type. A

plan is an instance of a particular plan type. Export, joint

venture, and licensing are all examples of plans. Each plan in

a plan type is linked to the dimension hierarchy via degree of

support links, by which a particular dimension-rating pair

makes a weighted contribution to the plan’s overall score. The

architecture allows weights to be specific for the plan. For

example, tariff levels are an important consideration when

dealing with export modes, but are less important when dealing

with licensing or direct investment. CEVAL’s architecture

allows the developer to adjust the importance of tariff level

for each plan.

From the above discussion, we see support for Langlotz’s

assertion, discussed in chapter 3 of this thesis, that

decision making involves two major components, diagnosis and

planning. Prior to introducing plan types and plans into

CEVAL’s structure, Candidate Evaluation was mainly doing

diagnosis in the sense that it was assessing a candidate’s

strengths and weaknesses. Although the text of the

recommendation fragments could be worded to suggest plans of

action, even the recommendations are abductive explanations of

the findings (i.e. part of the diagnostic process). Thus,

CEVAL as an architecture was incomplete with respect to

t
i
n
-
I
L
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decision-making based on the evaluation. With the introduction

of plan types and plans, CEVAL can suggest one of a number of

action options based on these evaluation results. Thus, CEVAL

can be used for solving the entry-mode selection problem.

It is interesting to consider the chronological sequence

of events leading to development of the entry-mode module.

First was an attempt to use CEVAL, with its dimensions,

evaluative questions, context questions, and recommendation

fragments. This led to discovery of significant obstacles,

which in turn led to adding new CEVAL features to overcome

these obstacles. This incremental addition of new features to

CEVAL based on needs of the domain problem may disqualify

CEVAL as a generic task implementation. CEVAL’s development

has been significantly influenced.by the specific needs of the

international marketing domain. A generic task should,

ideally, be domain independent. This is one reason that I do

not claim CEVAL to be an implementation of a generic task.

However, CEVAL’s plan types and plans are consistent with the

primary TSA criterion requiring knowledge-use level

primitives. In addition, the MAUT nature of CEVAL’s reasoning

method for plan selection (using degree-of—support links) is

consistent with the compensatory reasoning philosophy

underlying Candidate Evaluation as a whole. Thus, in my view,

adding plans and plan types to CEVAL does not violate any

principles of task-specific knowledge representations.

Using CEVAL to model the entry-mode selection problem is
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an improvement over the three models mentioned previously. In

effect, CEVAL contains the combined strengths of Goodnow's

GIMS, Cavusgil’s CORE, and Casson's contractual-mode selection

model (as shown in Figure 6.3).

6.3 Some Operational Issues in International Marketing

Several other day-to-day issues must be addressed by the

business manager who wants to market his or her products or

services abroad. Some of these issues are discussed below.

A key operational issue is selection of a foreign

distributor. This is of primary importance to exporters of

products, since the distributor will frequently be their

primary representative in the target market. Major criteria

for distributor evaluation and selection include financial and

company strengths, commitment to the relationship, marketing

skills, degree of familiarity with the product, and other

facilitating factors (Yeoh 1991)

A similar issue involves selection of freight forwarders.

These are companies whose service involves shipping the

product from the exporter’s home base to the target market.

Forwarders may be responsible for shipment, custom clearance,

warehousing, and/or insurance. Thus, it is important to find

well—qualified forwarders. Some important criteria include

knowledge of customs procedures in target markets,

specialization in the exporter’s product line, physical

facilities such as warehouses, financial strength, and

p
-
‘
_
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reputation (Ozsomer 1991).

For companies interested in going beyond mere export, to

long term joint-venture arrangements, there is the important

issue of selecting and evaluating potential joint—venture

partners. Such an evaluation is based on two major criteria,

partner-related and task-related characteristics. Partner-

related characteristics include motivation, reliability,

commitment, respect for property-rights protection, and other

company-related factors. Task-related criteria involve the

potential partner’ s financial strengths, research-and-

development resources, marketing abilities, production plants

and fixed assets, and organizational resources (Subieta 1991) .

Any company that intends to commit significant resources

into internationalization will sooner or later need a

representative in the target market. Thus, they will need to

evaluate and select expatriate personnel based on job-related

skills, corporate fit, and country fit. Job-related skills

include managerial, marketing, and communications. Corporate

fit is particularly important with expatriate personnel

because of the distance and resulting lack of supervision.

Country fit involves the employee’ 5 level of comfort with the

target market's culture as well as the specific network of

relationships that the employee has cultivated in the target

country (Whitney 1991).

The above four international marketing tasks all involve

evaluation and selection of candidates. The type of candidate
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differs, but the Candidate Evaluation method can be applied to

all these tasks.

6.4 Conclusion

This chapter discussed several prominent issues dealing

with international. marketing. Primary' among' these issues

include selection of target markets and selection of entry

modes (the "where" and "how" of internationalization).

Additional operational issues involve evaluation and selection

of distributors, freight forwarders, joint venture partners,

and expatriate personnel. In this chapter, I argued that the

Candidate Evaluation architecture, or some other

representations involving MAUT and linear-weighted algebraic

models, can be applied to solve these types of problems. The

reason for this is the evaluative nature of the tasks and the

compensatory nature of the decisions being made. My argument

is supported.by theories espoused by Cavusgil and.Root, and.by

models developed by Goodnow, Cavusgil, and Casson.

Chapter 7 describes a database using MAUT which aids in

evaluating target markets based on market research information

that can be found in government, industry, and academic

publications.

 



CHAPTER 7

THE COUNTRY CONSULTANT:

AN INFERENTIAL-EVALUATIVE DATABASE

In previous chapters, I described the MAUT approach to

evaluation problem-solving, and presented a problem-solving

architecture called Candidate Evaluation which implements a

combination of MAUT principles with AI explanatory techniques

into an expert system shell called CEVED/CEVAL. I also showed

some applications of this architecture and shell in

international marketing.

In this chapter, I describe a database which makes

further use of the MAUT evaluation approach. Specifically, I

describe a method that combines MAUT with semantic networks to

produce an inferential evaluative database. This database,

called the Country Consultant, is a domain-specific repository

of market-research information, designed to be used by

international marketing professionals.

As mentioned in chapter 6, there is a significant

motivation for providing databases of market information for

various countries throughout the world. Some databases have

been developed to contain such information, but these

typically store raw statistical data or collections of

articles and/or government documents. The Country Consultant

is unlike most others in that it does not contain statistical

or demographic data in a raw form, but instead contains

judgements and guidelines pertaining to various aspects of the

235
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countries in question, and geared toward specific industries

and entry modes. In other words, the database contains

processed information in the form of qualitative, judgmental

knowledge, and catalogued according to specific markets,

industries and entry modes. The ultimate purpose of this

knowledge is to aid the end-user to make intelligent decisions

pertaining to selection of the best countries to enter for

marketing their products and/or services.

In addition to serving as a repository of processed,

judgmental knowledge, the Country Consultant has the facility

to respond intelligently to queries given by the user. If it

cannot find a judgement or guideline that specifically meets

the user’s query, it can infer a likely value for that

judgement or guideline by searching the database for

conceptually similar judgements or guidelines. Thus, even if

the database is incomplete (as it almost certainly will be),

it can still give reasonable answers to queries for which it

may not contain explicit data.

As mentioned in chapter 6,information on the demographic,

political, economic, cultural and legal environments, as well

as information on market entry conditions and on the market

structure (in aggregate or disaggregate form) are pointed out

in the literature as the principal information requirements in

country selection. However, the proposed frameworks tend not

to be comprehensive in defining information requirements for

evaluating the market structure. Furthermore, the empirically
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Structural components and information flow of Country Consultant.

Judge enters information based on expert knowledge and market

research findings. User queries the system for information, which triggers

inferencing process. Semantic networks aid in knowledge organization

and inferencing.
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tested frameworks do not incorporate all of the information

categories outlined above or their levels of aggregation

differ.

All this implies that there is a need for information to

be available at many levels of abstraction, and pertaining to

many features of the market(s) being evaluated, While raw'data

is useful in obtaining this information, actual decisions are

based on processed, qualitative, and judgmental information.

Thus, there is a strong motivation for making such information

available in software form, via an indexing mechanism that

makes it easily accessible. Also, since such information is

incomplete, there is motivation for use of AI techniques for

allowing unavailable information to be inferred based on

available information.

This chapter describes the Country Consultant, analyzing

its structure in terms a semantic network model. It also

describes the Country Consultant's evaluative inferencing

mechanism from the perspective of semantic networks (spreading

activation) and MAUT (attribute weight assessment). The

overall framework for the Country Consultant is shown in

Figure 7 . 1 .

7 . 1 Semantic Network Knowledge and Data Representations

A semantic network is a form of knowledge

representation based on a graph structure of nodes and links.

The nodes usually represent objects in the world and the links
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represent relationships between these objects. Semantic

networks are useful knowledge representations for two main

reasons. First, they provide explicit representations of the

semantics, or meaning, of the terms in the knowledge substrate

by showing relationships between these terms. Second, they

allow for inferences to be made about knowledge that may not

be explicitly entered, via a mechanism called spreading

activation. Spreading activation is a process where the

"attention" or "focus" of the computer travels from one node

to another via the links which connect them. This fosters a

kind of reasoning by association, where associations are the

links in the network. Thus, the semantic network formalism is

sometimes called an associational knowledge representation.

Semantic networks were first developed as models of human

memory and natural language representations. Neither of these

topics are within the scope of this paper. However, there has

Zbeen work on semantic networks in database design, which is

directly related to our work with the CC. Below, I will

present some of the important work that has been done in

semantic networks, then describe the network structure of the

CC.

7.1.1 Quillian’s Semantic Memory MOdel

Quillian’s (1967) pioneering work in semantic network

representations was primarily geared toward modelling long-

term memory structures, particularly as it pertains to
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sentence understanding. The nodes and links of his network

were organized into planes, which were used to define

concepts. A plane consists of two kinds of nodes. For each

plane, there is a single type node, which identifies the

concept which the plane is defining. Also, there are a number

of token.nodes, which identify other concepts that.are related

to, or subsumed by, the plane's concept. A token node points

to another plane in the network, whose type node is identical

to the token node pointing to it. Thus, token nodes serve as

reference pointers to the conceptual structures (planes) that

define the concepts that they "tokenize".

The nodes of a plane are related via associational links.

Link types include superclass-subclass relations, modifiers,

disjunctive and conjunctive clauses, and subject-object

relations.

Quillian's work also introduced the notion of spreading

.activation, whereby the intersection of two concepts could be

found in order to identify how the concepts are related to

each other.

7.1.2 Sbhank's Conceptual Dependency Theory

Roger Schank’s (1974) work with semantic networks was

primarily concerned with applying the semantic network

formalism to problems of natural language understanding. He

hypothesized that all linguistic concepts can be grouped into

six categories: real world objects, real world actions,
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attributes of objects, attributes of actions, time, and

locations. Thus, for Schank, all nodes of the semantic network

fall into one of these categories.

Action nodes form the core of Schank's conceptual

dependency representation. Schank identified twelve such

nodes, and claimed that any verb could be mapped onto one of

these primitive actions. The action nodes are: ATRANS

(abstract transfer), PTRANS (physical location transfer),

PROPEL, MOVE, GRASP, INGEST, EXPEL, MTRANS (mental information

transfer), CONC (conceptualization), MBUILD, ATTEND, and

SPEAK.

The links and link structures (called cases) of Schank’s

network include the following types: relations between actor

and action: relations between actor and object: causal

dependence links ; and relations between donor, recipient,

action and object. Links could also have modifiers indicating,

among other things, past or future tense.

The main purpose of Schank's conceptual dependency

networks was to provide inferencing power to systems

attempting to understand and respond to natural language

statements. Schank drew a sharp distinction between

inferencing and logical deduction. He said that inferencing is

more of a "reflex response", and may not be logically valid or

true. For example, syllogisms (e.g. A implies B, B, therefore

A) are not logically valid, but may be inferentially useful.

Thus, Schank used the spreading activation capabilities of
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semantic nets to perform inferences of various types. These

inferencing mechanisms were forms of default reasoning,

dealing with assumptions that can be made in the absence of

contradictory information. Schank listed twelve inference

types: including linguistic inference, action inference,

trans-enable inference, result inference, object-affect

inference, belief—pattern inference, instrumental inference,

property inference, sequential inference, causality inference,

backward inference, and intention inference.

7.1.3 Wood’s "What’s in a Link"

As can be seen by comparing Schank’s and Quillian’s

‘models, the node-and—link formalism can be used in several

ways and for several purposes. Thus, the idea of semantic

network is not a rigid, standardized formalism as is, for

example, boolean logic. Rather, it is a general model that may

11y modified to suit the needs of the user. This is useful, but

art the same time may introduce ambiguities about the meaning

(If the term "semantic network".

Woods (1975) critiqued the various semantic network

architectures that had been developed by the mid-1970s for

their lack of firm semantic structure. His complaint was that

the term "semantic network" was being used to describe

several , often widely differing, node-and-link representations

.of' so-called semantic knowledge. He was concerned that not

enough emphasis was being placed on the meaning of the
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notation used in the semantic networks. In his words:

"When one devises a semantic network notation, it

is necessary not only to specify the types of nodes

and links that can be used and the rules for their

possible combinations (the syntax of the network

notation), but also to specify the import of the

various types of links and structures -- what is

meant by them (the semantics of the network

notation)." (p. 225).

For example, he cited several examples of links used in

semantic networks that may imply that a link’ 5 purpose is

essentially'to represent attributes of an'object. One example:

height

John ----------> 6 ft

implies that the height link is an attribute link. However,

consider the following:

height

John ----------> over 6 ft

In this case, the height link is a pointer to a predicate.

This also brings into question the semantics of a node.

Is a node a value of an attribute? Or is it a predicate?

Links can also involve non-attributive relations between

nodes. For example:

hit

John -----------> Mary

iJuiicates a action-relationship between a subject (John) and

an object (Mary).

Thus, Woods wanted more emphasis placed on the meaning of

the node and link notations themselves, and not just the
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concepts that the nodes and links are representing.

7.1.4 Brach-an’s KLONE

Brachman (1979) was concerned with the "level" of

knowledge being represented by semantic networks. He discussed

four levels of semantic network representations, each of which

has its own types of primitive representational constructs.

The lowest level, called the implementational level, treats

semantic networks simply as data structures, and its

primitives are atoms (nodes) and pointers (links). The next

level is the logical level, whose primitives include

propositions, predicates, and logical operators. Next comes

the conceptual level, whose primitives are semantic

relationships (cases), and primitive objects and actions.

Finally comes the linguistic level, with primitives including

'words, expressions, and arbitrary concepts.

Brachman proposed a fifth level, to fit between the

logical and conceptual levels, which he called the

epistemological level. This level would involve primitives

such.as concept types, conceptual subpieces, inheritance and

structuring relations. Epistemological formalisms would be

:neutral in regard to actual semantic relationships, unlike

conceptual level representations. In Brachman’s words: "It is

the job of the epistemological formalism to provide case-

defining facilities -- not particular cases. (p.206)"

For example, consider Schank’s case types (links). These
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were explicitly defined as actor-action relationships, actor-

object relationships, causal dependency relationships, etc.

Likewise, Quillian's cases included subject-object relations

as well as logical connectives such as conjunction and

disjunction. By contrast, Brachman suggested that the

epistemological level provides the capability to create

specific conceptual models using a generic semantic network

"shell”. The shell in question is called KLONE.

Brachman was presented a comprehensive survey of semantic

network architectures as they existed around 1980. He showed

that there was no standard that defines the semantic network

model, rather, there was an ad hoc collection of several

different models all sharing the node-and-link formalism of

semantic networks, but.all expressed.using different levels of

primitives in their representations. These early semantic

networks were generally used to represent psychological models

or linguistic structures. Brachman’s analysis of these early

systems showed. that their primitives were expressed at

(iifferent levels of

abstraction. At the lowest level were simple implementational

;primdtives, mere nodes and links with no substantive

knowledge-structure claims. At a higher level were semantic

nets made up of logic primitives, where links represented

logical relationships such as AND, SUBSET, etc.

Next were the conceptual models, where nodes and links

represented conceptual entities and their relationships.
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Brachman classified Schank’s conceptual dependency model as

fitting into this category. Finally, Brachman listed a

linguistic level of semantic network primitives. Brachman

suggested that there should be another level, between the

logical and conceptual levels, that he called the

epistemological level, and introduced KL-ONE as a language for

representing semantic networks at this level.

7.2 Semantic Networks as Database Mbdels

The idea of using a semantic network for representing

database structure is not new, and has been employed for

making databases more intelligent. Roussopoulos and Mylopoulos

( 1975) were among the first to experiment with semantic-

network data models. One frequent complaint about traditional

data representation formalisms (e.g. hierarchical, network,

and relational models) is that they lack a coherent framework

for representing the semantics of the data contained within

the database. Although some work has been done in describing

semantics via functional dependencies, Roussopoulos and

Mylopoulos argued that this does not capture all semantic

information about. a database. Rather, they argue for a

semantic network formalism, which they used to represent the

semantic structure of the database. This semantic structure

would then be converted into relational schema.

Their semantic net model is a graph representation using

four types of nodes (concepts, events, characteristics, and
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values). Nodes are linked together via edges that pertain to

concepts such as sub-type, part-of, and definition-of. Large

chunks of the nodes and edges of the semantic network are

called scenarios, and it is through the use of these scenarios

that inferences and predictions about the data can be made,

even if the data is incomplete (i.e. the nodes of the semantic

net are only partially instantiated).

The nodes and edges of their semantic net form a natural

correspondence to, and can be converted easily into,

relational schema such as concept relations, part relations,

event. relations, and. icharacteristic :relations. Thus,

operations on the database should be comparable to those

employed by the relational model.

Cohen and Kjeldsen’s GRANT expert system (1987) uses a

semantic network representation for the purpose of indexing

into a database of research agencies. GRANT’s approach differs

from Roussopoulos and Mylopoulos’s model in that the semantic

network representation is not intended to be converted into a

relational model. Rather, the links of the semantic network

are used to provide a rich indexing scheme into the database,

and thus foster the ability to do limited inferencing of the

data by means of a constrained form of spreading activation.

The database itself consists of records (frames)

pertaining to research agencies whose fields (slots) contain

information about those agencies. The nodes of the GRANT's

semantic network represent concepts pertaining to various



248

research interests that one or more agency may support. The

concepts may be very specific (e.g. specialized sorts of heart

disease such as mitral valve prolapse) or more general (e.g.

medical issues in general). Nodes are connected via links that

represent. superclass-subclass. hierarchies, cause-effect

relationships, part-of relationships and many more (48 link

types in all).

Cohen and.Kjeldsen hypothesized (and showed empirically)

that the spreading activation capability of semantic network

database indexing would result in a higher "hit rate" (i.e.

discovery of viable research agencies) for database queries

than would a simple keyword search. This is because keyword

search restricts the search to those words explicitly entered

via the query, whereas spreading activation allows search to

include words and concepts that are "related" to the explicit

query words. However, spreading activation increases the

"false-positive rate" (i.e. discovery of research agencies

that are not viable for the stated query) for the same reason.

Thus, Cohen and Kjeldsen used several methods of

constraining the spreading activation. One simple but weak

method is to limit the distance of the spread to only four

links. A second method is to stop the spread once a node with

large "fan-out" (i.e. one connected to many other nodes) is

reached. The third, and most sophisticated method, is to use

heuristics to describe the "kinds" of paths that can be

searched in the network. Such path-endorsement heuristics
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describe what kinds of links can be combined together to form

a traversable path.

Cohen and Kjeldsen found that the use of these

constraints helped reduce the false-positive rate while still

maintaining a significantly better hit rate than straight

keyword searches of the database. Thus, the use of semantic

network database indexing schemes appear to be a viable

option, particularly if inferencing is required.

7.3 A Semantic Network View of the Country Consultant (CC)

As mentioned earlier, the CC's indexing scheme is based

on four major conceptual groups (called concept types). The

concept types are: market feature, industry, mode of

operation, and market. Each concept type can be thought of as

a miniature semantic network. For example, market feature

consists of around sixty feature concepts (e.g. tariff level,

commercial environment, political stability, economic growth,

non-tariff barriers, etc.) which are represented as nodes in

the network. The nodes are related to each other via links.

Currently, the only kind of links in our system are parent-

child links, representing the classic IS-A relation. for

example, tariff level is a subordinate (child) feature of

regulations.
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Figure 7.2 shows a partial semantic net view of the feature

concepts. Similar relationships exist for mode-of—operations

concepts and for industry concepts.

7.3.1 How the CC Infers Evaluations

The evaluative nature of the CC is expressed in the

judgement records. These records, which are entered by experts

(hereafter called judges), contain judgements pertaining to

specific concept combinations (market feature, entry mode,

industry, and market). For example, a judge may enter a

judgement record stating that the commercial environment

(feature) for exporting (mode) drugs and pharmaceuticals

(industry) to.Austria (market) is good. The judge»can indicate

his or her confidence in that judgement (between 0 and 1). The

judge can also indicate the direction (improving, getting

worse, etc.) and confidence in the direction. Finally, the

judge can enter comments justifying the judgement entered.

Figure 7.3 shows a sample Judgement Entry Screen.

Obviously, a database with a large numbers of industry

classes, markets, features and entry modes will have a very

large possible number of judgements. Currently the breakdown

of conceptual primitives in the database is like this:

57 market features

98 industry categories

11 entry modes

39 markets

This results in 2,396,394 possible judgements in the
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database, and we anticipate that.this number*will grow'as:more

concepts are added to the network. Of course, it is not

feasible for experts to enter all of these judgements. This is

especially true because we are forcing judgements to be

well-researched, based on text found in international

marketing reports, such as 0.5. Commerce Department’s Country

Market Plans (CMPs). Therefore, the CC should be able to infer

what a judgement should be upon request, even if thatjudgement

has not been explicitly entered by an expert, based on the

explicit judgements that are "conceptually close" to it.

Additionally, with such a large database, it is important

to maintain the integrity of the content of the database.

Judgements should be consistent with each other. Thus, the CC

should be able to "second-guess" judges. Inferring what a

judgement should be based on conceptually close judgements

would help in this regard.

The CC does this inferencing by combining ideas from two

areas in AI:

1) the spreading-activation inference structure common to

semantic networks.

2) the use of weighted evidence accumulation common in

probabilistic inference networks and some rule-based

systems. The linear model common to MAUT is used to
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assess utility of any combination of concepts

(market, market feature, industry, and entry mode).

7.3.2 Spreading Activation in CC

The user can request CC to infer the value of a

particular unknown judgement (pertaining to a specific

industry class, market, market feature, and entry mode). CC

responds to this request by performing a constrained spreading

activation of each concept type, anchoring at the queried

concept in the type. The spreading activation is constrained

via a default inference strategy established by the knowledge

engineer or by an inference strategy selected by the user. The

inference strategy sets a limit for how far along each link

type to search, as shown in the Inference Strategy Entry

screen of figure 7.4. Additionally, the inference strategy

specifies an "attenuation factor", defining the degree to

which the conceptual distance from the located judgement to

the queried judgement along various links will diminish the

influence that the located judgement has on the inferred

(queried) judgement. As shown in figure 7.4, the attenuation

factor for all links is set to 0.9. This means that for each

step away from the concept being inferred, the influence is

multiplied by 0.9. Thus, for one step away the influence is

90%, for two steps 81%, for three steps 72%, etc.

Figure 7.5 shows an example where the inference strategy

specifies a limit of two steps along the parent link and two
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steps along the child link for the MARKET FEATURE concept

type, anchored at the concept Non-Tariff Barriers. You.can.see

that with this constraint, CC is limited to looking at six

feature concepts. By placing similar constraints of the other

concept types, one can reduce the scope of the search

considerably, as shown in figure 7.5.

Based on the number-of-steps constraint in the inference

strategy,the CC will enumerate all possible combinations of

FEATURE, INDUSTRY, and MODE concepts for a given market. Then

it will search the database searching for judgements that

pertain to any of these combinations. The judgements that are

found will all be used to infer the queried judgement.

7.3.3 Inferring Judgements via Weighted Evidence Accumlation

As mentioned earlier, CC uses techniques from MAUT to

infer a judgement for a given concept combination based on

related judgements found during the spreading activation

process. This section describes how weights are assigned to

each located judgement in order to arrive at the final

inferred judgement. Note that the standard weighted linear

model is used in the Country Consultant, similarly to its use

in CEVAL. However, unlike CEVAL, weights are not assigned

explicitly by the knowledge engineer or domain expert, but

rather are calculated by CC.

Once the relevant judgements have been located via the

spreading activation process, the system must decide the
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degree to which each judgement found will contribute to the

judgement being inferred. This decision is based on the

following two principles:

1) Judgements that are "conceptually close" the inferred

judgement have more influence than those that are

"conceptually far".

2) Judgements with higher confidence levels have more

influence than those with low confidence levels.

Thus, the weight of influence that a located judgement

exerts on the inferred judgement is based on a combination of

these two principles, as expressed.in the following equations:

C n a 'o CAF :

CAF-ATT STEPS

where ATT is the attenuation factor for the given concept

link

type based on the inference strategy

and STEPS is the number of steps (links) between the found

judgement and the inferred judgement along that link

path
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where n is the total number of judgements found via the

spreading

activation process

and JC; is the confidence level assigned to judgement i.
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where n is the total number of judgements found via the

spreading

activation process

and J8; is the judgement score for judgement i.

Once the judgement score is inferred, that score is mapped
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onto a rating by comparison with threshold scores. For

example, a minimum score of 90 results in an Excellent rating.

7 . 4 The Country Consultant as a MAUT Model

The reader will note that, like the Candidate Evaluation

architecture described previously, the Country Consultant

makes use of a weighted additive model to ascertain evaluative

information. The main difference is that, unlike the CE model,

the parent-child links between conceptual nodes are not used

for propagating scores from lower-level nodes to higher-level

nodes. Rather, the links are used to facilitate spreading

activation, which in turn provides all possible judgements

that could influence the final evaluation, subject to the

constraints imposed by the inference strategy. Nevertheless,

once these judgements have been obtained, they become the

terms of a weighted linear model. Thus, the evaluation process

is an implementation of compensatory MAUT decision rules,

where the MAUT "attributes" are actually judgements. Also,

like the CE model, the final score resulting from the additive

model is translated, via a comparison with threshold values,

into a verbal rating (excellent, good, fair, poor, terrible).

To my knowledge, this is the first time a semantic

network representation has been combined with an additive MAUT

judgement model to provide a database representation

facilitating evaluative reasoning. Although this particular

implementation is designed for international marketing, it is
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my belief that the "MAUT semantic network" approach can be

used in other domains as well. As I*will discuss in chapter 8,

a possible avenue of future research is to generalize the

semantic-network/MAUT method into a domain-independent

problem-solving architecture.

7.5 Knowledge Acquisition and Validation for the Country

Consultant

In the Country Consultant, knowledge acquisition takes

two forms. First is the development of the semantic network.

This includes identification of the nodes (concepts) as well

as their links (relationships). As mentioned earlier, nodes

are of four types: markets, market features, entry modes, and

industry classifications. Of these, the industry

classifications and the markets are fairly straightforward.

Currently, CC includes approximately 26 countries (markets)

and approximately 100 industry classifications. The industry

classifications roughly correspond to U.S. Department of

Commerce classifications. the entry mode classification is

based on the descriptive taxonomy shown in chapter 6 of this

thesis. Likewise, the market features are based on research

conducted by Cavusgil, Root, and others, also discussed in

chapter 6. Development of the semantic network also involves

assigning an inference strategy' to each. concept in ‘the

network. For example, the inference strategy for the feature

Intellectual Property Protection was set to allow a search of
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one step down the child link and zero steps up the parent

link, with attenuation factor of 0.9 for each child-link.step.

Thus, each time the Country Consultant attempts to infer a

judgement or guideline for intellectual property protection,

the features that will be included in the search are IPP

itself and each of its "children" (copyrights, trademarks,

patent protection, and royalties).

The second form of knowledge acquisition is the day-to-

day market research and entry of information into the proper

concept combination. This is essentially a data entry task,

performed by judges who scan the academic, government, and

industry literature and enter appropriate information into the

Country Consultant via edit screens, as shown in figure 7.3.

The important element in this type of knowledge acquisition is

to appropriately classify each entry in terms of its market,

industry, entry mode, and feature. In addition, if the entry

is a judgement, proper judgement and directions must be

entered, as well as appropriate confidence levels. Because of

the subjective nature of these judgements, it is important to

continuously validate the information that has been entered.

This issue, while an important one, has not been sufficiently

addressed in my current research. It would be a pertinent

issue to explore in future research, as discussed in chapter

8.
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7.6 Conclusions

This chapter presents an inferential-evaluative database,

called the Country Consultant, which makes use of MAUT methods

and a semantic network indexing scheme. The database is used

to store market research information for the international

marketing domain.

The Country Consultant is currently being used at

International Business Centers and Michigan State University

to facilitate education and counselling in international

marketing. It is being used both as an educational tool

(Bhargava et al. 1991) and as an aid for international

business counselling. As of this writing, approximately twenty

small business executives and over' one hundred. graduate

students have used Country Consultant in some way. It has two

main advantages over other market-research databases. First,

entries into CC are catalogued according to market, feature,

entry mode, and industry, so that a user can query to obtain

information specifically geared to answering a particular

question. Second, through the use of MAUT and spreading

activation, the system is able to infer judgements for which

it has no explicit records. This introduces.AI capabilities to

CC, making it more than just a database.



CHAPTER 8

CONCLUSIONS AND FUTURE DIRECTIONS

The jpreceding' chapters explored. two 'major' areas of

research, and combined their findings into a new expert-system

method for solving certain kinds of problems. The task-

specific approach to knowledge representation in artificial

intelligence and multi-attribute utility approaches to

decision theory were combined to inspire development of a

problem solving architecture for candidate evaluation. Below

is listed the contributions of this thesis, and some

suggestions for future research.

8.1 Contributions of the Thesis

This research makes a number of contributions:

First, it helps bridge the gap between AI and decision

sciences, particularly in terms of multi-attribute utility

theory. To this end, the thesis presents a review of parallel

research being done in both fields, including decision

theorists like Tversky, Dawes, and Slovic, as well as AI

researchers such as Samuel, Berliner, and Langlotz. In

addition, the thesis characterizes a HQLM (hierarchical quasi-

linear model), describing it from an AI and DT perspective. An

architecture is described which combines compensatory and non-

compensatory reasoning methods into a single representation,

and provides a facility for qualitative explanations of

quantitative reasoning techniques. In this sense, the research

263
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makes a similar sort of contribution as that made by

Langlotz’s QXQ system, specifically to provide qualitative

insight into the quantitative reasoning processes inherent in

decision theory.

Second, the research describes Candidate Evaluation as a

new task-specific architecture. The thesis presents a

comprehensive survey of and comparison between different TSA

approaches, including' Chandrasekaran's generic task approach

and the knowledge acquisition methods developed by McDermott

and colleagues. In addition, the thesis provides a detailed

description of the Candidate Evaluation architecture and its

implementation in the CEVED/CEVAL shell.

Third, the research explores another potential

combination of MAUT and AI. A MAUT semantic network model is

introduced for developing an evaluative-inference database,

the Country Consultant. The thesis provides a description of

the database, together with a review of the semantic network

model in Al and in database representations.

Fourth, the thesis contributes to the business research

community by applying AI and decision-theoretic techniques to

international marketing problems. Specifically, the MAUT

semantic network model is used to develop a database of market

research information. The Candidate Evaluation architecture,

through the tools CEVED and CEVAL, are used to develop expert

systems for tasks such as entry mode selection,

distributor/agent evaluation, freight forwarder evaluation,
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and joint venture partner selection.

Fifth, the research contributes to knowledge acquisition

by facilitating the use of TSA shells by non-technical domain

experts. This is made possible through the knowledge-use level

of the Candidate Evaluation language, and its specific focus

on a single problem-solving method. CEVED was developed as an

authoring tool to be used by College of Business faculty and

students, most of whom have little or no AI and computer

science background. The fact that successful applications have

been developed using CEVED is testimony'to the validity of the

Candidate Evaluation architecture. In addition, several

articles have been submitted to and/or published in academic

literature, both in AI (Mitri 1990, Mitri 1991) and in

marketing (Mitri et al. 1991a, Mitri et al. 1991b).

8.2 Future directions:

The research described in this thesis serves as a

stepping stone for future research in AI, decision.theory, and

knowledge acquisition. Some of the issues pertinent to future

research include the following:

8.2.1 Multiple-evaluator issues

The Candidate Evaluation architecture does not currently

address the issue of multiple evaluators, an issue discussed

in chapter 4. However, our experiences working with multiple

experts establishing and validating dimension weights has
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shown us how important it is to reconcile differences in

weightings among the experts. Thus, a promising and necessary

avenue for future research concerns developing computational

methods for deriving weights based on candidate rankings,

delphi studies, and various voting methods. One possibility

would be to include in CEVEDla facility for Borda Count voting

among experts. Thus, the knowledge acquisition facility in

CEVED would be enhanced by the introduction of an optimal

voting method for ranking sample candidates and/or dimensions

and thereby obtaining consistent dimension weights. In

addition, CEVED or CEVAL could include Borda Count voting for

ranking of candidates in the validation process.

8.2.2 Generalizations and Extensions of Semantic-Net MAUT

model

Currently, the MAUT semantic net database is implemented

in the form of the Country Consultant, a domain-specific

database for international marketing. However, the model is

generalizable across a wide variety of domains. Like the

Candidate Evaluation architecture, it tends to be task-

specific, and is best suited for tasks requiring associative,

weighted multi-attribute reasoning techniques. Thus, a useful

next step would be to develop a general-purpose MAUT semantic

network shell that could be used to model many evaluative

inferential databases.

Another enhancement to the MAUT semantic network would be
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to .refine the inference strategy. The current inference

strategy implements a "weak" heuristic in the sense that it

provides a default search constraint and attenuation factor

for each concept of a particular concept type, but is not

specific to a particular situation. The default inference

strategy can be supplemented with concept-specific inference

strategies, which provide specific search scopes and

attenuations for specific combinations of concepts. Such

"strong" heuristics would add intelligence to the database

search.

One need that became clear with the development of the

Country Consultant is the need for automated validation

techniques. Factors pointing to this need include the

potential size of such a database, the volatility of market

research data and its inevitable change over time, and the

complexity of the semantic network structure. Clearly the

validation and verification process will be unwieldy if left

to manual means alone. Thus, future research should

concentrate on automating the validation process with respect

to internal and external consistency of judgements and

guidelines. Several issues are pertinent in validation

research. First, how should judgements be distributed across

the Excellent-to-Terrible spectrum? Are we looking for a

normal curve? Second, how is "inferential consistency" (i.e.

the consistency between an actual judgement and an inferred

judgement for the same concept combination) to be measured?
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Third, exploration should be done pertaining to the use of AI

text analysis methods for verifying the judgements and/or

concept-combination assignments for text entered into the

system.

8.2.3 Linkage of CEVAL modules with Country consultant and

Each other

Future development of CEVAL and Country Consultant will

involve providing linkage between the tools. This.is necessary

because many decisions made in CEVAL modules will require

assessment of target market characteristics. Such a linkage

between TSA tools is not unusual. For example, CSRL currently

has database hooks to obtain information from intelligent

databases via a GT tool called IDABLE.

In the future, CEVAL modules can be linked together. The

evaluation results coming from one module may become the

contextual factors of a second module. In addition, plans in

one CEVAL module may trigger the running of another CEVAL

module. In this way, strategic control of large knowledge

bases involving several modules can be implemented.

8 . 2 . 4 Knowledge Acquisition and Representation Enhancements to

CEVED

Currently, the CEVED tool is closer in functionality to

the generic task languages (CSRL, DSPL, HYPER, etc.) than to
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knowledge acquisition tools like SALT, MOLE, and KNACK. In

other words, CEVED is more or lessia blank slate, an authoring

tool, a programming language. It does not contain knowledge

acquisition techniques such as interviewing, or doing

consistency checks. Future research should concentrate on

making true KA contributions to the MAUT technology via CEVED.

Such enhancements may be facilitated through a number of

modifications of CEVED. For example, CEVED should include the

capability for Monte Carlo analysis. Monte Carlo analysis will

provide the ability to produce "training samples" to the

system, which could then be used to computationally derive

threshold values for ratings, as suggested by Page (1977) and

discussed in chapter 5 of this thesis. The implementation of

delphi studies, Borda Count voting, and linear regression

would also enhance the KA facility.

Graphic representations and browsers should be included

to provide appealing visual information. Finally there should

be the ability'toldo consistency checks in the knowledge base,

such as verifying that combinations of preconditions for a

recommendation fragment can actually occur given the current

weight and rating-threshold circumstances. More exploration of

MAUT and evaluation research will provide insight into further

refinements that can be made to the Candidate Evaluation

architecture and the CEVED tool.
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8.3 Final Conclusions

The work.described in this thesis is a result of research

done in three main academic disciplines. First, research in

artificial intelligence, and particularly in the task-specific

architecture (TSA) approach to knowledge acquisition and

representation for expert systems, served as a motivator and

guide for the development of a shell to facilitate encoding of

domain expertise. Second, research in decision theory,

especially dealing with multi-attribute utility theory (MAUT) ,

provided an architectural framework for encoding of evaluative

reasoning tasks. Third, research and practical experience in

international marketing provided a domain in which to apply

and test the problem-solving architecture.

From the research, literature review, and software

development accomplished for this thesis, it is clear that

MAUT and TSA can be combined for generating an environment

that facilitates knowledge acquisition for evaluative tasks

and allows non-programming domain experts to play a more

central role in expert systems development than is possible

with conventional expert system shells. This supports many of

the claims made by proponents of TSA and generic tasks (such

as Chandrasekaran), and is consistent with the findings of

researchers, such as Langlotz, who combine AI and decision-

theoretic techniques. In addition, it is clear that there is

much potential for this MAUT-TSA combination in the business

world, and particularly in internatinonal marketing.
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The CEVED and CEVAL tools have been and will continue to

be used for this research.and.development effort. Enhancements

described in the preceding section will be implemented to

improve their effectiveness. In addition, there will be

continued effort to apply the Candidate Evaluation technique

to domains outside of international marketing in order to

demonstrate the general utility of the model.
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APPENDIX A

FORMAL CHARACTERIZATION OF THE CANDIDATE EVALUATION

ARCHITECTURE

Space complexity

The following is an analysis, from a set-theoretic

viewpoint, of the space complexity of the candidate evaluation

architecture.

D = the set of all dimensions:

D-{d1,d2, . . .d }
Hill

where n9 is the total number of dimensions in the knowledge

base.

R = the set of all ratings:

R-{r1,r2, . . . ,rnI}

where Hg is the total number of ratings in the knowledge base.

Because ratings are tied to dimensions, another

characterization of R is useful:

R-{RIUR2U. . .URndI

where RE is the set of ratings associated with dimension Di,

such that:

IKCR
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DR = the set of all possible dimension-rating pairs

DR-{dR1, d182, . . . , and}

where dR‘L is the set of dimension-rating pairs for the

dimension di, such that:

dRi-{(dl’ril) I (dilriz) I - 0 I I (di’rin )}

R1

where “m. is the number of ratings associated. with the

dimension d;.

It follows that:

DRCDXR

and:

lee-23d [Rilslclxlld

Thus, the upper bound for the size of all possible

dimension-rating pairs is the product of the number of

dimensions and the number of ratings in the knowledge base.

Now, let.RF'be the set of all recommendation fragments in

the knowledge base:

RF-{If1,rf2, . . . ,If I
“If
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where n“ is the total number of recommendation fragments in

the knowlege base. Each recommendation fragment can be

associated with at most one rating for each dimension. That

is, a recommendation fragment may be tied to several

dimensions, but at most to one rating for each of those

dimensions. Thus, the maximum number of conditions associated

with a recommendation fragment rfl is 129.

Consider a subset of D consisting of (d£,d£,...,d_1_,_.).

Call this set D1. Then we can define a subset of RF, called

”21.: which is the set of all possible recommendation

fragments that are associated with all the dimensions in D1.

The size of RF21 is bounded by the number of ratings for each

dimension in D3. In particular:

lRijlSlRin'Rizlx- . .lekl
.1

In practice, not all these recommendation fragments will

be plausible, since there may be inconsistencies between

ratings of the different dimensions in D1. For example, if an

is a parent of dB then, depending on the maximum and minimum

possible weights of d_1_2, the chosen rating for da may in fact

restrict the possible ratings for du- It may be impossible for

dLJL to be rated as excellent and dAa to be rated as horrible.

Thus, the above equation serves as an upper bounds for the

size of R1793, which is probably going to be much larger than

its actual allowable size. (Actually, such a "consistency
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constraint" is not currently implemented in the Candidate

Evaluation shell; there is no way to prevent the developer

from creating a recommendation fragment whose conditions are

inconsistent with each other. However, that recommendation

fragment will never appear to the end user during a

consultation, since its conditions are impossible).

Now, the set of all [5 is the power set 29. Thus, the

upper bound for the size of RF can be characterized as:

liar-1323“ [RFDJI

From here, we can define a recommendation recl'thusly:

reci—{rfil,rf. ,rf.}
12". 1k

In other words, a recommendation is a set of recommendation

fragments . Thus , we can define the set of al 1 possible

recommendations as the power set of all possible

recommendation fragments:

REC-ZRF

Of course, there is also a "consistency constraint" on the

number of possible recommendations. Such a constraint is based

on the following two principles:

1) A recommendation cannot contain two recommendation

V



276

fragments whose conditions are inconsistent with one another.

In other words, two recommendation fragments whose conditions

are associated with the same dimension but involve different

ratings for that dimension will never appear together in a

recommendation.

2) A recommendation cannot contain two recommendation

fragments if one fragment suppresses the other.

These two constraints can significantly reduce the number

of possible recommendations for' a given. knowledge base,

although.that number will still be exponential with respect.to

the number of dimensions. This is not a space complexity

issue, however, since recommendations are not stored

explicitly but are constructed from recommendation fragments

based on the results of a consultation.

Time complexity

There are three basic steps in the candidate evaluation

process. These are:

1) Dimension weight adjustment based on context

questions.

2) Dimension scoring and score propagation based on

evaluative questions.

3) Recommendation triggering and presentation based on

dimension ratings.
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Weight Adjustment

Adjusting a dimension’s weight involves two main steps:

First, make the weight change based on the answer to a

context question. This is 0(1).

Second, normalize the weights of the affected dimensions

and all its siblings so that they add up to 100% while

maintaining their new ratio to each other. The formula for

doing this for each sibling dimension is:

tn,

——;————x100

2j chj

where n1 is the total number of siblings. Thus, there must

first be a summation of all weights, which is 0(n2). Then, the

normalization must take place for each sibling, also 0(nl).

Since this is a step-by-step process (i.e. first sum the

weights, then normalize each dimension weight), the total

complexity for adjusting a dimensions weight is 0(n1). If we

make a worst-case assumption that the dimension hierarchy

consists of one root node and n2.. 1 siblings under the root

(where 1212 is the number of dimensions in the knowledge base),

then this implies 0(n2) complexity for dimension weight

adjustment and normalization of a single dimension.

Now, the answer to a context question may impact more

than one dimension. In a worst case scenario (which, in

practice should never occur), a context question’s answer may

affect all dimensions. Thus, the complexity for dimension
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weight adjustment based on the answer to a single context

question is 0(n23). If we let 112 be the number of context

questions in the knowledge base, then the worst case

complexity for dimension weight adjustment for an entire

consultation is 0(ngn23) .

In practice, a context question will be associated with

only a few dimensions, maybe two or three. Thus, the average

case time complexity for weight adjustment should be 0(ng5).

Score Propagation

The time to score a leaf node dimension (i.e. a "question

set") is 0(ng) where nu_is the number of evaluative questions

associated with the dimension i. This is because it is simply

a.matter of adding'nsu weighted scores together. Thus, the time

to score all question sets is (Huh), where 129 is the total

number of evaluative questions in the knowledge base.

The time to propagate a leaf node dimension’s score up

the dimension hierarchy is 0(log n9). This is true because

such a propagation involves tracing the ancestral path of the

leaf node, altering maximum and minimum scores for each node

along that path. If we assume that each dimension contains

only one evaluative question (a worst-case scenario), then

this implies that there are nSI leaf node dimensions (question

sets). This sets the upper bound for propagating scores for

all leaf node dimensions up the hierarchy at 0(ns1 log n2).
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Recommendation Triggering and Presentation

Triggering and presenting recommendations involve three

main steps:

1) Triggering the recommendation fragments

2) Suppressing recommendation fragments

3) Sorting recommendation fragments

The basic algorithm for triggering recommendation

fragments is shown below:

for each recommendation fragment

if the conditions match for that recommendation

fragment

add it to a list of triggerred recommendation

fragments

end

end

If we let Es be the number of recommendation fragments

in the knowledge base and m be the maximum number of

conditions per recommendation fragment, then the time to

trigger recommendation fragments is 0(mngj.

The algorithm for suppressing recommendations is as

follows:

for each recommendation fregment in the triggered list

for each rec fragment suppressed by the current one

add the suppressed rec fragment to a list of

suppressed recommendation fragments

end

end

end

for each suppressed recommendation fragment

delete it from the triggered rec-fragment list

end

If we make the worst case assumption that a
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recommendation fragment can suppress all others, then the

first loop is 0(ngf). The second loop is 0(ngj. Thus,

recommendation suppression is 0(ngf).

Sorting the recommendation fragments is done via standard

sort techniques, which will be at most polynomial. Thus, if we

assume that the maximum number of conditions per

recommendation fragment is no more than the total number of

recommendations, then the worst case time complexity for

triggering, suppressing, and sorting recommendations is

O(n,_,3) .

Total time complexity for a CEVAL consultation

The above three sections described the time complexity

for each portion of a CEVAL consultation. If we add the total

time equired for context-based weight adjustment, score

propagation, and recommendation presentation, it comes to:

0(ngn23) + 0(ng log mg) + 0(ngg)

where:

1% is the number of context questions in the knowledge base

1% is the number of dimensions in the knowledge base

9 is the number of evaluative questions in the knowledge

base.

ng; is the number of recommendation fragments in the

knowledge base.

Thus, this translates to a polynomial time complexity

with respect to the various types of input variables that
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CEVAL receives. Keep in mind that the number of recommendation

fragments could.potentially'be exponential.with.respect.to the

number of dimensions in the knowledge base. However, in

practice this will not occur: rather, recommendation fragments

will be created only for "relevant" combinations of dimension-

rating values, as deemed necessary by the knowledge engineer.
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