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ABSTRACT

GROWTH AND SURVIVAL OF SMALL SOUTHERN AFRICAN FIRMS

BY

Michael A. McPherson

Small enterprises are a ubiquitous feature of the

economies of many developing countries. This study is the

first to examine the dynamics of their survival and growth

using economic theory and modern econometric techniques. This

dissertation examines these issues using unique data sets from

five countries in southern Africa.

The theory of firm survival (due to Jovanovic, 1982)

implies an inverse relationship between the probability a firm

fails and the firm's size and growth rate. Additional

explanatory variables, based on empirical evidence from

earlier studies, allow for differences in the characteristics

of enterprises and their proprietors.

Using data sets from surveys conducted in Swaziland and

Zimbabwe in 1991, I estimate a proportional hazards model

describing the failure rates of a sample of approximately

8,500 firms. There is an inverse relationship between

enterprise growth rates and the failure hazard. However, the

size of the enterprise is unrelated to its probability of

failing. The sector where it operates influences the hazard,

as does its location. Access to formal credit does not

improve its survival chances; and female-headed firms are at

no survival disadvantage compared to their male counterparts.



Jove

an invers

these an:

examined 
from 1,673

Swaziland,

evidence

stoma, a

these faC'

an influe

firms run

run by Ea



Jovanovic's theory also implies that firm growth will be

an inverse function of firm age and size. The impacts of

these and other explanatory variables on firm growth are

examined in an ordinary least squares framework, using data

from 1,673 enterprises located in two South African townships,

Swaziland, Lesotho, Botswana, and Zimbabwe. There is strong

evidence of an inverse relationship between firm age and

growth, and between firm size and growth. In addition to

these factors, the sector and location of an enterprise have

an influence on its growth rate, and in two countries, the

firms run by female proprietors grow more slowly than those

run by males. Sample selection is unimportant.
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CHAPTER I

INTRODUCTION

A visit to most developing countries will make clear to

even the unobservant visitor that micro and small enterprises

(MSEs)l are a ubiquitous feature on the landscape of many of

these economies. These enterprises are frequently one-person

operations, often operating from the proprietor's home. The

most common sorts of enterprises in southern Africa are small

textile manufacturers (e.g., knitters, tailors, weavers and

crocheters) , beer brewers, vegetable hawkers, and basket

weavers. In general, these enterprises have low initial

capital, as well as skill, requirements. In most countries,

at least two-thirds of the proprietors of MSEs are women.

Many African governments are beginning to realize the

increasing importance of the MSE sector for income generation

as well as for making income distribution more equitable.

African population growth rates are astoundingly high; in

southern Africa these range from 2.6 percent to 3.8 percent

 

‘ For purposes of this discussion, MSEs are those non-farm

income-generating activities with 50 or fewer workers.

1



 

annually}

lagging we

the narqir

are incre

their inc

several 2

one-quar‘

involved.

Now

makers,

begun to

researcr

bEgan ‘1

“3353101



2

annually.2 With the rate of formal sector job creation

lagging well behind the increase in the labor supply, and with

the marginal product of agricultural labor very low, Africans

are increasingly turning to the MSE sector for all or part of

their incomes. Indeed, recent studies of the MSE sectors in

several southern African countries indicate that as many as

one-quarter of the working age population in each country are

involved in this sector.3

Now that the importance of MSEs has become clear, policy-

makers, members of the donor community, and researchers have

begun to examine what is known about.these enterprises. Early

research regarding small enterprises in developing countries

began in the 19508 (see for example, Hoselitz, 1959) , and

occasional work was pursued throughout the 1960s. However,

widespread research on this topic has been undertaken only for

the past two decades. This proliferation of empirical studies

of the small enterprise sector was spawned by an employment

study conducted by the International Labor Organization (ILO)

in urban areas of Kenya (ILO, 1972). This study identified an

important but ignored part of the urban employment scene: the

many small scale manufacturers and traders who operated

extralegally. This sector has become known by the phrase

 

2 See World Bank (1991). To better understand the magnitude

of the problem, consider that it takes only about 27 years for

a population growing at a rate of 2.6% per year to double in

size.

3 See Fisseha and McPherson (1991) and McPherson (1991).
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3

coined by this early work: the "informal sector'“. The

suggestion in the Kenya study that the urban informal sector

needed to be examined led to surveys funded by the ILO of

informal enterprises in Freetown, Sierra Leone; Lagos and

Kano, Nigeria; Kumasi, Ghana; Colombo, Sri Lanka; Jarkarta,

Indonesia; and many others.in the 19703.5 Subsequently, other

international organizations began studies of small

enterprises6 including not only urban firms, but rural ones as

well. To name only a few, in Africa, studies have been

completed in Nigeria (Aluko, Oguntoye, and Afonja, 1972a,

1972b) , Sierra Leone (Liedholm and Chuta, 1975) , Kenya (Child,

1977), Egypt (Davies, Seale, Mead, Badr, Sheikh, and Saidi,

1984) and Zambia (Milimo and Fisseha, 1986). In Asia, Deb and

Hossain (1984) have studied MSEs in Bangladesh, Ho (1980) has

considered the cases of Taiwan and Korea, and Little,

Mazumdar, and Page (1987) focused their work on Indian MSEs.

 

‘ Attempts to define the informal sector have always produced

controversy, since the boundaries of the sector are by no

means clear. The ILO offers one possible definition: "..the

informal sector is one where free entry to new enterprises

exists; enterprises in this sector rely on indigenous

resources; they are family owned and small scale; they use

labour-intensive and adapted technology; their workers rely on

non-formal sources of education and skills; and finally they

operate in unregulated and competitive markets." (ILO, 1981;

pp. 15-16)

5 For details on these surveys, and the urban informal sector

in general, see Sethuraman (1981).

‘ While most small enterprises belong to the informal sector,

the two groups are not the same. In these studies, as well as

in this dissertation, the small enterprise sector is based

simply on the number of workers engaged in the activity.
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4

Several surveys of small enterprises have also been conducted

in Latin America, including Colombia (Cortes, Berry, and

Ishaq, 1987), Honduras (Stallman.and.Pease, 1983), and Jamaica

(Fisseha and Davies, 1981). Typically, these studies

restricted. themselves to some jparticular feature of the

sector: for example, some considered only particular industry

groupings and others included only rural enterprises.

In addition to this vast accumulation of knowledge about

small enterprises from countries around the developing world,

other specific aspects of the sector were taken up in the

literature. The recognition of the importance of considering

an enterprise in the context of its surroundings led to the

application of subsector analysis to MSE research. These

studies examine how enterprises in a given subsector are

linked with their suppliers and their customers, and how they

compete with each other. Consideration is also given to the

impact of the legal and regulatory environment on MSEs. For

example, Haggblade (1984) looked at the sorghum beer industry

in Botswana, while in Thailand, studies of the furniture

(Boomgard, 1983) and silk (Haggblade and. Ritchie, 1991)

sectors have been undertaken. These studies have repeatedly

yielded interesting and useful results.

Another topic of interest which has been pursued involves

the relative efficiency of MSEs. In their 1987 review,

Liedholm and Mead assemble information regarding efficiency

for small manufacturing enterprises in several countries in
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5

the developing world, including Sierra Leone, Egypt, Jamaica,

Honduras, and Bangladesh.7 They explore several measures of

efficiency, including social benefit-cost ratios, and net

return per hour. They report important differences according

to firm size, the sector in which the firm operates, and firm

location.

According to the authors, in many but not all

manufacturing sectors, efficiency increases with size up to

fifty workers, and thereafter declines. That is, MSEs as a

group may be more efficient than larger scale enterprises, but

within the MSE category, the micro firms may be less efficient

than the small firms“ Often the largest jump in efficiency is

between the one-person enterprises and those with two workers.

This "U"-shaped efficiency-size curve is somewhat

controversial, however. Findings from Korea (Ho, 1979) and

Colombia (Cortes, et a1., 1987) indicate that for some

industries efficiency increases with size. Little, et a1.

(1987) find that once other factors are controlled for, firm

size is not related to efficiency in most industries. They

conclude that "the absence of a significant relationship

between firm size and technical efficiency means that neither

a positive nor a negative case can be made for small firms on

the grounds of superior or inferior economic efficiency".

 

7 It should be noted that all of the studies summarized in

Liedholm and Mead (1987) are based on static data.
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6

Enterprises in certain sectors seem to be relatively more

efficient as well. The studies cited in Liedholm and Mead

(1987) only include manufacturing enterprises; nevertheless,

the findings are important and useful. In most countries

considered, MSEs in the metalworking and non-metallic mineral

processing sectors, and to a lesser extent the wood processing

sectors are the most efficient. 0n the other end of the

spectrum, in most of the countries enterprises involved in

textile and wearing apparel production are the least

efficient, closely followed by food and beverage processors.

Liedholm and Mead (1987) present information on two

locational characteristics as well. First, the average home-

based enterprise is less efficient than the average firm

located elsewhere. Second, rural enterprises tend to be less

efficient than those in urban areas. The authors emphasize

that exceptionally efficient home-based and rural enterprises

certainly exist; their conclusions are based on averages.

Many other topics involving small enterprises have also

been examined in. the recent pasta These include data

collection methodology, the impact of the policy and

regulatory environment on small enterprises, and the demand

for products manufactured by MSEs.

This vast literature has illuminated many previously

unknown facets of MSEs, and has been able to make some

limited, but important policy recommendations. However, these

many areas of study of MSEs have at least one common
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7

shortcoming. Each of the studies listed above (as well as the

many that were not) concentrates on firms at one point in

time. ILittle or no attention is given to issues involving how

these enterprises grow and change over time.

Recognizing the failure of the field to address dynamic

issues, new surveys were designed to collect appropriate data.

These new studies began in 1990 with a country-wide survey of

MSEs in Lesotho (Fisseha, 1991), and continued with the work

of Liedholm and McPherson (1991) in South Africa, Fisseha and

McPherson (1991) in Swaziland, Parker and Dondo (1991) in

Kenya, McPherson (1991) in Zimbabwe, and Daniels and Fisseha

(1992) in Botswana. The data that have been gathered make an

in-depth study of how small firms change over time possible

for the first time. In addition to addressing the subject of

MSE dynamics, these data collection efforts have yielded some

lessons regarding survey methodology.

This dissertation reports on these new findings. Its

primary objective is to extend the knowledge frontier

regarding small enterprises beyond static issues to dynamic

ones. In doing so, this research is intended to provide

guidance to both policy-makers and to researchers. For the

former, knowledge of how firms change over time should be a

crucial input into the decision-making process of those who

would assist MSEs. For the latter, this dissertation may

stimulate discussion of new analysis and data collection

techniques so that issues raised below can be examined in
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greater detail by others. Although the contributions of this

work are primarily empirical, the results to be presented may

also provide the groundwork for formal modeling work in the

future.

This dissertation has two specific objectives. The first

involves the issue of firm survival. It attempts to address

the question, "What factors influence a firm's chances of

failing?". The second objective is to understand growth among

MSEs better. It considers the concept of growth and its

measurement, and what characteristics of firms and their

proprietors lead to growth.

This dissertation is divided into four primary parts. In

Chapter II, the context in which southern African MSEs exist

is presented. This chapter also describes the methodology

used in the surveys that generated the data, in addition to

some simple descriptive findings regarding small enterprises.

Chapter III considers issues surrounding MSE survival. The

analysis in this chapter is unique: this model has never

before been used to study firm lifetimes in either developed

or developing countries. Factors which influence growth in

individual firms are the subject of Chapter IV. As noted

above, data on this topic are available for five countries,

making possible some interesting cross-country comparisons.

A final chapter presents some general conclusions and policy

implications, and makes some recommendations for future

research on MSEs.
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CHAPTER II

MICRO AND SMALL ENTERPRISES IN SOUTHERN AFRICA:

A BACKGROUND

2.1 Introduction

In the last two years, Michigan State University, in

collaboration with local institutions, has conducted five

surveys of micro and small enterprises (MSEs) in the southern

African region. It is from these extensive studies that the

data used for this dissertation are taken. This chapter is

designed to provide background information that may help to

put the findings of the following chapters into perspective.

To this end, the following section presents a brief discussion

of the characteristics of the countries under study. Section

2.3 describes in a general way the survey method used for data

collection in each of the countries, and section 2.4 reports

some of the findings of these surveys. A final section

contains some concluding remarks.

2.2 A Review of Regional Similarities and Differences

Regardless of the political positions of the countries in

the southern African region with respect to South Africa, each
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of these smaller economies is dominated by its neighbor to the

south. Four of the countries in this study, South Africa,

Swaziland, Lesotho, and Botswana, are members of the Southern

African Customs Union (SACU). Among other things, SACU has

facilitated the entry of large South African firms into member

states. As a result, MSEs in these countries may be forced

into lower-return sectors in which.they do not.have to compete

with large-scale foreign firms. Although it is not a member

of SACU, Zimbabwe's economy is also»dominated.by large, white-

owned enterprises. Prior to independence in 1980, these

large-scale enterprises were granted.privileges which allowed

them to control the most lucrative markets. The effect on

small enterprises has been the same as in the SACU countries.

In addition to being forced to compete with large firms, MSEs

in southern Africa have faced a legal and political

environment that is at best ambivalent, and at worst hostile.

Believing the informal sector, to which most MSEs belong, to

be counterproductive to the development process the

governments in the region have enforced a variety of

restrictions or prohibitions respecting the activities of

small enterprises.

South Africa is also a major force in the regional labor

market. Each country sends some of its workers to the South

African mines. Some countries, such as Lesotho, depend

heavily on remittances from migrant workers. Even as Zimbabwe

and Botswana have reduced the number of migrant workers, their
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economies have been affected. In particular, as Downing and

Daniels (1992) point out, the decrease in workers abroad has

served only to increase the competition in the MSE sector, as

many of these former migrant laborers return home and begin

small enterprises.

In addition to dominating the region's product and labor

markets, the South African economy has considerable influence

in the regional capital market. Lesotho, Swaziland and South

Africa belong to the Rand Monetary Area, in which a common

currency is accepted.8 South African investment in Botswana

is also heavy, especially in the mining sector.9 Zimbabwe's

economy is also heavily dependent on South African capital.

According to Tortensen (1982), "penetration of the Zimbabwean

economy by South African capital spans most sectors".

There are other similarities between the countries

studied here, as well. Besides South Africa, all of the

countries studied in this work are landlocked, and most.depend

heavily on the transportation network that traverses South

Africa for shipment of imports and exports. The countries

have broadly similar climates, and therefore similar

agricultural patterns, although there are certainly some

differences owing primarily to dissimilarities in altitude.

These countries also have much in common when one considers

 

3 Nominally, Swaziland and Lesotho each have their own

currency; However, these are pegged to the rand, and.the rand

is legal tender in both countries.

9 Tortensen (1982).
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their colonial heritage: all are former British territories.

The countries are shown in Figure 2.1.

In spite of these similarities, there are stark

differences between the countries under study in this

dissertation. In order to put the findings of later chapters

into perspective, a brief discussion of the ways in which

southern African countries are dissimilar is warranted.

2.2.1 South African Townships

The townships in South Africa were established as a part

of the mechanism of apartheid. The two townships covered in

this dissertation, Mamelodi and Kwazakhele, are located on the

outskirts Of Pretoria and Port Elizabeth, respectively.

Statistics at the township level are difficult to obtain,

although a picture that is probably reasonably accurate can be

pieced together from smaller studies.

The 1985 population of each township is approximately

120,000.10 Of those in the formal sector work force, many

work in heavy industry or as domestic help in white

households. Because of the urban nature of the townships,

agriculture.is not an important.part of the economies of these

communities as it is in other countries in the region. Not

 

m Liedholm and McPherson (1991).
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surprisingly, the government has constrained the development

of business within the townships, including restrictions on

the establishment of manufacturing concerns and strict

regulations regarding the pervasive mobile vendors.ll In

addition to the constraints placed on business from

legislation, the violent and unsettled social environment has

often resulted in hardship for township businesses and

residents. Perhaps reflecting the harshness of life in the

townships, residents may be worse off than the average person

living in some of the other countries in the region.

Estimates of the annual per capita income fall into the

general range of $450 - $500.12

2.2.2 Swaziland

Swaziland, a country of about 735,00013 people, is

roughly the size:of Delaware, and.is surrounded on three sides

by South Africa. It is a monarchy, independence having been

achieved in 1968. Swaziland is a relatively stable

environment politically (Shillington, 1987). In general the

government encourages investment and business growth, making

 

“ Davies (1987).

n VISTA (1990) estimates annual per household income in

Kwazakhele at $2,714 in 1990. The same study lists the

average household size as 5.6 persons, so per capita income is

$485. The report admits that income under-reporting may be

problematic. McGrath (1990) reports 1980 per capita "black"

income country-wide as $457.

” World Bank, 1990.
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use of ‘tax incentives and other' policies. Swaziland's

government takes a relatively less active regulatory stance

(Davies, et a1., 1985).

I Like many countries in the region, Swaziland's economy

relies heavily on agricultural production. In addition to

supporting the majority of the populace, agriculture is also

a major source of foreign exchange. While raw sugar is the

major source of export earnings, exports of asbestos, wood

pulp and canned fruit are also important. Although Swaziland

does not rely on repatriated earnings from Swazi miners abroad

as much as many southern African countries, the economy is

still dependent on South Africa. Most large-scale industry,

including most manufacturing concerns as well as the lucrative

tourism sector, is dominated by South African firms.

Additionally, the fact that 95% of Swaziland's imports come

from South Africa demonstrates the former country's reliance

on the latter (Davies, et a1, 1985).

With the population so small, Swaziland's domestic market

is not very large. Still, the annual per capita income, at

$810 for 1988 (World Bank, 1990) is larger than that in many

countries in the region. The per capita incomes of Swaziland

and the other countries studied in this dissertation are

presented in Table 2.2. Swaziland also has a relatively well-

developed transport. and road system, an. easier task 'to

accomplish due to the compact nature of the country.
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2.2.3 Lesotho

Of the countries studied in this thesis, Lesotho is the

most heavily dependent on South Africa, and the poorest.

Slightly larger (the size of Maryland) and more populous (1.7

million people) than Swaziland, only 9% of its land area is

arable, owing to its mountainous terrain. Indeed, all of

Lesotho is at least 1,000 meters above sea level.“ Lesotho

is nominally a monarchy, but is actually controlled by a

military council. Lesotho became independent in 1966

(Shillington, 1987).

Lesotho sends roughly 150,000 migrant workers to South

Africa, mainly to work in the mines. While repatriated

earnings are an important part.of the Basotho economy, GNPjper

capita in 1988 was only $420, ranking Lesotho among the

poorest 30 countries worldwide (World Bank, 1990) . The

dependence on South Africa for employment for a substantial

proportion of the work force has led to a retardation of the

industrial development of the country relative to its

neighbors in the region. This fact, coupled with Lesotho's

lack of natural resources”, paints an uncertain picture of

the country's future.

 

“ Statistics from Barclay's Bank, 1988.

15‘Wateris the only natural resource Lesotho has in abundance.
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2.2.4 Botswana

Botswana is a much larger country than either Swaziland

or Lesotho: it is roughly the size of France. .Although it.has

almost twenty times the land area of Lesotho, it has only 1.3

million inhabitants, compared with 1.7 million for Lesotho.

Partly this results from the fact that the Kalahari desert

consumes 69% of the land.16

Since independence from Britain in 1966, Botswana has

been a democracy, generally free of political unrest. Its

economy is less dependent on agriculture than those of

Swaziland or Lesotho. Only 3% of GDP in 1988 derived from

agriculture, while 55% resulted from industry (World Bank,

1990) . Botswana has a well-developed mining sector, exporting

diamonds, copper, nickel, and other minerals. The development

of the mining sector has dramatically reduced the number of

migrant miners in South Africa, from approximately 30,000 in

1970 to less than 15,000 by the mid-1980s.17 GNP per capita

is $1,010 (1988), the highest in the region except South

Africa (World Bank, 1990).

2.2.5 Zimbabwe

Zimbabwe had the most recent and most violent birth of

the countries being considered. The white minority government

issued a Unilateral Declaration of Independence from Britain

 

“ Statistics taken from Barclay's Bank of Botswana, 1982.

n Shillington, 1987, p. 190.
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in 1965. In response to Zimbabwe's (then Southern Rhodesia)

racial policies, the international community imposed

stringent sanctions. Only after a bloody and protracted civil

war ended in 1980 was Zimbabwe born. The sanctions had some

positive impacts on the country. Most notably, sanctions

helped speed the development of the industrial capacity as

well as that of the national infrastructure. The period of

the sanctions also began a tradition of central planning of

the economy, a legacy that continued during the period of

socialism which began after 1980. Only recently has Zimbabwe

begun to liberalize her economy.‘8

The country is the northern-most country in this study,

and except for South Africa, the largest in population with

9.3 million people in 1988 (World Bank, 1990). Zimbabwe is

much larger in terms of land area than Swaziland or Lesotho,

but smaller than Botswana. Although suffering more from the

current drought than most countries in the region, typically

Zimbabwe is food self-sufficient. In many years, Zimbabwe

exports grains, particularly maize, to her neighbors. As in

Botswana, the mining sector is well-developed in Zimbabwe,

with gold and asbestos as leading exports. Her fairly recent

independence has left Zimbabwe with a well-developed

industrial sector. President Mugabe has been largely

successful in persuading the skilled workers and capitalists

 

" Statistics from Doing Business in Zimbabwe.
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to remain, or those that fled the country after the civil war

to return.

In spite of Zimbabwe's diversified economy and well-

developed industrial sector, it is the poorest country studied

in this dissertation, except Lesotho. 1988 per capita income

was $650 dollars (World Bank, 1990). In part, this may be

explained.by Zimbabwe's higher birth.rate over the last.twenty

years.

2.2.6 Other Regional Differences

The countries in this study have also demonstrated widely

different patterns of economic growth over the last several

decades" .As Table 1.1 shows, the most rapidly growing economy

overall has been Botswana, while the most sluggish growth has

been in South Africa. There are also noticeable differences

when GDP growth is disaggregated by sector. For example,

growth in agriculture ranges from 2.5% per year in Zimbabwe to

-5.9% in Botswana. Similar disparities exist in the other

sectors as well.
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Table 2.1

Average Annual Growth Rates of GDP By Major Sector

(in Percent)

Canny GDP um Industry Manufacmring Service.

 

 

 

 

 

             

‘ 65-80 80-88 65-80 80-88 65-80 80-88 65-80 80-88 65-80 80-88

Salli Africa 3.8 1.3 NIA 1.7 NIA 0.2 NIA 0.2 NIA 2.6

Swan’l-ll 4.2 33' MIA N/A N/A N/A N/A N/A NIA N/A I

1m 5.7 2.9 NIA 1.8 NIA 1.6 N/A 12.4 N/A 4.1

m 14.2 11.4 9.7 -5.9 24.0 15.1 13.5 5.0 11.5 10.3

Zimbabwe 5.0 2.7 NIA 2.5 MIA 1 .7 N/A 2.1 N/A 3.4

= =E

SOURCES: Wald But, 1989, 1990.

UNDP, 1989.

' Dela any trough 1987.

MIA lac-n “nu availinlc'.

Table 2.2

Per Capita Gross National Product, 1988

 

 

 

 

  
SOURCE: World Bank (1990)

2.3 Survey Methodology

From late 1990 to 1992, Michigan State University

conducted five surveys of MSEs in southern Africa. The

countries involved are Swaziland, Lesotho, Botswana, Zimbabwe

and 2 townships in South Africa, Mamelodi and Kwazakhele.

Details of the findings of these surveys are reported in
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Liedholm and McPherson (1991), Fisseha and McPherson (1991),

Fisseha (1991), Daniels and Fisseha (1992) and McPherson

(1991). Each of these was conducted in largely the same

manner.19 The four country-wide surveys employed a stratified

cluster sampling technique. This method involves the

designation of several strata, usually based on size of the

population. For example, a typical survey divided the country

into urban areas, rural areas, and smaller towns”. Within

each stratum, clusters were chosen at random. Most of the

time clusters were defined by the national census of each

country. For example, rural areas in Swaziland are divided

into enumeration areas. From a list of all such areas, a

number were drawn at random. Once the clusters within each

stratum were identified, the data collection began. Within

each cluster, every household and shop was visited by an

enumerator, and data were gathered on any enterprises that

were identified.

Because they were not country-wide exercises, the surveys

of enterprises in Mamelodi and Kwazakhele were slightly

different. These were censuses: every shop and household

within the boundaries of the township were enumerated.

Two or three instruments were used in each survey. The

first was a questionnaire aimed at existing enterprises.

 

w The author was directly involved in the management of each

of the surveys except Botswana.

2° For survey purposes, "urban" is defined as cities with

20,000 or more inhabitants.
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Administered in all countries, it gathered basic data

regarding the business and its proprietor. An example of a

basic questionnaire can be found in Appendix 1. A second

instrument, designed to collect more detailed data on firm and

proprietor characteristics, was.a supplementary questionnaire

given to a subset of existing MSEs. In order to learn about

the survival chances of small firms, an innovative survey

procedure developed by Parker and Dondo (1991) in Kenya was

employed. This involved administering a third questionnaire

to all persons in the sample area who once ran enterprises

which are now closed. This questionnaire was used in the

Swaziland and Zimbabwe surveys. These new data make possible

the analysis of failure probabilities utilized in Chapter III.

The surveys were conducted in the native language of the

respondents. Teams of enumerators, often university students,

were hired and trained in survey techniques. Oversight of

these teams was the primary function of field supervisors.

Other survey personnel included an overall survey director and

data entry specialists.21 The actual number of MSEs

enumerated in each country is presented in Table 2.3.

 

2‘ For further detail on survey methodology, see Liedholm

(1991).
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Table 2.3

Number of Enterprises Enumerated

-

South Africa: 2 Swaziland Lesotho Botswana Zimbabwe

Township-

IMMAmw 1,mo suz an new

UrbanArea“,5253 1,713 2,055 473 3,760

2,759 7,267 1,324 5,575

 

SOURCE: Savoy Dun

Surveys of this sort provide important information.

Nonetheless, as with all surveys, they are potentially subject

to certain limitations. Imprecision is introduced into a

survey in two ways: sampling error, resulting from the design

of the survey, and non-sampling error, which comes from the

survey's execution" Casley and Lury (1987) point out that, at

least in surveys conducted in developing countries, non-

sampling error tends to be much greater than sampling error.

The sources of each type of error in the surveys used in this

dissertation, as well as what steps were taken to minimize

them, will be considered in turn.

Sampling error arises because it is unlikely that any

sample describes the population from which it is drawn

perfectly accurately. Obviously, sampling error can be

reduced by increasing the sample size.22 Unfortunately,

 

n Casley and Lury (1987) state that a doubling of the sample

size will decrease the sampling error by a factor equal to the

square root of the sample size.



SUN/9Y5

As a r4

chosen

simila:

variab

strata

for th

choice

are n0'

reduce

choice

of exi

each 0'

Vere r

A

finds:

Pracis

r3500:



24

surveys generally suffer from financial and time constraints.

As a result, the surveys used to generate these data rely on

stratified cluster sampling, described above. The strata are

chosen in such a way as to group together MSEs that are

similar to one another. In other words, the variance of any

variable should be small within strata but large between

strata. This allows the survey to sample fewer enterprises

for the same level of precision. In practice, however, the

choice of strata is seldom a simple one, since these variances

are not known beforehand. The extent to which stratification

reduces sampling error depends on the appropriateness of the

choice of strata.23 The researcher, then, must make the most

of existing knowledge of the survey area. In the design of

each of these surveys, local experts, such as census officers,

were regularly consulted.

An additional source of sampling error is the use of

random cluster sampling. In order to maximize the gains in

precision from stratification, enterprises would need to be

randomly chosen within each stratum. This is not feasible,

 

”.Ex post, these variances can be calculated, and a rough idea

of the appropriateness of the stratification can be achieved.

As.an.examp1e, for Zimbabwe the variance:of the average annual

growth rate of employment for all strata together is .493.

This is higher than the variance within six of eight strata.

The exceptions were the urban industrial and commercial areas,

with variances of 1.917 and .695 respectively. Given that

only a tiny fraction of all MSEs are located in industrial and

commercial areas, this indicates that the choice of strata was

a reasonably good one in this case.
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given the lack of a sampling frame“ and given the vast

resources required to carry out such a scheme. It is usually

the case that cluster sampling reduces the precision of

estimates relative to random sampling. As noted by Cochran

(1977), the loss of precision is lower the more homogeneous

are MSEs within each cluster; .As a result, these five surveys

chose clusters at the smallest level possible. For example,

in urban areas, a cluster might consist of a small

neighborhood consisting of households with roughly the same

incomes.

A final source of sampling error in these surveys should

also be ‘mentioned. In conducting a survey, not. every

enterprise within a selected cluster could be enumerated. For

example, approximately 30% of households visited were closed;

that is, interviewers found no one home at the time. In the

work that follows, it is assumed implicitly that the "open"

households were representative of all households. In their

1991 survey, Parker and Dondo managed to resurvey closed

households. They discovered that the characteristics of MSEs

in open and closed households are largely the same.

The more serious problem is usually the non-sampling

error. Because it is unusual to find an MSE which keeps

records, it is necessary to rely on the memory of the

 

u If all MSEs registered with the government, and the

registration list were available, enterprises could be

randomly selectedm ZHowever, the vast majority of MSEs are not

registered.
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respondent. Given that this research focuses on changes at

the firm level over time, information about the business at

the time it started had to be gathered. In order to minimize

recall error, the surveys only included. questions about

"stock" variables, such as number of workers. Though

interesting, ”flow" variables, such as sales, costs, or labor

hours, were not included. Despite this, some recall error is

inevitable.

2.4 General Survey Findings

The surveys described in the previous section permit a

much closer consideration of southern African MSEs than has

ever been jpossible before. 'Two important issues, firm

survival and firm growth, are taken up in detail in the

following chapters. Before delving into these matters, it may

be instructive to consider some simple descriptive statistics

compiled from these surveys. In this way, a clearer

understanding of the nature of MSEs in the region can be

reached. Additionally, these simple findings may provide some

direction to the empirical work of Chapters III and IV.

2.4.1 Magnitude

Table 2.4 presents some general statistics regarding the

magnitude and importance of the MSE sector in each of the

countries under study. It is obvious from the table that the

MSE sector is an important part of the economic structure of
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each country. In the two townships, which represent the

smallest survey area of the five considered, an estimated

8,000 MSEs were operating at the time of the survey. Almost

850,000 small enterprises were estimated to exist in Zimbabwe

in 1991. A significant proportion of the working age

population in each country is employed in the MSE sector,

ranging from 17% in Botswana to 33% in Zimbabwe. Except for

Botswana, in each case for which statistics are available, the

estimated employment in MSEs is substantially larger than the

estimated employment in the formal sector.

Table 2.4

MSE and Labor Force Magnitudes

(in thousands)

 

 

 

 

   

 

 

    
 

I No. of MSE: I 8 51 103 49 I 845 II

MSE Pnplqmcu 16 101 161 106 1,568

National Statistics

Populatim Age 15 or More I NIA 424 9% 634 | 4,724 ll

Formal Sector Employment I N/A 68 72 161‘ I 907 [I

.= ,

SOURCES: chdaolm and Mead (1992)

World M, 1990

NOTES: 'ltabmldbcnacdthanownahipdataamurbaninnamrc,andmnotnfic0ycomparablcwmcothcrcomuica.

‘ Botswana Central Statistics Office, 1989.
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2.4.2 Sectoral Distribution of MSEs

Small enterprises are involved in a wide variety of

activities, as Table 2.5 demonstrates. For the urban South

African townships, the majority of MSEs are engaged in retail

trading, with tiny, often mobile, vendors being the most

common enterprises.” For Swaziland, Lesotho and Zimbabwe,

manufacturing concerns are the most prevalent. Within

manufacturing there exists no clear pattern of prevalence

across countries. In Swaziland, the most frequently

encountered manufacturing enterprises are those involved in

wood and grass processing (especially weavers of grass baskets

and mats), while in Lesotho food and beverage processing is

the dominant sector (mainly brewers of traditional beer). On

the other hand, the knitters, weavers and tailors of the

textiles production sector are the most commonly found

manufacturing concerns in Zimbabwe. Interestingly, the

sectoral pattern of Botswana is more similar to that of the

South African townships, even though the latter are strictly

urban. In each country, the construction, transport and real

estate sectors make up only a small fraction of all MSEs. The

share of the service sector in all enterprises ranges from 3%

in Lesotho to 7% in the townships. By way of comparison, the

most common manufacturing sectors in India in 1971 were non-

metallic mineral processing, food and beverage processing, and

 

” This may be partially attributable to the prohibition by the

government of manufacturing concerns within the townships

(Davies, 1987).
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textile and wearing apparel production.26 Liedholm and Mead

(1987) , citing studies from around the world, report that

firms involved in small scale industry tend to be engaged in

food and beverage processing, textiles, and wood products.

Table 2.5

Sectoral Distribution of MSEs

(Percent of All MSEs)

1501110 Ban-n Zimbabwe

Africa:2
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” Little, Mazumdar, and Page (1987), p. 65.
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The sectoral distribution of MSEs is also a function of

location, as Table 2.6 makes clear. In Swaziland, Lesotho,

and the South African townships, urban enterprises are more

likely to be engaged in the trade sector, while rural firms

tend to be small manufacturers. There are, however,

exceptions to this pattern: small trading concerns are

prevalent in both urban and rural areas in Botswana, while in

Zimbabwe, small manufacturers dominate both locations.

Table 2.6

Sectoral Distribution of MSEs by Location

 

 

 

 

 

         

Trade 1 70.3 19111 55.3 27.9 40.7 23.3 62.8 66.4 28.8

Scrvicca i 7.1 N/A 5.6 5.1 20.4 6.5 7.4 2.3 4.6
- _» .‘ _ .1. ._ _ ____ A, .. __._4 _- . _-_—.. ____.T__—_—..____—= ... _.___ ———_—_. ___  

2.4.3 Location of MSEs

Two locational characteristics of MSEs are interesting.

The first involves the distribution of enterprises into urban

and. rural locations. 'The 'majority' of small enterprise

activity seems to occur in the rural areas of each country.

Given that a large proportion of the people of the region
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inhabit the outlying areas, this is not surprising. The

percent of all MSEs that operate in rural areas is lowest in

Zimbabwe at 58%, and.highest in Lesotho at 80%. IDistributions

in this range for manufacturing firms are reported for India

(Little, et a1., 1987), and Liedholm and Mead (1987) report

similar results for MSEs engaged in manufacturing in

developing countries throughout the world. A second aspect of

MSE location involves the type of premises in which the firm

operates. As can be seen in Table 2.7, for each country, the

vast majority of MSEs are run from the proprietor's home. In

each case, at least two-thirds of the MSEs are home-based.

This prevalence of home-based enterprises (HBEs) suggests that

many proprietors lack the capital to run a shop in the

commercial district. It may also be the case that many

proprietors must manage their families concurrently with their

businesses, and that this juggling is easier to accomplish

from the home.
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Table 2.7

Location of Premises

Southern African MSEs

Muffin-ice- SallAfiicmZ Swan’lnd Lead» Bouwua We

Tm

HomeorHomeahad 71.1 71.0 68.3 78.0

 

7.0 6.1 8.0 16.1 ||
 

Tradiimal Marta 2.2 12.1 5.0 2.6 3.0

 

Worm 19.7 12.9 16.0 12.7 11.0

 

  0.0  1.2  0.0  0.3  0.0

SOURCE: Survey Data

2.4.4 Size Distribution of MSEs

Most southern African MSEs are quite small, if size is

measured in terms of numbers of workers. Information

regarding average MSE size, as well as the size distribution,

is presented in Table 2.8. MSEs in this region are quite

similar in this respect: in all countries, the average MSE

consists of about two workers, including the proprietor. In

every case, more than ninety percent of the MSEs are made up

of five or fewer workers, and less than two percent have

twenty or more workers. The paucity of enterprises in the ten

to fifty workers category, often called "the missing middle",

is typical of eastern and southern Africa (Liedholm, 1990).
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Table 2.8

Size Distribution of Enterprises

(Percent of All MSEs)

 

 

 

I 25 50.1 23.4 13.0 32.3 26.9
 

 

 

      
 

 

2.4.5 Proprietor Gender

MSEs in this region differ substantially according to the

gender of the proprietor. A common feature of the enterprises

in this study is that the majority have female proprietors: in

every case, at least two-thirds of the MSEs are run by women.

According to Downing and Daniels (1992), the disproportionate

share of female proprietors may be the result of minimal

opportunities in the formal sector for women. An additional

feature of the regional MSE landscape is that in every case

the average size of enterprises run by women is smaller than

that of male-run MSEs. It is unclear whether this size

difference is because females have priorities other than the

growth of their enterprises (involving, for example, their

families), or because these firms face obstacles which their
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male counterparts do not.

disaggregated by gender are presented in Table 2.9.
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Table 2.9

MSE Characteristics by Proprietor Gender

Some of the features of MSEs

 

Zimbabwe

 

PercalofAllPrwrietonWhoAmFemalc 67.0 84.0 72.0 69.0 67.0

 

I Avg. Number of Workers, Female-Rm

MSE:

1.7 1.6 1.3 1.8 1.5

 

I Avg. Nanber of Workers, Male-Rm MSEs   2.6 2.3  2.1  3.8   2.3

 

SOURCE:

2.4.6

Survey Data

MSE Growth27

The net growth of MSEs is made up of three components:

births,

section addresses the second of these parts.

growth of existing MSEs,

 

and MSE closures . This

It is notable

n In this section, as in the chapters to come, the growth rate

of an enterprise is calculated as

where

B:

C:

A-B

B

C

A = number of workers at the time of the survey

number of workers at start-up, and

firm age in years.

This method of calculation provides an upper bound of the

growth rates. Dividing the top half of the denominator by

workers at start leads to higher average growth rates than

would result from, for example, dividing A-B by an average

size. This choice does not change the rankings of countries,

and the regression results of Chapter IV are unaffected. The

measurement and definition of growth are discussed in detail

in Chapter III, section 3.2.
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how rapidly existing MSEs, on average, grow. Table 2.10

presents the average annual growth rate in employment of non-

failing firms for several countries in Africa, including the

five to be scrutinized in later chapters. For those countries

in which country-wide data were collected, these growth rates

range from a high of 11.4% in Botswana to a low of 5.9% in

Lesotho. While the table demonstrates considerable variation

across countries, all rates are quite high; each is higher

than the growth rate of formal sector employment for that

country. Liedholm and Mead (1987) present manufacturing

growth rates for MSEs in other developing countries that are

somewhat lower, but these are aggregate figures which account

for net change in employment in all firms, including new

entrants and firm closures, and so are not strictly

comparable.

It is important to note that in spite of the staggering

growth rates presented in Table 2.10, the majority of MSEs do

not grow at all. This is made plain by the data presented in

Table 2.11. Apparently, those firms which grow do so in

dramatically rapid fashion.

Table 2.10 also shows that growth rates tend to vary by

enterprise location. Specifically, rural MSE growth rates

tend to be substantially lower, on average, than those of MSEs

in urban areas. In most cases, the urban rates are greater

than the rural rates by a factor of nearly two.
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MSE growth rates show considerable variation by sector.

This information for the five countries in this study is

provided in Table 2.12. In most cases, the manufacturing

sector as a whole is the slowest growing sector, while the

service sectors in each country tend to have the fastest

average growth rates. Interestingly, this is not the pattern

reported by Little, Mazumdar, and Page (1987) for Taiwan over

the 1967-1971 period, where manufacturing employment was the

fastest-growing sector at 10.7% per year.

Table 2.10

Average Annual Growth Rates of African MSEs

T __ __ , ,A_T_#_ ,fi____ -_ _ T_fi
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Table 2.11

Composition of Employment Change in African MSEs

 

 

 

 

 

 

      

1 xagc : 596; 316$ 28%

I laud» T 716$ 1325 125

56-1111 Afriea‘ . 49.45 48.3! 2.35

Swazihd . 68.95 28.3! 2.3%

zanunn 7205 1935 375

m . 65.8% 26.316 4.3;

Nieria‘ T 32.091 46.05 22.05

T 8*"- e - L ____ 39-" _T .T _______._T

SOURCES: Liedholm and Head (1992)
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Table 2.12

MSE Growth Rates By Major Sector

(_n _ _ercen") _   

 

I Textile Ind Wear-h Apparelm 13.0 3.6 5.9 19.2 3.3

 

I Wood and GunM 43.3 5.4 5.6 27.6 4.0
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In addition to varying by sector and location, survey

data indicate that MSE growth rates are different according to

firm age and firm size. ‘Tables 2.13 and 2.14 demonstrate that

in general, growth rates are inversely' related to ‘both

enterprise age and initial size.

Table 2.13

Growth Rates and Initial MSE Size

 

 

 

 

 

 

 

i 1 Water 26.0 8.0 5.6 11.3 8.9

I 2 16 5 Worker: 14.1 1.9 5.9 12.0 10.4

r 6 16 10 Worker: 13.6 7.6 -6.1 8.9 6.7

11 16 19 Workers -14.8 6.4 5.4 3.2 3.1

20 16 50 Worker: .93 4.0 .04 -1.4 -3.4

SOURCE: MeyDIa

   

 

 

Table 2.14

Growth Rates and MSE Age

   

 

 

  

 

  

 

  
 

   
SOURCE: Survey Dla

     

2 Township.

1 Year and Lea 46.2 8.8 7.6 14.4 22.0

2 Years 28.8 8.4 9.1 12.1 10.9

3 Years 24.7 9.4 14.1 14.5 11.2

4 to 10 Years 17.1 7.5 2.7 10.7 6.1

11 Your ad Older 6.5 4.0 2.2= 4.4 2.9
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Finally, in each case growth rates of MSEs with female

proprietors are significantly lower than those which are run

by males. Growth rates for male-run firms are almost 50%

higher than those of female-run enterprises in South Africa

and Swaziland, and over three times higher in Lesotho. The

growth rates stratified by gender are shown in Table 2.15.

Table 2.15

Growth Rates and Proprietor Gender

‘ Growth Rate- d MSE: W‘ah: 801111 Africa: 2 Swaziland uaaho Botrwm Zimbabwe I

: Township.

1

. Female Propricua 20.6 5.7 3.4 8.6 6.0 ’

 

2.4.7 MSE Closures

Some descriptive information regarding closed enterprises

is available for the cases of Swaziland and Zimbabwe. To

start with, MSEs do not all close for the same reasons, as

shown in Table 2.16. It is interesting that only half of the

closures are due to "bad business conditions". About one-

quarter in each country shut down for personal reasons (such

as for health reasons). It is important that not all closures

are of economically non-viable firms. Further consideration

of the reason for closure is taken up in Chapter III.
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Table 2.16

Reasons for Closure of MSE

 

 

 

Banshee: Conditions Dad 56S 47%

Better Options 6% 7S

Pet-anal Reason- 22! 285

 

 
 

   

 

SOURCE: LierbohndMead (1992)

A striking result is the relationship between firm age

and firm closure. As Table 2.17 shows, the largest proportion

of closures occur at the younger ages. Almost 60% of the

closed enterprises in both countries were three or fewer years

old when they shut down.

In Zimbabwe, failed firms had.a smaller average number of

workers when they started (1.6) than enterprises still in

existence at the time of the survey (2.1). Interestingly,

this pattern is not repeated in Swaziland, where failed firms

started out, on average, with 1.4 workers, and existing firms

began with an average of 1.3.

The sectoral distribution of failed and existing

enterprises is also quite different in each country. In both

Swaziland and Zimbabwe, the percent of failed enterprises
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which are in the trade sector is over 50%, while among the

current enterprises this proportion is less than one-third.

Table 2.17

Age Distribution of Closed Enterprises

M—.....—......
I

 

 

 

 

 

 

 

 

1.61. 111.6 1 20.95 1335

1 16.25 17.75 ll

2 1235 1655

3 745 1025

4 805 915

5 415 645

6 395 545

7 315 375 H

0m 11.. 7 24.15 17.75  
SOURCE: Liam nd Mead (1992)

2.5 Concluding Remarks

On the surface, MSEs in southern Africa are strikingly

similar; Most are very small, and.most are rural and based in

the proprietor's home. The majority of MSE proprietors in

each country is female. There are less obvious similarities

in the sectoral distribution of MSEs, as well. These unifying

characteristics, however, tend to obscure important

differences across the region, some of which are surely

'manifest.in the MSE sectors of each country. Each country has

a unique history and culture, and there are important and
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sometimes radical differences in the political structures

across the region. These countries are also heterogeneous in

their macroeconomic structures, and per capita incomes vary

widely. Although this dissertation will not delve into these

differences in any systematic way, some consideration will be

given to the issue of whether or not the growth and survival

patterns of the regions's MSEs differ by country.

From the descriptive statistics presented in sections

2.4.6 and 2.4.7 above, it appears that MSE growth, as well as

survival depend on several different aspects of the firm and

its proprietor. Firm growth seems to vary by location,

sector, initial size, firm age and proprietor gender.

Similarly, survival may depend on sector and age. The

relationships. between ‘these factors and. both. growth. and

survival have been considered separately, and as a result

important interrelationships that may exist have been ignored.

In the chapters to come, issues involving MSE growth and

survival will be examined in a more systematic way. Such an

analysis will provide a broader and deeper perspective into

the ways in which MSEs evolve over time.





CHAPTER III

THE HAZARDS OF SMALL FIRMS IN SOUTHERN AFRICA

3.1 Introduction

Over the course of time, firms in every setting are born,

survive for a period of time, and ultimately shut down.

Unfortunately, very little is understood about the factors

which influence the duration of firm survival; indeed, this

issue has not been studied in developed countries. This

chapter attempts to fill some of that void by examining which

characteristics of a MSE and its proprietor lead to survival

of the enterprise, and which lead to failure. To this end, a

unique set of data is examined using an analysis technique

which has until now not been used to study firm dynamics. An

improved understanding of these issues would greatly enhance

the ability of governments and assistance agencies to promote

MSES.

The following section presents what theory exists on

enterprise dynamics, and buttresses this theory with some

observations from past empirical studies. Section 3.3

explains one method of analysis useful for studying enterprise

survival: hazard modeling, and section 3.4 describes the data.

43
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Section 3.5 presents and interprets the results, and section

3.6 discusses an extension of ‘the ‘model that considers

different reasons for firm closure. A final section provides

some conclusions and suggests directions for future research.

3.2 Theories and Hypotheses

Early examinations of firm behavior primarily involved

simple comparative statics. Subsequently, attempts were made

to explain the evolution of market structures: these fall

under the rubric "stochastic theory". In this class of

models, a firm is assumed to draw each period from some

distribution a value for the upcoming period's costs. Should

the firm repeatedly be 'lucky' and have low-cost draws, it

will grow and survive. These models were based on the

stylized fact that firm.growth and firm size are independent.

The results of the stochastic models gave a theoretical base

to this observation, frequently called Gibrat's Law.

Empirical studies by Hart and Prais (1956) and Simon and

Bonini (1958) found evidence supporting Gibrat's Law, at least

among larger firms in the United States and Great Britain.

Later studies found serious fault with the earliest versions

of stochastic theory, both in terms of the assumptions of the

theory, and. the: observed facts about. business. dynamics.

Particularly troubling was the finding that firm growth and

firm size seemed to be inversely related. Some attempts were
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made to explain away this stylized fact, in particular by

Mansfield (1962), who claimed that if the exit of smaller,

slow-growing firms were allowed for, Gibrat's Law would still

obtain. Lucus (1978) introduced differential levels of

managerial ability into the model, but continued to assume

that Gibrat's Law operates.

The failure of the theory to explain the inverse

relationship between firm growth and firm size has led to a

search for a new theoretical framework which could incorporate

these considerations. The most important such contribution is

the "learning model" of Jovanovic (1982).28 In the learning

model, firms are assumed to possess an innate and immutable

cost parameter. This parameter can be thought of in several

possible ways, perhaps most clearly as the level of managerial

ability of the firm's proprietor. Although the distribution

of this parameter for all firms is known to each firm, each

firm is unsure of its own true cost. In addition to costs

stemming from managerial inefficiency, firms also face

randomly occurring costs in every period. As each period

passes, a firm updates its beliefs about its true managerial

ability based on the previous period's profits and costs. If

at any time these beliefs imply that the firm's expected

return will be less than the returns from the next best

alternative, the firm will exit the industry. If a firm's

 

28’Thetechnical aspects of this model are discussed in Chapter

IV.
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true cost is low, it is likely that the update that it

receives will be positive, and the firm will survive and grow.

If, on the other hand, a firm is actually inefficient, the

evidence will eventually lead the firm to exit. Put simply,

inefficient firms decline and exit, while efficient firms

survive and grow. Fakes and Ericson (1989) describe this

process as the industrial organizational equivalent to

Darwin's theory of natural selection.

Jovanovic's model implies two testable hypotheses which

are pertinent to the study of failure:

1. A firm's probability of failing will be decreasing

with firm size. This is the case because bigger firms are

more likely to have received positive clues about their

true costs and have survived - the inefficient firms are

likely to have perished already. Empirical studies of

enterprises in Nigeria, Sierra Leone, Colombia, the

Philippines and the United States provide support for

Jovanovic's predictions.”

2. Enterprise failure rates should decrease with growth

rates, since firms with higher growth rates tend to be

larger. Growth represents, in some sense, success, and

implies that the enterprise must have received positive

clues about its true efficiency level. Phillips and

Kirchoff (1988) find that this inverse relationship holds

for small businesses in the United States.

While an improvement over earlier attempts to understand

the dynamics of industries, the learning model is not without

its shortcomings, and as such it appears able only to offer

general guidance to the researcher of small enterprises in a

developing country context. Firstly, the cost parameter

 

” Figures reported in Liedholm and Parker (1989), p. 18.
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cannot be changed. If we think of this parameter as measuring

managerial ability, its immutability implies that the

multitude of training programs over the years for developing

country entrepreneurs have been in vain.30 Secondly, the

empirical implications of the model, while quite testable, are

very general. The researcher is given little guidance as to

the specific sorts of variables that might influence growth

and survival of firms. It is possible that Jovanovic's model

could be extended to account for some of the observed

regularities which are noted below. For example, locational

aspects and some characteristics of proprietors (e.g. , gender)

could be considered as costs, and demand shocks could be

included in the theoretical framework. A more fundamental

problem with Jovanovic's model is that it implicitly deals

with firms in developed countries. Do the entrepreneurs of

microenterprises in the developing world actually seek to

maximize profit, or do they instead maximize household

utility? In other words, these enterprises may be quite

different from the familiar "neoclassical" firm, and a new

theory may be necessary to describe their behavior.

Since this paper proposes no new theory, for further

clues about these variables it is useful to consider the

results of several empirical studies. The type of business in

 

” Pakes and Ericson (1989) have extended the Jovanovic model

to include the possibility of human capital investment. While

this "active learning" model is perhaps a step in the right

direction, it seems to have few testable implications.
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which an enterprise is engaged may exert some influence over

its probability of failure. Phillips and Kirchoff (1988) cite

studies of small firms in the United States that demonstrate

differences in ‘mortality' rates across sectors, with the

highest rates in construction, manufacturing and retail trade.

Other evidence from Nigeria also points to sectoral

differences in firm mortality.31

It is also the case that the location of an enterprise

may help explain its lifespan“ Cortes, Berry and Ishaq (1987)

suggest that enterprises located in urban areas may face

different failure probabilities than their rural counterparts.

This may be a result of differences in demand conditions,

degree of competition, or ability to procure inputs.32

Strassmann (1987) suggests that home-based enterprises in

commercial areas generate more income than similar enterprises

in more remote areas. Additionally, other spatial effects may

influence the chances of failing, for the some of the same

reasons. First, the type of business premise (e.g., in the

home, in a shop in a commercial district, mobile) may matter.

A second locational aspect that bears consideration is the

regional distribution of enterprises.

 

“ Frishman (1988).

n The empirical evidence on this point is somewhat

contradictory, with some studies showing a higher mortality

amongst urban enterprises, and some in which the opposite is

true. See Liedholm and Parker (1989), p. 19.
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It may also be the case that the ways in which MSEs are

linked with other businesses, both upstream and downstream,

have an impact on the failure rates. According to Mead

(1991), increased specialization can lead to an increased

expected return (and thus better survival chances). However,

it.may also imply a new set of risks, which come about from an

increased reliance on persons and businesses outside the

enterprise. For example, when a fully-integrated weaver of

grass mats or baskets begins to specialize in the weaving

aspect, she will be able to produce more, and possibly better

quality, output than when she also had to harvest the grass

herself. However, she now depends on other people for her

input supply.

With respect to the gender of the proprietor, Downing

(1990) speculates that since a larger proportion of female-

earned income goes towards supporting the family than that

earned by males, female proprietors are, on average, more

cautious. They are, Downing believes, more likely to

diversify into other business activities. If female

entrepreneurs are more cautious, then it may be that the

chances of their enterprises failing are lower than those of

males. On the other hand, being female may lead to a higher

probability of failure if discrimination against women is

prevalent.
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In summary, this research examines the following

hypotheses, which come both from theoretical and empirical

sources:

1) Enterprise size is inversely related to the

probability of failing.

2) Failure rates vary by sector.

3) The location of the enterprise, especially whether it

is urban-based or rural, influences its probability of

failing.

4) The linkages of MSEs with their customers and

suppliers have an influence on the probability of

failure.

5) The gender of the proprietor is a significant

determinant of the survival chances of an enterprise.

3.3 Hazard Modeling

While there are other ways to study the survival patterns

of MSEs, one highly attractive method for analyzing this

aspect of firm behavior is known as duration, or hazard

modeling. To date, this technique has never been employed to

examine firm. survival in. either' developed. or’ developing

countries.33 Hazard models were initially employed by

industrial engineers and biostatisticians. More recently

theseamodels.have been.used.by social scientists studying such

events as recidivism, divorce and job tenure. In economics,

 

” Only a paper by Behrman and Deolalikar (1989) examines exit

behavior among firms in developing country. They do not,

however, employ hazard techniques.
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most uses of duration and hazard modeling study spells of

unemployment.

While one could use ordinary least squares to examine

enterprise survival, this path has at least two shortcomings.

First of all, there will generally be enterprises in the data

set which have not yet failed (incomplete observations are

referred to as "censored"). The OLS method would ignore this

fact and count all observations as complete, which is to say

as having failed. Given that 80% of the observations in these

data sets are censored, estimates from OLS methods could be

quite misleading. A second shortcoming of OLS in the analysis

of survival times is that it is not possible to include

explanatory variables that vary over time.

Both the problem with censoring and the difficulty of

including time-varying explanatory variables are handled quite

easily by hazard models. In this class of models, the

dependent variable can be thought of as the probability that

a firm fails, given that it was still alive at the beginning

of the period. This conditional probability, the hazard rate,

is defined in discrete time as follows:

 (3.1) h(t>=p(t‘)
1 s(c,)

where

h(t9 == discrete-time hazard rate

p(ti) = probability of firm i failing between times t-1

and t

S(t9 probability that firm i survives until time t
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The hazard is easily estimated by dividing the number of

failures in the sample by the number of firms which were in

the "risk set". The risk set is made up only of those

enterprises which are at risk of failing, i.e., those which

have not already failed. The estimated hazard rate can be

thought of as the probability of failing during the period

conditioned on being in the risk set.“ Hazard models can be

in discrete or continuous time, and parametric or non-

parametric approaches are available for each.

If time is measured in discrete intervals, the model

reduces to a simple dummy dependent variable framework, with

the dependent variable taking on a value of zero for each

period a firm is alive, and a value of one in the period in

which the firm dies. Because each firm contributes exactly

what information is known about it, the censoring problem is

naturally handled. It is also a simple matter to introduce

explanatory variables that vary over time. While the

discrete-time case is the simplest to understand, it becomes

cumbersome if there are many firms in the sample, or if each

firm lives many periods. For example, if there were 20,000

firms in a data set” each of which lived an average of 5

 

3‘ This definition of the hazard is true in discrete-time

models.

” These numbers are not excessively high. Surveys of only

those firms currently in existence have counted between 5,000

in two South African townships (Liedholm and McPherson, 1990)

to 30,000 in.Niger (Fisseha, 1989). A recent survey in.Kibera,

Kenya.which.counted both existing businesses and now'dead ones
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years, the total number of observations would approach

‘100,000. Should time be measured in months, the difficulties

would be even more staggering.

If data-entry and computational constraints are binding,

it may be wise to consider a continuous-time method. In this

case, the hazard rate would effectively be the probability of

a firm failing during some arbitrarily small period:36

(3'2) lim
h(t)=s-0.p(t.t+S)/S(t)

where

p(t,t+s) probability of a firm failing between t and

t+s, and

S(t) probability of a firm surviving until time t.

Allison (1984) asserts that analyzing data using a continuous-

time framework will yield results quite similar to those from

a discrete-time model. This being the case, it is in large

part the size of the data set that should determine which

model to use. Given that the data sets which will be examined

here involve several thousand observations, the continuous-

time approach will be followed.

 

enumerated. some 15,000 total enterprises. A.1country-wide

survey would likely count substantially more.

5 Allison (1984) points out that while it may be useful to

consider the hazard rate as an instantaneous probability of

failure, it is actually a density.
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One of the most widely used hazard models is known as the

proportional hazards model. Its popularity stems from its

relative simplicity and flexibility. The proportional hazards

assumption implies that ratio of any two individuals' hazards

is a constant regardless of time.

The hazard rate for this model can be expressed as:

‘3'” h(t|x) =ho(t)g(x,B).

where x is a vector of possibly time-varying characteristics,

and B is a vector of coefficients. In this expression, ho(t)

can be thought of as the hazard rate when g(x,B) =1. h0(t) is

generally known as the "baseline" hazard. While g(X,B) can be

any function of the data, it is commonly assumed that

3.4

( ) g(X.B)=exp(xB) .

which gives:

(3'5) h(t|x) =ho(t:) exp<x01 .

The baseline hazard can be assumed to follow any number of

distributions, including the Weibull, exponential, log-normal,

or Gompertz. Should there exist reason to believe the

baseline hazard follows one of these (or some other) pattern,

estimation of B (and the unknown parameters in the chosen

baseline hazard) can be accomplished using maximum likelihood
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estimation. Estimation under these circumstances is known as

parametric.

In many cases, however, assuming a distribution for ho(t)

is overly restrictive. Some of the distributions named above

(i.e., Weibull, Gompertz) are monotonic. The exponential

distribution implies a hazard which is constant over time.

Should the data actually suggest a U-shaped hazard, or some

other non-monotonic shape, parametric techniques may

incorrectly restrict the model.

Cox (1972) suggests a more flexible approach, which

allows for the estimation of the coefficients without

resorting to any assumptions about the baseline hazard.37

This is achieved by means of a "partial likelihood"

technique.38 If at every time at which a failure occurs only

one enterprise fails, the probability that it is enterprise i

that fails is given by:

 

n Allison (1984) reports that the coefficient estimates

emerging from the parametric models and those from a Cox

proportional hazards model are typically quite close to one

another. This implies that if one is interested primarily in

the coefficient estimates, the choice of the model is

relatively unimportant.

” As Chung, Schmidt and Witte (1990) note, the likelihood is

"partial" since not all information is used. Specifically,

only the order of survival times matters: the exact times of

censoring or failure are not considered.
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(3'5) h(t|x1.) _ ho(t)exp(x,p) _ exp(x,p)

h(tx)—h(t) exp(x0)- exp(xB)

jaggfl l j 0 jegy) j jegi) j

where R(tg is the risk set at time tr The partial likelihood

   

is the product over all failures:

 

3.7( 1 L=fi exp(x10)

1'1 E exp(xj[3)

j€R(t1)

In principle, the probability of having more than one failure

occur at a single point in time is zero in a continuous-time

setting. However, "ties" frequently occur in practice. If

there are ties, the likelihood function becomes slightly more

complex.39

The log-likelihood can be maximized numerically to

provide estimates of the coefficients. While such estimates

are less efficient than those which might be produced by

maximizing the likelihood function simultaneously with respect

to ho(t) and B, Efron (1977) shows that under fairly general

conditions, this efficiency loss is not great.

Given an estimate of the coefficient vector, one can also

estimate the baseline hazard, or equivalently, the survivor

function. Such computations would, for example, permit

estimates of the hazard itself for enterprises with certain

 

”’The form of this likelihood function can be found in Lawless

(1982).
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characteristics. Given the nature of our data collection

approach, and the biases resulting from it, only the estimates

of the coefficients will be considered in this chapter. The

nature of these biases will be examined below.

3.4 The Data

3.4.1 Introduction

The data were generated from country-wide surveys of the

Kingdom of Swaziland and Zimbabwe, each conducted in 1991.

Information on existing and closed micro and small enterprises

was collected, yielding over 2,700 useable observations from

Swaziland and just under 5,800 from Zimbabwe. These data are

unique: before these surveys, no information about MSEs on a

national level in these countries existed with respect to

currently operating enterprises, and no data of any kind were

available regarding now-closed MSEs.

3.4.2 Limitations of the Data

While these data sets are unique, they nevertheless have

their shortcomings, a topic addressed in Chapter II, section

2.3. It is instructive to consider the potential biases

specific to the study of survival which may result from using

retrospective data. It is possible, for example, that there

is a systematic underreporting of past, failed enterprises.
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This could result for several reasons. Entrepreneurs may

simply not remember having run a business in the past,

particularly if it was long ago, or short-lived. It could

also be the case that the respondent does not consider an

especially short-lived venture worth reporting. In addition

unpleasant events, such as a business failure, may not be

remembered. Finally, if there is any stigma attached to

having failed at a business, there may be incentive to not

admit any such enterprises to the interviewer. Should any of

these factors be significant, the reported number of failures

would be less than the true number. Should one be interested

in calculating the actual hazard rates from the data, this

could represent a serious difficulty. Specifically, the

calculated hazard rates would understate the true hazard.

If one is interested in the effect of various factors on

the hazard rate, rather than the hazard itself, the above-

mentioned underreporting bias would be problematic only if

particular sorts of individuals are more likely to report

enterprise failures than are others. For instance, if males

are not as likely as females to admit to having had a business

failure, the coefficients on the gender-based dummy variables

may be incorrect. While there is no particular reason to

believe that this is the case here, it is important to

recognize the possibility.
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3.4.3 Checking the Adequacy of the Model

The proportional hazards specification is attractive in

large part because of its flexibility. Since no assumptions

are made about the baseline hazard, the estimates of the

coefficients will not suffer from bias due to a

misspecification of the baseline. There remain, however, some

concerns about the proportional hazards specification.

The problem of heterogeneity in hazard models has been

widely discussed in the literature. Heterogeneity occurs when

enterprises have different distributions of the hazard. The

inclusion of independent variables is an attempt to control

for the problem. Nevertheless, in the present case, there are

almost certainly some variables that have been omitted. For

example, profitability of the enterprise, and.changes in input

and output prices faced by the firm seem likely to influence

hazard. Unfortunately, such data are not available. This

means that there remains some heterogeneity for which the

model does not control. Struthers and Kalbfleisch (1986)

examined the impact of omitted variables in the proportional

hazards framework. They found that the coefficients estimated

will be asymptotically biased towards zero, with the bias

small unless the coefficients of the omitted variables are

large. ‘While they do not.prove it, the authors speculate that

the asymptotic variance of the coefficients that are estimated

in the presence of omitted variables is smaller than it would

be if all relevant variables were included. If this is the
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case, the impact on the t-statistics is ambiguous. In short,

then, the absence of important variables will cause the

coefficients that are estimated to understate the true impact

of the included variables, and the reliability of the

significance tests is called into question.

It is also important to assess the correctness of the

proportional hazards assumption. This can be accomplished in

several ways, but most simply by examining plots of the

estimated log-log’ survival function ragainst time.40 For

example, if the proportional hazards assumption is correct,

the plot of this function for female-run enterprises should.be

parallel to that of male-run firms. A more formal test

involves adding time-dependent terms representing interactions

between duration and various explanatory variables. A

significant coefficient on any of these interaction terms

indicates a violation of the proportional hazards assumption,

and at the same time corrects for the violation. This test

was applied to the data and it revealed some scattered

evidence of non-proportionality. In the sections that follow,

the presence of non-proportional hazards has been controlled

for.

 

m For details of this test, see Allison (1984) and Lawless

(1982).
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3.4.4 Variables

In order to test the hypotheses put forth above, a number

of variables were used. To capture the impact of size on the

hazard rate, the number of workers in the enterprise at the

time of failure or censoring was used. The growth of the

enterprise was measured as the average annual percentage

growth in employment.

To capture variation in the hazard across sectors, a set

of dummy variables representing sectors at the 2-digit

International Standard Industrial Classification (ISIC) level.

The excluded category, to which the sectoral variables will be

compared, is retail trading.

Locational aspects are modeled with 3 sets of dummy

variables. The first set uses the information that MSEs are

located either in the home, in commercial areas, along roads

(but not in commercial areas), or they are mobile. The

reference category is home-based MSEs. A dummy variable for

urban-based enterprises constitutes the second type of

locational variable. The third type is composed of dummies

representing locations in the ecological zones found in each

country (4 in Swaziland, 5 in Zimbabwe).

Backward linkages are represented by a group of 4 dummy

variables, which represent the 5 possible ways the MSE can

procure its main input: by making or gathering it, by buying

unprocessed raw' materials, by buying semi-processed raw

materials, by buying finished products for resale or by some
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other manner, with the.buying finished products serving as the

base category. Forward linkages are represented by a dummy

variable taking on the value of 1 if the MSE sells directly to

the final consumer, and 0 if it sells to an intermediate

buyer.

Characteristics of the proprietor are represented by

dummies for proprietor gender and ethnicity. Other dummies

model whether the enterprise had access to credit, either

formal or informal.

3.5 Results

3.5.1 Simple Hazard Function

Before examining the effects of the variables described

above on the hazard, it is instructive to consider a graph of

the simple hazard function, which does not account for these

exogenous influences.“ The patterns for Swaziland and

Zimbabwe are shown in Figure 3.1.42 The graph is interesting

for at least two reasons. First, the shape of the function is

unusual, and is not in accord with the theoretical predictions

of Jovanovic, who posited a monotonically decreasing hazard in

his model of business dynamics. For these data, the hazard

functions are clearly non-monotonic. For Swaziland, the

 

“ These are graphs of the Kaplan-Meier estimates of the hazard

rate.

“ These hazard functions represent only those MSEs which have

already closed. The analogous pictures when censored data are

included have the same shapes, but are shifted downward.
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Figure 3.1

Simple Hazard Function
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function initially decreases as enterprises age, indicating

that if a MSE can survive its first few years, its chances

offailing diminish. Interestingly, the hazard increases for

the first several years for Zimbabwean.MSEs before declining.

A somewhat more surprising result is the statistically valid

jump in the hazard that occurs around ages 23 to 25. It is

possible that enterprise failures of this vintage are more

likely to be due to voluntary closures, as successful

proprietors pull up stakes and invest in a new endeavor, or as

a result of changes in the personal life of the proprietor.

A quick check of the reasons for enterprise failure between

ages 15 and 25 reveals that almost two-thirds of the failures

were for either voluntary reasons, or for reasons of personal

health. Failures for market-related reasons were cited in

only one-third of the middle-aged deaths.

The second item to note involves the value of the hazard

rate itself. Across the board, the hazard rates seem low

compared with prior experience.‘3 In the difficult start-up

period, the highest hazard is only about .27. Estimates this

low may imply that our prior beliefs about enterprise failure

rates are incorrect. However, it seems much more likely that

the low hazards reflect shortcomings of the sampling

technique. As noted above, underreporting of firm deaths

might explain the low hazards of Figure 3.1. The figure,

then, is perhaps best thought of as a rough guide to the shape

 

” See, for example, Liedholm and Parker (1989).
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of the hazard. The true curve would be an upward shift of the

curve resulting from underreporting. If such underreporting

is. especially' prevalent. for' short-lived. enterprises, the

hazard function would shift up proportionally more at the

younger ages;“ Since the low hazard rates shown in Figure

3.1 imply that underreporting may be problematic, the analysis

which follows does not concentrate on estimates of the hazard

or survival rates themselves, but rather on estimates of the

coefficients of the variables that may influence the hazard.

Since there.is anparticular reason.to suspect that.particular

groups of individuals are less likely to report past

enterprises than are others, the impact of underreporting on

these coefficient estimates is likely to be unimportant.

 

“ Interestingly, the shape and vertical position of the hazard

function does not seem to be particularly sensitive to

underreporting. If it is assumed that some proportion of

failures is forgotten, and that this proportion is the

greatest for short-lived firms, then:

F,‘ = F, [1 + ae‘"],

Ffl = true number of failures at time t

F} = observed number of failures at time t

a addition to observed failures at time 0

rate at which memory decays.

where

b

For all reasonable choices of a and b, the shape of the

function stays largely the same. Even for large values of a

(a=20 implies that 94% of first year failures are forgotten),

the hazard rate (including censored cases) for firms of

duration 1 is .26.
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3.5.2 Results From the Proportional Hazards Model

Given the non-monotonic hazard function, it is not at all

clear which distribution to assume if one is to employ

parametric techniques.” For this reason, the approach here

will be to use Cox's proportional hazards model, which does

not require any distributional assumptions on the baseline

hazard. In any case, as noted in footnote 37, the coefficient

estimates are not usually sensitive to the model choice.

The results are reported in Table 3.1.“6 Each

coefficient is the partial derivative of the log of the hazard

function. ‘with. respect. to 'the associated. regressor.

Interpreting the coefficients, then, involves exponentiating

them. For example, the coefficient for the urban dummy

variable for Swaziland is -.289. Since exp(-.289) = .749, it

can be said that the hazard for urban-based MSEs is 74.9% of

that of MSEs in the outlying areas, if other factors are held

 

” The empirical hazard function, as shown in Figure 3.1, does

not necessarily demonstrate the appropriate distribution when

regressors are included. It does, however, provide a rough

first approximation.

“ The chi-square test rejects the hypothesis that the

coefficients are not jointly significant in both countries.

The test statistics are 294.09 for Swaziland and 580.79 for

Zimbabwe.
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constant.47 For continuous variables, such as the growth rate

or the enterprise size, if B is the estimated coefficient,
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‘7 Similarly, 1/e" represents the percent by which the hazard

of the excluded group (non-urban firms, in this case) is

different than the group for which the dummy variable equals

one. For more detail, see Allison (1984), p. 28.
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100[e’-1] gives the percent change in the hazard for a unit

change in the explanatory variable, other things equal. Table

3.1 presents the calculation of exp(fl) along with the

estimated coefficients and t-statistics. In the discussion

which follows, it should be remembered, that a negative

(positive) coefficient implies that the regressor has the
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effect of lowering (raising) the hazard, or raising (lowering)

the survival period.

The results presented in Table 3.1 provide some insight

into the hypotheses detailed in section 3.2 above. That firm

size and hazard are inversely related is an outcome predicted

by Jovanovic's "learning" theory, and is supported by

empirical work in several countries. It is surprising, then,

that in Swaziland the size of an enterprise seems to have no

influence on a firm's survival chances, and in Zimbabwe the

relationship is actually a positive one.“ It may be that

while bigness has some advantages, such as access to reliable

input sources, increased consumer awareness of the firm and

its products, and economies of scale, larger firms are more

likely to be caught in regulatory nets. In addition, larger

firms may be less efficient than their smaller counterparts.49

Not surprisingly, enterprises which grow most rapidly

stand a lesser chance of failing. As Table 3.1 shows, a 1%

increase in the average annual growth rate of employment

implies a 4.3% decrease in the hazard in Swaziland, and a 5.1%

decrease for Zimbabwe, ceteris paribus. Growth seems to be an

indicator of success.

 

“ One could also measure size as the number of workers when

the enterprise began its life. If initial size rather than

size at close is used as a regressor, none of the coefficients

or standard errors change significantly.

‘9 Evidence of the relative efficiency of small firms is

presented in Liedholm and Mead (1987).
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Controlling for other factors, hazard rates do seem to

vary by sector, with enterprises in the service sectors in

Swaziland having“hazard,rates that are 41.6% of enterprises in

the retail trade sector. In Zimbabwe, the influence of the

sectoral dummies is even more clear. Enterprises in most

sectors have lower hazard rates than those in the retail

sector, other things held constant. The wood and wood

processing sector in Zimbabwe seems to be a particularly safe

place relative to the retail trade sector: MSEs in this

sector have hazards that are 17.9% of MSEs in the retail

trades. In the next section, the influence of sector on

hazards will be examined in greater detail.

The third hypothesis, that the location of enterprises

has an impact on survival chances also receives strong

support. Home-based enterprises in Swaziland and Zimbabwe

have hazards that are respectively 159.7% and 78.9% higher

than MSEs located in commercial districts. Mobile enterprises

stand a significantly lesser chance of surviving in Swaziland

than home-based MSEs. Zimbabwean MSEs which are located

beside a road have lower hazards than MSEs located in the

home. These results indicate that the advantage of proximity

to the demand source that firms in commercial districts have

outweighs the disadvantage of the increased competition found

there relative to MSEs run from the home. That mobile

enterprises (at least in Swaziland) are more likely to fail

than home-based enterprises may be the result of the physical
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costs of being constantly on the move, as well as harassment

by police.‘0

The hypothesis that rural firms are more likely to fail

than their urban counterparts also receives support from both

countries“ ‘Urban.enterprisesihaveIhazard.rates that are 74.9%

of those in rural areas in Swaziland, and urban MSEs in

Zimbabwe have hazard rates that are 87.4% of those of their

rural cousins. Perhaps this is because of the relative

inability of rural enterprises to participate in markets near

areas with the highest incomes. In addition, other factors

held constant, the ecological zone in*which.MSEs are found.has

a significant influence on the hazard.

In a recent study, Mead (1991) implied that the degree of

specialization would have an impact on the failure hazard.

Yet, those enterprises which are more specialized either on

the input side or on the output side seem no more likely to

survive than more integrated MSEs. This result is generally

true for both countries, although for Zimbabwe, MSEs buying

unprocessed inputs seem somewhat more likely to fail than

enterprises that buy finished. products for resale. .As

discussed above, while increasing specialization may lead to

a decrease in the ihazard if expected returns increase,

specialization may imply new risks in the form of reliance on

 

m In both countries, the "hawkers" are required to have a

license. In order to escape recognition by the authorities,

and in order not to pay the license fee, many vendors avoid

getting this license.
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other persons. In the data analyzed here, it may be that

these factors are balancing each other.

As for the gender of the proprietor, female-run firms in

Swaziland are at no perceivable disadvantage relative to MSEs

run by men, although it appears that Zimbabwean MSEs run by

women are more likely to fail. As suggested above, the

survival chances of female-run enterprises may depend on two

competing factors: women may be more risk-averse than men, but

they may face discrimination in their activities to which male

entrepreneurs are not subjected. Apparently, these factors

balance each other in Swaziland, while the discrimination

effect outweighs the risk-aversion effect in Zimbabwe. MSEs

that are joint proprietorships with at least one member of

each gender stand a greater chance of failing in Zimbabwe,

other things equal, than male-run firms.

Several other interesting findings emerge from our

analysis. One of the more intriguing has to do with the

relationship of enterprise survival and access to credit.

Shortages of operating capital, and to a lesser extent

investment capital, are frequently cited as possible

constraints to the success to small enterprises. This

analysis shows that access to formal credit sources confers no

particular survival advantage on MSEs in either country.

Furthermore, Swazi enterprises which have borrowed money from

informal sources at least once in the past have hazard rates

that are significantly higher than those MSEs which have never
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borrowed from any source. Apparently, having to resort to

family, friends, or moneylenders for funds is the mark of a

desperate enterprise.’1 Finally, in neither country does the

ethnic origin of the proprietor have an effect on the hazard.

3.5.3 The Impact of Country on Hazard

The analysis so far has considered the two countries

separately. ‘While this stratification permits an examination

of the impact of particular regressors on the estimated hazard

of each country (e.g., the regional location factors), it.does

not allow for differences across countries. Such differences

are to be expected: Zimbabwe and Swaziland each have unique

cultural, political and economic characteristics, as noted in

Chapter II. In order to examine any differences in the hazard

caused by differences in country of location, the data were

combined, and a dummy variable taking on the value of one for

Zimbabwean MSEs and zero for those in Swaziland was included.

The results of this exercise are presented in Table 3.2. Not

surprisingly, the results generally underline the findings

discussed above. Of major interest is the coefficient on the

country dummy variable. Its insignificance implies that MSEs

 

” Two points should be noted with respect to the credit

variables. First, since very few'people have access to credit

in these countries, it would be hasty to make policy

statements based on these results. Also, the data do not

contain information on the purposes or uses of the credit.

Such information might better explain the hazard than the

variables used here.
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in Zimbabwe and Swaziland are not different in terms of their

failure probabilities. Although it is not possible here, it

would be of interest to examine whether this result holds

across,other'countries, within.and without of southern.Africa.

In order to glean as much information as possible about

the influence of sector on the hazard, the pooled proportional

hazards model was run fourteen times, substituting a different

reference case in each run. ‘This permits a ranking of sectors

according to which leads to the lowest hazard rates, holding

all else constant. This ranking, arranged
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from lowest to highest hazard sectors is as follows:

1. Real Estate

2. Wood Processing

3. Wholesale Trade

4. Non-Metallic Mineral Processing

5. Textile and Wearing Apparel Production

6. Services

7. Food and Beverage Processing

8. Construction

9. Miscellaneous Manufacturing

10. Metal Fabrication

11. Hotels, Restaurants, and Bars

12. Chemicals and Plastics Production

13. Retail Trade

14. Transportation

It should be noted that the differences between the rankings

are not significant in some cases. For a complete listing of

the coefficients and t-statistics for each regression, see

Appendix Table A. In general however, MSEs in the

transportation and retail trade sectors are more likely to

fail than MSEs in most other sectors. Wood processing firms

tend to survive longer than most other MSEs.

A final insight into the influence of sector on failure

rates comes from aggregating the sectoral categories to the

one-digit ISIC level (i.e., manufacturing, construction,

trade, transportation, and services). At this level, it

becomes apparent that manufacturing, construction, and

service-based firms as a whole are less likely to fail, other

things equal, than firms involved in trade. The results of

this regression are presented in Appendix Table B.
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3.6 A simple Model of Competing Risks

Clearly, enterprises fail for different reasons. Some

are forced out of business by competitors or unreliable input

sources, while the proprietors of others may choose to close

the business for personal reasons, or because a better

opportunity presents itself. It is reasonable to believe that

the factors that cause each sort of failure are different, or

at least have differential impacts on the cause-specific

hazards.

To analyze these effects, a proportional hazards model is

employed for each failure type. Deaths from some other cause

than the topic of study are treated as censored observations.

This is a reasonable way to proceed, as long as the causes of

death are independent.’2 In this spirit, the failure types in

the data set were aggregated into»two categories: death due to

business failure (e.g., low demand, high competition, expense

or unavailability of inputs) and closures resulting from other

reasons (old age, poor health, starting a new business).

The results for Swaziland and Zimbabwe together are

presented in Table 3.3. In general, the results show that

these explanatory variables more often influence failure from

market-related causes than from personal or non-business

reasons. This is not surprising given that the theoretical

and empirical guidance used to develop this analysis

 

” Should the causes not be independent, a selection model can

be used.
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implicitly considers only market-related failures. Several

particular results are noteworthy. The direct relationship

between enterprise size and hazard only holds for non-market

related failures. It was suggested above that being larger

may be costly, and that the costs may stem from two factors:

becoming more visible to authorities, and becoming less

efficient. This result may indicate that it is the former

cost that is more important.

The influence of sector and location is much stronger if

failure is through market causes than if the enterprise closes

for non-business reasons. Apparently, if a proprietor is

going to close for reasons of personal health or because a

better opportunity presents itself, the sector and location of

the enterprise are unimportant. Interestingly, firms in

Zimbabwe are less likely to close for non-market reasons than

MSEs in Swaziland, while country of location does not

influence either the overall or the market—related hazard. A

final finding involves mobile enterprises. Relative to home-

based enterprises, mobile enterprises are not more likely to

fail when the data are pooled. The competing risk model

reveals that mobile enterprises are at greater risk of non-

market failure than home-based MSEs, but are not at greater

risk of market-related closure.

Finally, women-run MSEs are no more likely to close than

those run by men when the cause of closure is not considered.
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But on closer examination, proprietor gender does influence

non-market closures. It may be the case that a proportion of

female proprietors operates MSEs in order to finance expenses

such as clothing or school fees for their children. When the

need for these monies is gone, these MSEs close. When only

market-related failures are considered, MSEs run by women are

no more likely to fail than male-run enterprises.

Extending the analysis by examining a simple competing

risks model seems to provide insights which are unavailable

otherwise. Specifically, the competing risks framework does

a much better job explaining the influences on business-

related failures. If one is interested in understanding why

proprietors close businesses when presumably they were not

forced to do so, a different set of explanatory variables, as

well as a different theory, is called for.

3.7 Conclusions

The results of this analysis add to the understanding of

small enterprises in several ways. Cbunter to JOvanovic's

theory of firm evolution, size and the probability of

enterprise failure are not negatively related. Given this

finding, it is interesting that failure hazard and growth

rates are inversely related, as the theory postulates.

In addition to testing some of the empirical implications

of Jovanovic's theory, the results presented above add to the
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body of empirical evidence on firm survival. With respect to

enterprise characteristics, the sector in which a firm is

involved has an influence on its survival chances. While no

consistent patterns emerge when the countries are considered

separately, when the data are pooled, some details become

apparent. At the disaggregated sectoral level, MSEs in the

retail trade and transportation sectors are at a higher risk

of failing, ceteris,paribus, than firms in most other sectors.

Enterprises engaged in wood processing seem to have lower

hazards than those in many sectors. When the sectors are

aggregated, manufacturing, services, and construction have

lower hazards than retailers.

Location, too, has a strong influence on firm survival.

In particular, home-based enterprises seem to have higher

hazards than most other premises. Urban-based enterprises

face lower hazard rates, and the type of agricultural zone in

which the enterprise is found exerts some influence on its

survival chances, controlling for other factors. Hazards

rates do not seem to vary across countries, once other factors

are controlled for. Surprisingly, the impact of forward and

backward linkages has little or no impact on hazards.

The relationship between access to credit sources and

survivability is another interesting finding, and one which

may have important policy implications. Those enterprises

which had received loans from the formal sector had no greater

chance of surviving than those MSEs which had no access to



85

credit of any sort. In Swaziland, enterprises which reported

receiving loans from.informal sources had.a higher hazard than

those without any credit access.

Considering the factors relating to the proprietor of the

enterprise, it appears that female-run MSEs are at no

disadvantage in terms of survival relative to enterprises with

male proprietors, when only market-related closures are

considered. The ethnicity of the proprietor has no effect on

survival chances.



CHAPTER IV

GROWTH OF AFRICAN SMALL ENTERPRISES

4.1 Introduction

In the previous chapter, some of the factors which

influence an individual firm's survival chances were explored.

This says nothing, however, about.how'such.an enterprise might

change while it is in existence. This chapter takes up this

latter topic, addressing the factors which may lead to firm

growth. This issue is non-trivial: which firms tend towards

growth and which to stagnation may be an important

consideration in decisions regarding (the allocation of

assistance.

The next section examines some of the reasons why firms

should grow, and considers the literature on the subject. In

Section 4.3, the concept of growth is discussed. Section 4.4

describes the data and variables to be used in the analysis,

and the results are presented in sections 4.5, 4.6 and 4.7.

A final section offers some concluding thoughts.

86
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4.2 Why Do Micro and Small Enterprises Grow?

In Chapter II, the average growth rates of MSEs in

several southern African countries were presented. This

simple analysis revealed remarkably high average rates for

each country, at least among those firms which survive. What

factors cause these large average growth rates among existing

firms? To date no theory specific to the growth of MSEs in

developing countries has been written. Nevertheless, it may

be useful to review what theory does exist on firm growth in

order to guide the analysis which follows and to point the way

to a more complete and appropriate theory.

Traditional neoclassical economics posits that workers

are added until the value of the marginal product of the last

worker is equal to the wage paid to that worker; This implies

that firm growth will occur as a reaction to changes in

technology, the wage rate, or the price of the product. As a

result, if one is interested in why small firms in developing

countries grow, this simple theory suggests that one's

attention must focus on the factors that have an impact on

supply and demand for the product produced by the MSE.

The "stochastic" models extended this simple static model

by making it more dynamic: consideration is given to the

evolution of firms over time. These models also introduced

:firm-specific costs. As discussed in the previous chapter,

firms in the stochastic framework draw each year's growth rate

from a distribution. "Lucky" firms repeatedly draw high rates



88

and grow over time. These models were based on Gibrat's Law,

the stylized fact that firm growth and firm size are

independent. However, researchers began to find fault with

the assumptions of the stochastic models, and empirical work

demonstrated that Gibrat's Law does not hold.

This stochastic model was superseded in the theoretical

literature by Jovanovic's (1982) "learning model", which was

discussed briefly in the previous chapter. In this framework,

firms which are efficient (including managerial efficiency)

grow over time, expanding each period when their managers

observe that their guesses about their costs turn out to

overstate their true costs. Formally, firms are assumed to

have a strictly convex cost function, c(qa. But total costs

have a stochastic efficiency multiplier in addition:

”'1’ Tag.) =c<q.) -s<e+e,)

where a can be seen as a firm-specific efficiency parameter

(e.g., managerial ability) such that high values of 6 mean low

efficiency levels and high costs, and the stare firm-specific

shocks”. While the manager is unsure of the value of her own

6, she is aware of the distribution of 6 for all firms. In

 

” The cost function has the following properties: c(0)=0,

c'(0)=0, c'(q)>0, c"(q)>0, and gflcflqhm . S is positive,

continuous and strictly increasing, with (e.if§“._.3(e+e,) =¢1>o

and (0}3_.S(0+et)-azs~ . Finally, both 6 and e are normally

(distributed.
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the first period, all managers predict that their efficiency

level is average. As time goes by each firm learns about the

parameter in a Bayesian updating process.

The first-order condition for the profit maximizing firms

is

(4.2)

C/(qt) -'£:' =0 I

X:

where pt is the period t product price and x,’ is the expected

value of S(6+e,) . By the implicit function theorem,

 

4.3
( ) 39: 'cl(9.l_.(o

3x; XEC”(q)

and

(4.4)

6x32 x; (6”) 3 6x;

 

From (4.3), we know that the slope of the function q(S) is

negative, although since the sign of the second derivative is

ambiguous, the function may be either concave or convex.

Following Dunne, et al. (1989) , the predictions of the

learning model with respect to growth can be more readily seen

in a graphical presentation. Figure 4.1 depicts one possible

shape of the q(S) function. The distribution I(S,+,|S,) is the

information-updating density which predicts next period's

value of S based on the realized value of S this period. This
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density, in conjunction with the q(S) function, determines the

predicted size density function Z(qH,h;).

What does Figure 4.1 tell us about the relationships

between growth rates and firm size and age? As a successful

firm ages, its manager's estimate of 9 becomes increasingly

accurate. This reduces the variance of the information-

updating density, which in turn reduces the probability that

‘Ln will be widely different from q" Therefore, on average,

of the firms which survive, older firms grow more slowly than

younger ones. With respect to firm size, bigger firms grow

more slowly controlling for firm age. To see this, note that

bigger firms have small values of 6. Such firms have less and

less room for further increases, given that the information

distribution has a lower bound of a“

Empirical evidence from the U.S. (Evans, 1987; Dunne, et

a1., 1989) and from the developing world (see Chapter II) has

repeatedly supported the inverse relationship between firm

growth and both firm age and size that is posited by

Jovanovic's theory; In addition to firm age and size, demand

and supply factors, such as sector and location, influence the

growth decisions of individual firms, although they are not,

explicitly modeled by Jovanovic.“ ‘The learning model assumes

all firms produce a homogeneous product. Firms in different

 

“ Jovanovic assumes demand to be deterministic, and the only

firm-specific cost is that associated with managerial

inefficiency. There is no technological change in this model.
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sectors face different product demands, as well as being

different on the cost side (e.g., inputs are more or less

costly to obtain; competition is more or less stiff).

Therefore, if we intend to consider a group of heterogeneous

MSEs, we must allow for differences in sector. Sectoral

differences in growth rates have been shown by Phillips and

Kirchoff (1988) for small firms in the U.S. and by Chuta

(1990) for enterprises in Nigeria. With respect to location,

a firm's proximity to demand sources and to concentrations of

competition must influence its profitability. Additionally,

the location of the premises may imply differential costs

regarding rent payments. For example, home-based enterprises

(HBEs) may pay less in rental costs than a shop in the

commercial district.

The Jovanovic model has been criticized for the

immutability of the efficiency parameter. In that model,

managers are born with an efficiency level, and while they

learn what that level is over time, they cannot alter it.

Pakes and Ericson (1987) extended the basic model to allow

this parameter to be changed through human capital formation.

Those firms with managers possessing' greater stocks of human

capital should be more efficient, and therefore should grow

relatively faster.

There is an extensive literature regarding the

determinants of the supply of entrepreneurship. Not only have

economists taken an interest in this topic, sociologists and
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psychologists have studied the issue as well. 'While it is not

the point of this chapter to test these various theories,”

they indicate that. the socio-economic ‘background. of the

proprietor may be an important determinant of her

entrepreneurial ability and aggressiveness. The performance

of a firm (including its growth) likely depends in part on the

ability of its proprietor. For example, Cortes, Berry and

Ishaq (1987) argue that while older proprietors are likely to

be more experienced than younger ones, they also may be "less

inclined or less able to make their firms grow".56 For

metalworking firms in Colombia, proprietor age and firm growth

rates are inversely related. Another example involves

proprietor gender. Since traditionally female-generated funds

are used to cover the family's basic needs, female proprietors

may avoid taking the risks involved with firm expansion.”

Several groups of factors, then, ‘may influence the

profitability of MSEs, and therefore their growth. These

factors can be summarized in the following hypotheses:

1. In Jovanovic's model, firm growth is inversely

related both to firm age and firm size.

2. The sector in which the MSE operates influences its

growth.

 

” Theories of entrepreneurship are nicely summarized in

"Hunting the Heffalump", Kilby's essay in Entrepreneurship and

Ecppgpig Development.

“ Cortes, et al., p. 165.

” See Downing (1990) or Horn (1991).
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3. Firm location helps determine a firm's growth rate.

4. The level of human capital in the firm's

proprietor, as well as her socio-economic

characteristics has an influence on firm growth.

In. the analysis that follows, these hypotheses will be

examined in light of a new data set from several African

countries. Before proceeding to the analysis, however, issues

of measurement of variables and the nature of the data must be

discussed. These are taken up in the next two sections.

4.4 What Is Growth?

Growth of MSEs can be measured in several ways, including

growth in sales, profits, or number of workers. If

measurement error were not problematic, defining growth in

terms of sales or profits might be preferable to a labor-based

measure from an accuracy standpoint.’8 However, the data sets

which are to be used in this study rely on a retrospective

technique. Since most proprietors of MSEs do not keep

records, they would be unable to report their sales or profits

even at the present time. Expecting that their guesses as to

sales ten years ago would be accurate is folly, to say the

leastw As a result, the measurement of growth in this work is

in terms of changes in the numbers of workers. Interestingly,

growth in sales and growth in the number of workers have been

 

” Growth in the number of workers is much more "lumpy" than

growth in, say, sales. A firm might increase its sales a

great deal before it adds another worker.
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shown to be highly correlated in at least one instance. In

her detailed study of two manufacturing sectors in the Kibera

slum near Nairobi, Kenya, Parker (1991) reports that these

measures have a correlation coefficient of .428, significant

at the .001 level.’9 Should these measures be correlated for

the countries studied in this paper, using the somewhat less

accurate labor force measure of growth will not be terribly

costly.60

In the analysis which follows, growth is defined as an

average annual percentage change in employment from the time

the enterprise began to the time of the survey. That is,

‘4 ' 5’ (A-B)

Growth= B -100
C

where = Workers at time of survey

2 = Workers at start of business

C = Age of firm in years.

Calculating average annual growth rates in this manner may

hide fluctuations in employment levels over smaller spans of

time. For example, a firm may have begun as a single-person

operation, grown rapidly for a time, but then shrink back to

one person. Should this be so, measuring growth using only

the endpoints ‘would. mask important parts of the growth

 

” See Parker (1991), p. 12.

“ Summarizing studies of U.S. firms, Hamermesh (1993) states

that employment adjusts to output shocks fairly rapidly,

although there is some evidence that firms alter hours worked

before changing employment levels.
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process. Although data on this matter are sparse, the data

set from Zimbabwe used in this analysis indicates that

employment peaks and troughs within firms are not common.

Only 8.1% of a sample of Zimbabwean proprietors reported that

their MSEs had had such peaks or troughs.

4.5 Data and Explanatory variables

The data collection approach was discussed in detail in

Chapter II. For the analysis in this chapter, information

from five countries was used” 'These countries are all located

in southern Africa: Swaziland, Lesotho, Botswana, Zimbabwe and

two South African townships. Each survey was conducted in

largely the same manner, and for the most part, the same

information was gathered in each country. Still, since the

survey' process is. evolutionary, questions ‘were added. or

omitted from the basic questionnaire as time passed. As a

result, not all variables are available for each country.

How were the variables to be used in the analysis

constructed? Some useful descriptive statistics can be found

in Table 4.4 at the end of this chapter, but a simple

explanation of these regressors may be important in addition.

The first set of variables has to do with firm age and

size. Age is measured in years from the birth of the firm to

the time of the survey. Firms started.within twelve months of

the survey date are considered to be one year old. Size is

measured by the number of regular workers when the MSE was
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started. In addition to these variables, a complete set of

firm age-firm size quadratic and interaction terms are

included, ‘This follows Evans (1987) and.Dunne, et al. (1989),

who found such terms to be significant in studies involving

U.S. data.

The second category of variables which is important has

to do with the sector to which the MSE belongs. In the

analysis that follows, a series of dummy variables reflecting

membership in sectors at the 2-digit International Standard

Industrial Classification (ISIC) level is employed. In all

cases, the reference case is retail trading.

The third aspect of MSEs that.may influence firm profits

is enterprise location. Location is modeled using several

sets of dummy variables. The first set involves location of

the premises (home-based, commercial-district, or non-

permanent). The second and third reflect two aspects of the

regional location: the placement of MSEs in urban or rural

categories, and in ecological/agricultural zones. For the

South .African. data, a variable is added to. distinguish

enterprises located in Mamelodi township from those in

Kwazakhele township.

A fourth category of variables affecting profitability

involves the level of human capital embodied in the

Proprietor. Data on level of education, ownership of other

MSEs (either concurrently or in the past), level of training

and membership in a business support group are used to
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construct several dummy variables. In addition, years of

experience in the current.MSE or in a similar activity is used

to measure the accumulation of human capital.

Several variables are used to model the proprietor's

socio-economic background. Dummy variables are used to

control for proprietor gender, ethnicity and marital status.

Household size is also considered61 as is proprietor age,

measured in years.

4.6 Growth of Survivors

As a first step, it is useful to analyze the data

concerning only those firms which have survived. Considering

only the survivors has at least two advantages. First, it is

interesting per'se to examine the factors which lead to'growth

in successful firms. Second, while some information is

available on closed businesses, many of the variables that

would be interesting to test were not generated in the survey

of defunct MSEs.

The data from all countries are analyzed using ordinary

least squares regression of growth on the variables discussed

above:

. 22 29 3s

'GROWTHj-‘C'i'z; pmcssrzafz; y153(30311'1; 5,Loc,1+2; 81mg1

(4 - 5) .2 .5

+12: 61531”; AIOIHERUMU

'35 “3

 

“ The concept of household used in these surveys includes only

those people who 'eat from the same pot', whether or not they

are related.
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where

AGE-SIZE= Firm age and size, along with a complete set of

quadratic and interaction terms. Specifically,

these variables are (AGE), (SIZE), (AGE)2, (SIZE 2,

(AGE*SIZE), (AGE*SIZE)2, (AGE2*SIZE) and (AGE*SIZE).

SECTOR = 14 dummy variables representing the 2-digit ISIC

sector in which the MSE operates,

LOC = 14 dummy variables representing various aspects of

the MSE's location,

HR = 8 variables measuring the level of human capital in

the proprietor,

SE = 5 variables measuring aspects of the proprietor's

socio-economic background and

OTHER = 3 dummy variables measuring other aspects of the

firm.

Since Jovanovic's model predicts that the variance of the

growth rate is inversely related to firm age, there is reason

to expect heteroskedasticity on theoretical grounds. To

control for this, White's consistent estimator of the

covariance matrix is used.62

Table 4.1 presents the ordinary least squares regression

results, with the coefficients and T-statistic listed for each

variable. The value of the R-square statistics range from a

low of .16 in Zimbabwe to a high of .29 in Botswana. For each

country the F-statistic implies that the hypothesis that

 

” White's estimator is as follows:

Var(fi) = (X’X) ’1; eizxi’xj (X’X) '1

where eiis theziF OLS residual, and xiis the ilh row of X.
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rm Age 46.392 -- .613 -6.671 4.302 .2430

(3.652) (.641) (.933) (.325) (1.003) ;

Sire 407.200 -- 5.390 40.443 45500 ~ .063 '

(3.766) (1.030) (1.470) (4.722) (.005)

(Fina AgeXS'm) 14.604 -- .2140 a 4.330 -539 .203

(3.017) (2.407) (1.363) (.291) (.132) ‘

(Fi- my .434 -- ..055 o- 541 -.044 .047 -

(2.130) (2.022) (1.395) (577) (.939)

(Sin? 13.774 00 4.137 0° 1203 o 579 .025

(3.133) (2.541) (1.760) (.670) (.019)

(17.- 444761») -.466 . .034 u -.335 . .054 -.024

(4.944) (2.345) (1.755) (.715) (.724) :

(Fina “6%), 4.119 -- .339 u -.650 o- .154 -.0I6 i

(2.936) (2.935) (2.074) (.765) (.472) ;

(Fin 4.6mm): .107 ~ - 013 .. .66 .. -.007 .005

(2.143) (2.317) (2.030) (1.041) (1.193) 4

“m .2171 « 4.233 n -.565 4.966 4591 u .

I..._ (3.710) (2.930) (.347) (4 .543) (3.107) .

um 4.099 1543 0° 2.641 -.127 1.399

I... (530) (2.032) (.247) (.055) (1343) .

i

!

sac-:3 4.034 0: 4.393 0° -.913 .2220 4.94 n I

1477'... (2.415) (3.101) (.329) (1.479) (2.335) a

43.566 « -.64545 ~- 41.512 -- 40.313 0: -.743

%|,_ (4.736) (4.265) (2.545) (4.674) (256)

122.100 -- 3.965 -67.190 3 20.206 0 .5353

%?'a~ (3.122) (1.037) (4.670 (1.666) (1211)     
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Table 4.1 i

Growth Reado- Ruuhs ‘

7 , , , i ii _ i f iA___1

Canary: Coefficiera ad T-Ststinie ‘

Vsr'uhle

Souh Africs Swsn‘lad Lesotho Botswas Zimbabwe \

3mm "29°25 “ 4.097 9' 40.636 99 44.347 9 ..553 7

WI“... (4.673) (2.206) (2.313) (4.754) (.175) .

I

SECTORALDUMMIES

Food adWema; 41.336 4.275 26.762 -2933 11.941

(1.220) (1.339) (1.460) (.505) (1.474)

Textile ad Wain; Award -.334 -.347 25.923 9 6.990 -.446

M (.073) (.166) (1.686) (.746) (.107)

Woodmadmm 27.005 9 .457 270.130 -24.117 1.562

(1.770) (.106) (1.255) (4.619) (.230)

Paper. hint-1; ad P13111111... 22.391 9 NIA 2.574 NIA NIA

(1.756) (.092)

Micah ad Flsstics NIA N/A N/A NIA 6.643

(.415)

mmMhoes-in; 9.193 46.313 99 31.524 69.041 99 2.035

(.593) (4.406) (.939) (2.413) (.191)

um: Fshricaim 43.941 .3300 43.696 .2735 4.796

(1.449) (.590) (1.001) (.133) (.471)

WW 4.565 .171 .940 45.264 -.049

(.604) (.021) (.039) (1.101) (.006)

Construction 44.331 NIA 33.943 N/A 53.333

(1.221) (.333) (1.025)

Wholesale Trade 7.906 -.407 N/A -22.155 9 MIA

(.629) (.023) (1.795)

BASE CATEGORY: 1161-11 Trade 9 9 9 9 9

11m. 11mad 11m 2.910 17.325 99 13.414 .7302 43.337

(.397) (2503) (.670) (4.210) (1.069)

Two. 45.614 24.640 99 13.352 4.539 9.457

(1.231) (2.057) (355) (.030) (519)

11641 Estste 45.050 99 42.001 9 4.101 40.230 N/A

(5.326) (1.951) (.197) (4.316)

Cmercisl om 4.512 15.214 9 1.792 16.377 99 13.621 99

(.413) (1.953) (.059) (2.003) (2.327)

11463561111m 46.173 99 4.367 10.026 -.417 9.034

| (2307) (.347) (.600) (.054) (.967)     
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T-hle 4.1

Gm Regret-io- Roth

i

County Coefficial n41 T-Smnuc

VII-ibis

8011111 Africa Swaziland 1.0301130 Botswana We ll

Nan-Fixed London -2.879 2.315 61.054 -1.442 9.152 I

(-.260) (.621) (1.530) (-. 184) (1.550)

EASE CATEGORY: Hone-Bud ‘ ° 9 0 0

Loading

0.3: Loedim N/A 20.694 63.790 ” NIA NIA

(1.136) (3.170)

MTm 1.627 NIA NIA N/A NIA

(.259) _________

WRegion N/A -10.499 ” NIA NIA NM

(2.391)

WRain NIA -6.479 ‘ NIA N/A N/A

(-1 .753)

BASE CATEGORY: Weld Region ‘ ° ° 9 9

MoM N/A 4.779 N/A NIA NIA

0.630)

WBahia-1 2.61161 14». NM 14171 NIA -6.619

(-.698)

BASE CATEGORY:W ‘ ‘ ‘ ° 0

8001131031 211.: 11.

WEcolqical 24-1: 111 N/A NIA NIA NIA 1.701

(.283)

WEeolqial In: [‘1' N/A NIA NIA NIA 4.862 II

(-.331)

2mm Ecolqiul Zoe V NIA NIA NIA NIA 1.420

___ (.230) ‘

0717-: Area NIA 7.873 " 64.178 2.347 10.294

(2.948) (1.523) (.345) (1.361)

I BASE CATEGORY: Rural Area ‘ ‘ ‘ ‘ ‘

Second-3y Town N/A 1.504 29.912 -7.226 1.617

(.431) (1.464) (-1 .219) (.256)

HUMAN CAPITAL VARIABLES

Yuan of Elysium N/A .429 ‘ N/A 1.956 NIA I

(1.875) (1.585)

My formof binary "IA .499 NIA 3.351 4.405

School (.161) (.720) (1.031)

M forWof Seed-duty NIA 2.554 NIA 18.152 14.864 ‘

School (.695) (1.631) (1.720)

bully forMof Marple 3.1116 4.912 44.572 “ -3.833 -3.211

MSE- (.627) (1.270) (2.226) (-1 .012) (-.795)      
 



 

 

 

 

 

  

     
 

 

 

 

by fatMof Defunct NIA 3.421 NIA NIA 4.215

MSE (1.162) (.928)

D—y for Tlu'l'q 10.674 -8.164 ‘ 67.8w ” 3.190 9.653

(.664) (-1 .794) (2.406) (.318) (1.333)

Danny forWin Emile-3 N/A 2.437 N/A N/A NIA

Support Guy (.295)

SOCIO-I'IEONOMIC VARIABLES

04—13! for Female W313i; -25.183 “ -9.957 ‘ -21.445 -10.489 -2.113

(-2 .494) (-1 .856) (-1 .319) (-1.556) (-.272)

Buy forMto Major-fly N/A 43.731 10.108 NIA 11.833

Ethic Gap (-1 .263) (.313) (.708)

WAge NIA NIA .068 -.4m ° .570

(.187) (-1 .847) (1.428)

M for Main] 81ml: of NIA -3 .665 NIA .103 NIA “

 

 

     
 

 

 

    

Sulpb 8124: I 246 277 599 2% 345

R6": | .195 .276 .181 .291 .162

PM 1.88 2.25 4.04 2.13 1.60 1'

 

jointly the coefficients are insignificant can be rejected.

Several particular results for each country bear mention.

In general, the relationship between firm age and growth

follows the inverse pattern posited by Jovanovic's learning

theory. The partial derivatives evaluated at the minimum

values and the means of age are negative and significant for

South Africa, Swaziland, and Zimbabwe, although it appears

that in Lesotho and Botswana firm age does not influence
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growth once other factors are controlled for. In only one

case, where the partial for Swaziland is evaluated at its

maximum value, is the relationship positive and significant.

A similar pattern is found in the relationship between firm

growth and firm size. At the means and minimum levels for

four of the countries, the partial derivatives are negative

and significant, as the learning theory implies. There is no

significant relationship between growth and size for Zimbabwe.

For South Africa and Botswana, however, the partial derivative

evaluated at the maximum is positive and significant. This

may indicate that at some fairly large size, the relationship

between size and growth may become.a positive one, at least in

these two cases. In short, there is little evidence that

Gibrat's law holds for these firms. At least for smaller

firms, the inverse relationship generally holds. This strong

evidence of inverse associations between growth and age, and

growth and size supports the findings of Evans (1987).

Second, in :most countries, the sector in 'which an

enterprise operates helps to explain its growth, controlling

for the influence of other factors. As to which sectors

matter, no clear pattern emerges across countries. For

example, in the South African townships, MSEs involved in real

estate have growth rates lower than those in the reference

category, retail trades, while enterprises engaged in wood

production and processing and paper, printing and publishing

grow more rapidly than retail firms. Swazi MSEs in the
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transportation and hotel, restaurant and bar sectors grow more

rapidly and those in the non-metallic mineral processing and

real estate sectors less rapidly than MSEs involved in retail

trading. In Lesotho, MSEs in the textile and wearing apparel

sector grow more rapidly than enterprises in retailing, while

in Botswana, wholesalers grow more slowly and non-metallic

mineral processors more slowly than the reference case.

Interestingly, sectoral influences are absent in Zimbabwe. In

the following section, the issue of the impact of sector on

growth will be taken up in greater detail.

The third set of results has to do with the influence of

location on MSE growth rates. The previous chapter

demonstrated that location has .3 strong influence on the

survival chances of African MSEs. Location also explains

differences in the growth rates of small firms. In three

countries, MSEs located in commercial districts grow more

rapidly than home-based enterprises, perhaps indicating that

access to high-income customers gives a significant edge to

MSEs. South African firms set up in the traditional markets

tend to have a lower growth rate than HBEs, although the

relationship is not significant in the other countries.

Regional variables are not important in Zimbabwe or South

Africa, but the regional aspect of location is important in

Swaziland. Swazi MSEs on the highveld and middleveld have

growth rates that are 10.5% and 6.5% lower, respectively than

those on the lowveld. This may indicate differences in demand
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or supply conditions according to what region of the country

the MSE finds itself.63 In addition, urban-based firms in

Swaziland have growth rates that are almost 8% higher than

MSEs in rural areas, ceteris paribusu ‘Urban locations neither

help nor hinder MSEs in other countries, however.

The evidence regarding the impact of human capital on MSE

growth rates is mixed. For Swaziland and Botswana, the two

countries for 'which. data. were: collected, the regression

results indicate a small but positive relationship between

growth and experience in similar activities, although the

significance level of the coefficient in the Botswana

regression is marginal. Enterprises with proprietors who have

had formal business training grow 68% faster in Lesotho than

those with untrained managers, but training has a significant

negative impact for firms in Swaziland, and no significant

effect whatever in the other countries. Zimbabwean

proprietors who have completed secondary school run faster-

growing firms than those proprietors with no schooling, but

education does not influence growth elsewhere. Firms in

Lesotho with proprietors who currently run at least one other

 

“ It is interesting to note how the values of the.main exports

from each region have changed in recent years. Much of the

lowveld economy is tied to the sugar industry. From 1978 to

1987, the value of exports of raw sugar has increased more on

average than the earnings from the sale of two main exports of

the highveld, asbestos and wood pulp. The value of sugar

exports also grew more than the value of exports of citrus

fruit and canned fruit from the middleveld (FAD, various

years; Swaziland Geological Survey Annual Report, various

years).
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MSEugrow'45% more rapidly than firms with.more focused owners,

perhaps indicating that experience gained in other businesses

is useful.

The results regarding the socio-economic characteristics

of proprietors are also mixed. Although female-run firms in

South Africa and Swaziland grow more slowly than those run by

males, proprietor gender does not matter for any of the other

countries. Still, it would seem hasty to dismiss Downing's

(1990) contention that female entrepreneurs in Africa tend to

be more cautious managers. Ethnicity of the proprietor is

relatively unimportant as a determinant of MSE growth.

Cortes, Berry, and Ishaq (1987) argue that older proprietors

are unable or unwilling to expand their enterprises. This

notion is supported in Botswana, where an additional year of

proprietor age decreases the growth rate by 0.4%. However,

proprietor age has no effect on firm growth in any of the

other countries in which this information was collected.

Neither marital status nor household size has an impact on

growth in any of the countries in which they were measured.

4.7 Differences Across Countries

In order to take advantage of all available data, the

analysis so far has involved separate regressions for each

country. Although this has yielded some interesting insights

into the factors contributing to MSE growth, it has made it
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difficult to understand whether growth rates differ across

countries, controlling for other factors. 0n the surface,

MSEs in southern Africa seem to be remarkably similar in terms

of product type and quality, marketing, and production

technology: still, the countries under consideration here

represent markedly different environments, as Chapter II made

clear. While it is beyond the scope of this dissertation to

attempt to separate out these complex and interrelated issues,

it is useful to control for the influence of country on

growth.

To examine this issue, the data from the five countries

were pooled, and a single regression equation was estimated.

All of the regressors common to each data set were included in

addition to four dummy variables modeling country in which the

MSE is found. The regression results are presented in Table

4.2. The most interesting result is that the coefficients on

all of the country dummies are negative and significant" This

indicates that MSEs in all countries grow more slowly than

those in the South African townships, even after controlling

for firm age, size, sector, locational and other factors.

Other findings reinforce those presented in the previous

section. The inverse relationships between firm age and firm

size and growth continue to hold in general. The pooled data

reveal, however, that when evaluated at the maximum values,

both partial derivatives are positive and significant.



109

Sectoral factors matter, with 118135 involved in

construction and services growing faster than retail traders,

and firms in real estate activities growing less rapidly. A

ranking of which sectors seem to have the fastest growing

MSEs, analogous to the ranking presented in Chapter III, also

sheds light on the influence of sector on firm growth. This

ranking is constructed by running the pooled regression

 

Table 4.2

The Influence of Country on Growth

Variable Coefficient and T-

Statistic

CONSTANT 37.124 99
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Firm Ago 4.655 99

(3.414)

Sin 4.244 ‘

(1.693)
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The Influence of Country on Growth
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SECTORALDUMMIES

Food lad Beverage Proceed-g 2.454

(1.081)

Textile and Wearing Apparel Production 2.017

(.636)

Wood Production and Proceeds. -1.109

(-.428)

Pqer, Priming and Publi3him -1.928

(-.410)

Chemicalr and Plastics 4.405

(1.199)

ll Non-Metallic Mineral Proceuing 15.437 ll

(1.422)

Metal Fabrication 2.994

(.258)

Miscellaneous Mmufacturing -1.629

(-.366)

Construction 21.541 ’

I
(1.820)   
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Table 4.2

The Influence of Country on Growth

Variable Coefficient and To

Statistic

Wholesale Trade -.602

(-.094)

BASE CATEGORY: Retail Trade ‘

Hotels, Restaurants and Bars .137

(.036)

Tr-wonation 6.536

(390)

Real Estate -7.967 “

(-2.849)

 

 

 

 

 

 

 

  
 

 

 

 

 

 

LOCATIONALDUMMIES

Commercial District 13.591 ”

(4.969)

Traditional Market “33 “

(3.113)

Non-Fixed locations 3.487

(1.371)

BASE CATEGORY: Home-Based Locations °

Other Locations
“'2“ ”

(3.064)

Dtmy for MSEs in Swan'land -15.775 “

(4.271)

use CATEGORY: use. in South Africa ‘ II

Danny for M884 in Lesotho -18.705 “

(4.727)

Dummy for MSEs in Botswana -12.469 “

(-2.956)

Dummy for MSEs in Zimbabwe 44.572 “

(-3.145)

Urban Areas 6.513 “

(2.897)

HUMAN CAPITAL VARIABLES

 

 

 

Dtlluny for Owner-311i) ofMultiple MSEs

Dummy for Training

SOCIO-ECONOMIC VARIABLES

 

 

.95 ll

 



112

 

Table 4.2

The Influence of Country on Growth

Variable Coefficient and T-

 

 
. REGRESSION STATISTICS

 

 

 

 

  

fourteen times, alternating the sector which serves as the

reference category. Arranged from fastest to slowest growing,

the sectors are arrayed as follows:

1. Construction

2. Non-Metallic Mineral Processing

3. Services

4. Transportation

5. Chemicals and Plastics Production

6. Metal Fabrication

7. Food and Beverage Processing

8. Textile and Wearing Apparel Production

9. Hotels, Restaurants, and Bars

10. Retail Trade

11. Wholesale Trade

12. Wood Processing

13. Miscellaneous Manufacturing

14. Real Estate

This ranking does not take into account statistical

significance: the (coefficients. and 't-statistics for’ each

regression used to generate this ranking are presented in

Appendix Table C. In addition to this extension, it is

illuminating to aggregate the sectors up to the one-digit ISIC

level, as was done in Chapter III. This analysis supports the

finding that.construction.and services are faster growing, and
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real estate more stagnant, but adds the finding that as a

whole MSEs in manufacturing sectors do not grow at rates

significantly different from those in trade. The results of

this regression are presented in Appendix Table D.

Firms located in commercial districts are at a growth

advantage when all countries are combined. Firms in

traditional market settings also have higher growth rates:

this result was not apparent when each country was considered

separately. Urban-based firms grow faster than those in the

outlying areas.“ ‘With respect to the proprietors, those with

training had faster-growing firms, although when the countries

were.ana1yzed.separately, the evidence:regarding the impact.of

training on growth was conflicting. Finally, when the data

are aggregated in this way, it becomes clear that female-run

MSEs grow more slowly than those run by men. Whether because

of discrimination or because female proprietors are more

cautious managers, for this sample, firms with female

proprietors grow 10% more slowly than those run by males.

4.8 Growth and Sample Selection

To this point, the determinants of MSE growth have been

examined with the implicit assumption that firms do not fail.

As the first chapter showed, some MSEs are more likely to

survive than are others. Firms that fail are not part of the

 

“ All MSEs in the South African townships were considered to

be urban.
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data sets that are analyzed in this chapter: only the

"winners" are selected. Although failing to control for

sample selection can lead to serious estimation problems, many

studies have assumed the problem away. A few attempts have

been made to address sample selection, beginning with

Mansfield (1962), who argued that Gibrat's Law still holds if

the exit of firms is considered. More recently, in his

empirical study of U.S. firms, Evans (1987) controls for

sample selection using a model suggested by Heckman (1976).

In order to test whether sample selection bias is problematic

in the data under study in this dissertation, the Heckman

approach, commonly called the Heckit model, will be estimated.

The Heckit technique assumes there is a model that

applies to the underlying data. However, the dependent

variable is only observed if the value of some indicator

exceeds a threshold level. For the present case, firm growth

is only observed if a firm survives and is included in the

data. The observed data should be treated as if they were

sampled from the 'selected' subpopulation: if they are not,

bias may be introduced into the model.

Formally, Heckman's model consists of an equation of

interest, and a second equation which forms the selection

criterion:

(495) Yu = x1131 + £11

(497) Ya = x1232 + 612
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where yd’is an.unobserved threshold variable. .Although.yd'is

not observed, an indicator of it is:

(4.8) . .

ytz =1, 1f yt3>0

=0, if yzzso

In words, yu is observed if and only if y,2 = 1. For the

selected sample, it can be shown that

4.9 .

( ) E[yu|yu IS Observed] =xc101+olzlu

where 012 is the covariance between 6,1 and cc, and

.. 9o

A" 1-411,

where. ¢1 and. 6, are the normal density and. distribution

functions, respectively, evaluated at -xhfirf’ Heckman

suggests a two-step procedure for estimating the model. First

a probit model is employed to estimate A. For the data

studied here, this equation is a survival/non-survival binary

probit. In the second step, ya (MSE growth rates, in this

case) is regressed on xu and A in order to estimate )3, and the

coefficient on A. In this way, estimates of the coefficients

of interest are available untainted by sample selection bias.

In addition, the presence of such bias is readily visible if

the coefficient on A is significantly different from zero.

 

‘5 The variance of so cannot be estimated, and so is normalized

to one.
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The results of the .Heckit. model for Swaziland. and

Zimbabwe are presented in Table 4.3.66 The regressors in the

probit equation control for sector, location, forward and

backward linkages with other firms, proprietor

characteristics, and access to credit sources.67 The second

stage growth equation includes all regressors from section

4.6. Of primary interest are the estimated coefficients on

the sample selection term, )4. For both countries, this

coefficient is not significantly different from zero,

indicating that sample selection is not an important problem

for these data. NOt surprisingly, the coefficients in the

Heckit model are quite similar to those presented in Table

4.1. In his study of U.S. firm growth, Evans (1987) also

found sample selection to be unimportant.

 

“ Due to limitations of the data, only these two cases could

be examined in this framework. Specifically, information

regarding the determinants of firm failure was only gathered

in these surveys.

“ The probit regressors are the same as those used in the

proportional hazards model of Chapter III.
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4.9 Conclusions

Many simple statistics regarding the growth of surviving

MSEs were presented in Chapter II. This chapter expands on

these by considering growth in a more systematic way. Several

interesting findings emerge from this exercise. Firstly, the

results support the inverse relationships between firm growth

and both firm age and size posited by Jovanovic (1982), and

supported by other empirical studies” Secondly, the sector in

which the firm is engaged is important in determining its

growth rate. While no clear pattern emerges across countries

when the data for each are considered separately, patterns do

exist when the data are combined. Specifically, firms in the

construction and service sectors seem to grow faster, and

those in the real estate sector more slowly than those in

retail trading. Thirdly, the location in which the firm

operates influences growth. In particular, MSEs which exist

in commercial districts tend to have growth rates around 14%

higher than home-based enterprises. When all the data are

considered together, urban-based firms grow faster than those

in the rural areas. While regional factors are (excepting

Swaziland) insignificant within countries, the country in

which a MSE operates has a strong influence on its growth

performance, perhaps reflecting the importance of the

cultural, historical, economic and regulatory environment.

The fourth important finding is that MSEs with more

experienced proprietors tend to grow more quickly. This human
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capital dimension of growth has not been considered before.

Other variables, such as completion of secondary school and

training, provide some further, if sketchy, evidence of the

importance of human capital accumulation in explaining MSE

growth.

Fifth, in two countries, as well as when all countries

are considered together, firms with female proprietors grow

more slowly than male-run firms, other things equal. It is

not clear whether this phenomenon is the result of

discrimination against female proprietors, or of more cautious

managerial decisions by women. other socio-economic

characteristics of the proprietor have only a slight impact on

growth. In future work, it may be more appropriate to gather

and use information about the socio-economic character of the

family in which the proprietor was raised, rather than only

measures of her current situation. That is, the values and

education absorbed during childhood may be an important

determinant of entrepreneurial supply later in life.

A final result is that sample selection does not seem to

seriously bias the estimated coefficients. While following a

number of firms through time would lead to more efficient

estimation procedures, this result indicates that the cheaper

retrospective data sets are acceptable.

To be sure, this analysis has its weaknesses. Because of

the data collection method, it was not possible to measure

growth in any way but in terms of labor. Many important
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pieces of information could not be collected in the very short

interview time of about fifteen minutes. Still, this analysis

provides some important insights into the determinants of

small firm growth, which may guide future research on this

topic, as well as some policy decisions.
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CHAPTER V

CONCLUSIONS:

IMPLICATIONS FOR POLICY AND FUTURE RESEARCH

Micro and small enterprises are a large and important

part of the economies of most developing countries in the

world. In the southern African countries studied in this

dissertation, as much as one-quarter of the working age

population in each country is involved in the MSE sector.

Given the rapid expansion of the labor force, and the

relatively slow growth of the formal sector, this proportion

is likely to increase in the future. In the last decade,

interest in this part of the economy on the part of policy

makers and members of the donor community has become intense.

Unfortunately, a shortage of information about even the most

basic aspects of MSEs has left these officials hamstrung.

Some of these basic questions have been answered by a

spate of surveys conducted by Michigan State University and

local institutions in the southern African region in the last

two years. Country-wide surveys have been conducted in

Botswana, Lesotho, Swaziland and Zimbabwe, in addition to a
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census of two South African townships. While there are

certainly important differences in MSEs across countries in

the region, there are some common themes. First of all, these

enterprises are tiny. Although by definition firms with fifty

or fewer workers are included, the vast majority of MSEs in

every country has under ten workers. The average number of

employees, including the proprietor, is around two for each

country.

A second set of common characteristics of MSEs in this

part of the world involves location. From the country-wide

studies it is clear that the majority of MSEs are situated in

rural areas. Given. the large share of each country's

population living in the outlying areas, this is not

surprising. Furthermore, in both rural and urban settings the

majority of MSEs are home-based. It is likely that this is a

result of at least three factors: the absence of additional

rent needed to maintain an enterprise in the home, the

flexibility that home-based work offers in terms of family

responsibilities, and the ease with which enterprises away

from the commercial districts can evade the regulators and

internal revenue collection.

While no common pattern emerges at a disaggregated level,

in most countries a large share of the number of MSEs is
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involved in petty manufacturing or trade activities. Except

for Botswana, the vast majority of MSEs in the region seem to

be involved in manufacturing. Commonly encountered MSEs on

the manufacturing side include tailors, weavers, basket-

makers, metalsmiths and carpenters. In Botswana, and in many

urban areas in other countries, MSEs engaged in commerce are

prevalent“ The fruit. and 'vegetable ‘vendors, and. small

retailers of clothes and food are common commercial MSEs. In

every country, a small but significant number of MSEs are

involved in the service sector.

A final common thread revealed by recent survey work

involves the gender of the proprietor of the MSE. For each

country, between two-thirds and three-fourths of proprietors

are female.

While these new data sets have greatly expanded the

understanding of the characteristics of MSEs, they also

provide a unique opportunity to explore issues of small firm

dynamics. Faced with large numbers of enterprises,

governments and donor agencies have been unable to effectively

channel assistance to the sector. Which firms are likely to

grow in the future should be an important consideration in

allocation decisions, as should be an understanding of the

survival chances of MSEs. This dissertation is intended as a

first step towards redressing this information gap.

In Chapter III, the factors influencing firm failure were

considered. To examine this issue, data from Zimbabwe and



 

$1.

of

pr

thl

tul

The

Ear

cho

COS‘

 
for1

fir

fai .

€Ve1.

 



129

Swaziland were analyzed in a proportional hazards framework.

Originally, this ‘model was used by engineers and

biostatisticians to model survival times of machines or

cardiac patients. In economics the proportional hazards model

has been adopted by labor. economists to study duration of

spells of unemployment” IHowevery it.has never been.applied.to

the analysis of firm survival. The work in Chapter III

demonstrates that it is a highly useful tool in the study of

firm dynamics.

A number of salient findings emerge from the hazard

analysis. The first involves the shape of the simple hazard

function. Generally, the probability of firm failure, given

survival to that point, diminishes with each additional year

of existence until approximately age eighteen, after which the

probability increases. The negative slope of this function in

the early years is not surprising: if a firm can survive the

turbulent start-up years, its chances of surviving increase.

The jump in the hazard at middle age was unexpected, however.

Early evidence indicates that these closures are often by

choice and not for reasons of low demand, high competition,

costly inputs and the like.

Some particular findings are also of note. Controlling

for other factors, the analysis shows that faster-growing

firms are less likely to fail. Larger firms do not.have lower

failure hazards, as posited by Jovanovic's theory, and may

even be more likely to fail. In addition, the sector in which
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an enterprise operates influences its survival chances. MSEs

in the manufacturing sector, especially wood processing, are

less likely to fail, while those in transportation or retail

trade activities have shorter survival times, other things

equal. Location has a strong effect on the failure hazard,

with commercial district enterprises and urban enterprises

having greater survival probabilities. Interestingly, the

country in which a MSE is found has no impact on its hazard,

once other factors are accounted for. It should be noted,

however, that this result only applies to the two countries

which are considered, namely Swaziland and Zimbabwe, and might

not generalize if more data were available. Finally, female

proprietors are not more likely to see their enterprises fail

than males for market-related reasons.

Chapter IV considered issues surrounding growth of MSEs.

For this analysis, data from all five countries (Botswana,

Lesotho, South Africa, Swaziland and Zimbabwe) were available.

To examine the influences on a firm's average annual growth

rate of employment, ordinary least squares regressions were

run for each country separately, and also for all pooled

together.

These regressions provide a number of important insights.

First, both firm age and size are inversely related to firm

growth, in most cases. At larger sizes and older ages,

however, the relationships are positive. In general, this
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result provides modest support for Jovanovic's "learning"

theory, and mirrors Evans' findings regarding U.S. firms.

The sector and location in which an MSE operates also

influence its average annual growth rate. While no clear

pattern arises across countries with respect to sector, when

the data are pooled the services and construction sectors

appear to grow more rapidly and the real estate sector more

slowly than retail trading. When the sectors are aggregated,

manufacturing firms do not have growth rates that are

significantly different from MSEs in trade. In general, MSEs

located in commercial districts grow more quickly than home-

based enterprises, and in the pooled regression urban firms

grow more rapidly than those in rural areas. An equally

important result is that even after controlling for other

factors, the country in which a MSE is located is a

significant determinant of growth. Some confluence of

political, economic, historical and social factors apparently

has an impact on firm-level decisions regarding growth.

The evidence surrounding the influence of human capital

embodied in the proprietor on the growth rate is mixed. The

number of years the proprietor has been engaged in similar

business activities has a small effect in some countries, but

not in others, as does the completion of secondary school.

Furthermore, training of the proprietor increases a firm's

growth rate, ceteris paribus, when all countries are pooled
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together, although the effect is negative in Swaziland when

the countries are considered separately.

Finally, the growth rates of MSEs with female proprietors

are lower in two countries and when the data for all countries

are combined. It is unknown whether this difference is the

result of discrimination or of different behavior according to

the gender of the proprietor, or both.

Before considering possible policy implications of this

research, it is instructive to consider the findings of

Chapters III and IV together; First of all, smaller firms are

more likely to grow, other things equal. However, these firms

are not more likely to fail. This seems to provide

preliminary evidence that assistance programs must not ignore

the smaller MSEs.

While sector affects both firm growth patterns and

survival probabilities, no pattern is immediately discernable.

While construction and services are sectors in which MSEs tend

to grow rapidly, they are not sectors with especially long-

surviving enterprises. Similarly, while wood processing firms

have low hazards, they tend to grow more slowly than firms in

other sectors. Slightly clearer trends emerge when the

sectoral categories are aggregated. In this analysis, the

firms in the service and construction sectors both have high

growth. rates and low‘ failure jprobabilities, relative *to

trading. Manufacturing as a whole includes MSEs with better
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survival. prospects than the trade sector, but the

manufacturers do not grow more rapidly.

Interesting trends regarding firm location are apparent

from a synthesis of the results of Chapters III and IV. MSEs

situated in urban settings are both less likely to fail and

more likely to have high average growth.rates. Independent of

this, enterprises in commercial districts also have better

survival and growth chances than those located in the home.

Should the goal of the assistance organization be simply to

promote MSEs which are likely to survive and grow, their

programs should target the urban firms in commercial areas,

and avoid enterprises that are home-based or rural.

Finally, considering the findings of the earlier chapters

together yields some interesting, if mixed, conclusions

regarding proprietor gender. In Zimbabwe and in Swaziland,

MSEs run by women are no more likely to fail for business

reasons than those run.by males, and female run enterprises in

Swaziland have lower growth rates. Considering the hazard and

growth regressions for all countries together, one can see

that women-run firms are at no particular survival

disadvantage, but they do tend to grow more slowly than those

run by men. Unfortunately, these results do not settle the

issues surrounding the impact of proprietor gender on small

firm dynamics.
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While knowledge of the factors leading to MSE growth and

survival are necessary inputs into the policy and project

decision-making process, it is not sufficient. In particular,

an important part of the policy-making equation has not been

examined at all: issues of productivity and efficiency of MSEs

are not addressed in this dissertation. On first blush, it

may appear that MSEs with characteristics that make them

likely to survive and grow would be good candidates for

official promotion. However, such enterprises may be low-

productivity concerns which use scarce resources (particularly

capital) inefficiently. In order to learn the most from the

research done here, and to be able to make some cautious

policy recommendations, it may be useful to refer to the

findings of earlier studies regarding efficiency which were

presented in Chapter I. These studies revealed that, at least

for manufacturing firms in some countries, efficiency levels

vary by enterprise size, sector, and location.

It must be recognized that these efficiency findings have

some limitations. They are based on a small number of

countries (none of which form the data sets on which in this

dissertation relies), they include manufacturing firms only,

and they result from data generated at one point in time. It

is equally true that the analyses of Chapters III and IV are

not without shortcomings. Still, it is possible to make some

cautious policy recommendations. The first has to do with

enterprises size. Chapter III revealed that firms in the
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larger end of the MSE category are not more likely to survive

than smaller firms. In Chapter IV, the contention that size

and.MSE growth are inversely related received support. Taken

by themselves, these findings might indicate that the smallest

firms may be the appropriate targets for assistance. However,

given the finding that efficiency increases with size in the

MSE category, and that the largest jump in efficiency often

occurs between one and two worker firms, it may be more

appropriate to target enterprises which have at least two

workers. Of course, some of the one-person enterprises will

grow in the future. For the risk-averse assistance

institution, however, it may be better to wait until these

firms have demonstrated growth by exceeding the one-worker

level.

A second point regards enterprise age. Younger firms

have higher hazards, as section 3.5.1 demonstrates. Chapter

IV presents strong evidence that growth decreases with age.

Although no evidence relating efficiency to firm age is

available, the findings of this dissertation lend some support

to the idea that the assistance should be aimed at firms that

have existed for at least a few years, but which have not

gotten very old.

The conclusions regarding sector are muddier. The

sectors with the highest growth rates vary greatly by country,

as Chapter IV makes clear, and often those sectors with the

fastest growing MSEs are those cited in other countries as
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being the inefficient sectors. The findings of Chapter III

indicate that relative toflMSEs involved in trade, those in the

manufacturing sector have lower failure hazards, perhaps

resulting from the relatively high barriers to entry for small

manufacturers which affords these MSEs greater protection from

fierce competition than in the trade sector. It may be the

case that which sectors tend to have long-lived, fast-growing,

and efficient MSEs depends heavily on the country of interest.

It would be dangerous, then, to channel assistance to MSEs

according to sector without country-specific information.

More conclusive statements are possible with respect to

enterprise location. Home-based enterprises tend to be less

efficient, slower-growing, and more likely to fail than MSEs

located in commercial districts, regardless of the country

involved. Similarly, urban firms are at a lower risk of

failing and seem to be more efficient than rural firms, and

may have higher growth rates.

Naturally, the choice of which sorts of MSEs to assist

depends on the preferences and goals of the institution

providing the assistance. For example, more risk-averse

institutions may choose to trade off lower growth prospects

for lower failure probabilities of older and larger firms.

The information presented in the paragraphs above may be seen

as a starting point in the decision-making process of policy

makers and the designers of projects. This study also points

out directions for future research. It is possible, for
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example, that the assistance an MSE needs varies according to

where it is in its life cycle. This dissertation suggests

that this may be true, but does not directly address this

question.

The research agenda can be usefully divided into two

main categories. Firstly, new theoretical work needs to be

undertaken that.better explains the behavior of small firms in

developing countries. While Jovanovic's learning model is a

useful departure point for empirical work in this area it is

inadequate in a number of ways. For example, it assumes away

demand shocks which are surely important determinants of

growth and survival decisions at the firm level. It does not

explicitly consider locational aspects or characteristics of

the proprietor, which are shown by the data to be important.

In light of the findings of this research, it should be

possible to extend or revise the theory of firm dynamics.

The second branch of the agenda involves empirical work.

This category can itself be divided into two categories:

refinement of existing data collection techniques, and the

application of techniques for the first time. On the former,

the data are often measured very generally. Armed with the

experiences of the several surveys discussed in this work,

future researchers may be able to more accurately measure firm

and proprietor characteristics. When a formal theory of MSEs

is developed, further guidance as to what variables are

important can be obtained.
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Another important extension of the state of knowledge

regarding small enterprise dynamics pertains to studying firms

on the subsectoral level. As noted above, sectoral patterns

of growth, failure, and efficiency show significant variation

between countries. This indicates a need for studies of

specific subsectors in specific countries. Subsector analysis

involves considering not just individual enterprises, but the

ways in which MSEs in a given product line are linked to

suppliers and customers, the ways they compete with other

firms (including both large and small enterprises), and the

impact of the legal and regulatory environment on them.

Subsector studies have been completed in several countries,

and these have yielded important insights into the structure

of MSEs as well as useful policy prescriptions. The next

logical step is to apply these methods to learn how subsectors

evolve over time.

This research has also made plain the shortcomings of

retrospective data collection. Reliance on such methods

raises questions about accuracy of recall, and it also makes

it impossible to collect detailed information on other

measures of growth (e.g. , growth in output or profits) as well

as other explanatory variables. Future work in this area will

require richer data sources. It is probably necessary that

these future data sets be generated by longitudinal collection

operations. For example, following a sample of enterprises

forward through time would allow much more detailed and
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accurate information (e.g., data on sales, costs, factor

usage, etc.) to be obtained. Such an arrangement would also

reduce the problem of under-reported firm failures, making

possible a rough "life table" of firm survival rates. In

short, improved data would permit the analysis necessary to

guide the policy and assistance decisions that will affect

MSEs in the future.

Micro and small enterprises are clearly an important but

poorly understood part of developing economies around the

world. This dissertation takes some first steps toward a more

complete comprehension of how these firms change over time.

Further research may make possible the promotion of MSEs, in

order to improve the incomes of those involved in them, and to

harness their energies toward overall economic growth.
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Size

. (Finn Age)(Size) .122

i
(.3615)

(Firm Age)1 .029 ”

1 (2.341)

; (919:)8 .123
1

(1 .384)

1 (Finn Aac)‘(8izc) -.003

z ("329)

1 (Firm Age)(Sin)’ ..010

‘ («764)

(Finn MeflSiu)’ .0009

1 (.756)

‘ WWW 1

‘ W 1.667

1 (£95)

I cum 21.160 ‘ ‘

(1.794) .

use CATEGORY: Trade -

1

1mm 6.332 5

(.994) ?
!

M an: .3235 00 i

(.2916) ;

Servieea 11.922 - i

(1.954) ¢

l

LOCA'HONALDUMMIES

Commercial Diariet 13.236 6.

(4.930)

TIM Market 9.316 '-

(3.133)

Non-Fixed locations 3.561

(1.415) 
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Variable Coefficient and T-

Stathtic

BASE CATEGORY: Home-Band Elapriaee '

Other Locatiala
33.848 “

(2.989)

My for 14889 '- Swan’hd 45.889 ”

(4.461)

BASE CATEGORY: MSE: i1 801‘ Africa '

Bunny for MSE- il Lam 48.192 ‘°

(4.712)

Dlllllly for MSE- hm
42.034 ”

(-2.86S)

Dlmy for MSE: i1 Zinbabwe 44.518 “

(4.345)

Urb-I Anal
6.595 ”

1 (2305)

HUMAN CAPl'l‘AL VARIABLES

Danny forMof 111111191: MSE- .899

(.396)

Dtmy ft! '1'!“ 3.341 00

(2.927)

SOCIO-ECONOMICVARIABLES

Dnmy for Femalemm -9.876 "

(4.421)

REGRESSION STATISTICS

Smplc Size I 1814

 

R-Square I .118
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