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ABSTRACT

AN ASSESSMENT OF THE IMPACTS OF ALTERNATIVE FACTOR

ANALYSES ON THE STABILITY OF CLUSTER MEMBERSHIP

By

Sheng Jung Ou

Even though the use of factor scores as input data for cluster

analysis is a relatively common procedure, there has been very little

research on the effect of alternative factor analyses on the results of

cluster analysis, especially cluster membership. The primary purpose of

the study was to examine the impact of factor analyses on cluster

membership when clustering is based on factor scores. Specifically, the

study examined the effect of alternative factor solutions (number of

factors) and factor rotation on cluster membership.

The study used the importance ratings of 20 different campground

attributes/facilities collected in a study of the 1988 National Campers

and Hikers Association Campvention. To achieve three study objectives,

principal component analysis with and without varimax rotation, cluster

analysis (Ward's method using the squared Euclidean as a distance

measure), crosstabulation technique, and the entropy (information)

measure were employed.

Three major conclusions were drawn from the analyses. First, when

factor analysis is used in conjunction with cluster analysis, the factor



solution (number of factors) selected has an effect on the cluster

membership. Second, whether or not the initial factors are rotated does

not affect cluster membership. However, rotation will effect the

interpretation of the clustering results (i.e., the cluster labels).

Third, clustering on raw data rather than factor scores results in more

stable cluster membership.

The study resulted in two primary recommendations regarding the

use of factor analysis and cluster analysis. First, when factor

analysis is performed as a preliminary step to cluster analysis, they

should not be treated as distinct analyses. Decisions regarding the

number of factors should be based on both the factor analysis criteria

(eigenvalues greater than one, percentage of variance explained, scree

test) and the impact on the cluster solution. Second, researchers may

first perform cluster analysis based on raw data for classification

(segmentation) purposes, and then use factor analysis as a means of

describing clusters.
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CHAPTER I

INTRODUCTION

Cluster analysis is a statistical method commonly used to classify

individuals or objects into groups (clusters) based on their similarity

with respect to specific characteristics/variables so that the resulting

clusters possess high internal (within-cluster) homogeneity and high

external (between-cluster) heterogeneity. In addition to the grouping

function, cluster analysis can also be used to perform data reduction

and to test hypotheses (Anderberg, 1973; Everitt, 1974). Cluster

analysis has been applied in many fields such as business, social

science, psychology, biology, political science, remote sensing

research, and leisure research.

Clustering methods have been recognized throughout this century,

but most of the literature on cluster analysis and its application has

been written during the past two decades. Cluster analysis was first

discussed by social scientists during the 1930s (Driver & Kroeber, 1932;

Tryon, 1939; Zubin, 1938). However, it was not until the late 19505

that cluster analysis attracted significant attention. The main stimuli

for this increased interest were the publication of Principles of

Numerical Taxonomy by Sokal and Sneath (1963), and the development of

high-speed computers and cluster analysis software. At least 14
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different computer software programs are now available for cluster

analysis (Punj & Stewart, 1983), including SPSS (Statistical Package for

the Social Sciences), SAS (Statistical Analysis System), BMDP, and

CLUSTAN.

Cluster analysis has been utilized extensively to segment various

product and service markets including different recreation and tourism

markets (Boggis & Held, 1971; Calantone & Johar, 1984; Calantone,

Schewe, & Allen, 1980; Crask, 1980; Davis, Allen, & Cosanza, 1988;

Ditton, Goodale, & Jonsen, 1975; Funk & Hudon, 1988; Goodrich, 1980;

Green, Frank, & Robinson, 1967; Green, Sommers, & Kernan, 1973;

Harrigan, 1985; Huszagh, Fox, & Day, 1985; Lessig & Tollefson, 1971;

Mazanec, 1984; Perreault, Darden, & Darden, 1977; Saunders, 1985; Sethi,

1971; Shoemaker, 1989; Stynes & Mahoney, 1980; Tatham & Dornoff, 1971;

Woodside & Motes, 1981). Besides market segmentation, cluster analysis

also has been used in the field of recreation and tourism to classify

leisure activities (Devall & Harry, 1981; Ellis & Rademacher, 1987;

Tinsley & Johnson, 1984) and to identify different types of experiences,

preferences and attributes (Hautaluoma & Brown, 1979; Heywood, 1987;

Knopp, Ballman, & Merriam, 1979; Manfredo, Driver, & Brown, 1983).

The increased use of cluster analysis has resulted in greater

attention to various clustering/methodological decisions including (a)

the clustering algorithm, (b) the similarity measure, and (c) the number

of clusters. These decisions are all critical elements in the

clustering process. Another primary concern in cluster analysis is the

degree of correlation between the clustering variables. Correlation

among clustering variables results in an implicit weighting (double

counting) problem; correlated variables have more weight in determining
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the cluster solution. To address the implicit weighting problem,

researchers have proposed/used factor analysis (principal component

analysis) as a prelude to cluster analysis (Aldenderfer & Blashfield,

1984; Anderberg, 1973; Everitt, 1979; Gorsuch, 1983; Green et a1., 1967;

Rohlf, 1970; Skinner, 1979; Smith, 1989). Factor analysis is also used

as a preparatory step to reduce potential clustering variables to a core

set of dimensions in order to make the results more interpretable

(Kikuchi, 1986).

Factor (principal component) analysis is a process for grouping

variables. It is a multivariate statistical technique in which a large

number of interrelated variables is summarized/reduced to a smaller

number of factors (dimensions) without appreciable loss of information.

By performing factor (principal component) analysis,the original data

are reduced to some independent (noncorrelated) dimensions or factors.

Factor scores (calculated by multiplying the original raw data
we‘-

 

measurements by the corresponding factor score coefficients) are often

used as ‘ieeéiiieiishiéé in cluster sash/33...?-

In addition to data reduction, there are two additional benefits

to clustering based on the principal component analysis rather than raw

data (e.g., ratings of attributes). First, the dimensions (factors) are

independent, thereby avoiding the collinearity or multicollinearity

problem associated with correlated data. Second, the resultant factors

are given equal weight which avoids the implicit weighting problem.

Although factor scores (derived from principal component analysis) are

commonly used as input to clustering algorithms, researchers have raised

questions or concerns about this practice. Anderberg (1973) questioned

whether the factors reflect the relationship among variables that are
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actually observed in the clusters. Rohlf (1970) voiced the concern that

principal component analysis tends to maintain the representation of

widely separated clusters in a reduced space but minimizes the distances

between clusters or groups that are not widely separated.

Factor analysis can affect/determine cluster solutions in three
M_,__l--v ~r----—--

potential ways: (a) the number of factors that determine factor scores
 

(Coovert & McNelis, 1988; Zwick & Velicer, 1986), (b) factor rotation

(Dielman, Cattell, & Wagner, 1972; Gorsuch, 1983), and (c) factor

weighting (DeSarbo, Carroll, & Clark, 1984; Sneath & Sokal, 1973).

Relatively little attention has been directed at the potential effects

of alternative factor solutions on clustering results. A review of 32

studies in which factor scores were used as the basis for clustering

identified only one which analytically compared clustering results based

on two different factor solutions (as the bases for clustering) (Day,

Fox, & Huszagh, 1988). In another study, Bartko, Strauss, and Carpenter

(1971) compared clustering results based on raw data and factor scores.

Shutty and DeGood (1987) compared clustering results based on

standardized scores and factor scores.

Problem Statement

Although the use of fegtagssesaa ss-i.921&.§§£§,£9§fleece:

analysis is a relatively common procedure, very little research has

been done on the effect of factor analysis--number of factors and

rotation-~on the results of cluster analysis, especially cluster

membership. Numerous researchers have raised various methodological

questions regarding factor analysis as an independent procedure
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(Armstrong & Soelberg, 1968; Bobko & Schemmer, 1984; Browne, 1968b;

Hakstian & Muller, 1973; Heeler, Whipple, & Hustad, 1977; Horn, 1965a;

Moojjaart, 1985; Tucker, 1971) and cluster analysis (Bayne, Beauchamp,

Begovich, & Kane, 1980; Dreger, Fuller, & Lemoine, 1988; Funkhouser,

1983; Krzanowski & Lai, 1988; Lathrop, 1987; Marriott, 1971; McIntyre &

Blashfield, 1980; Milligan & Cooper, 1985; Mojena, 1977; Rand, 1971;

Skinner, 1978). However, as previously mentioned, only one study was

found that examined the effect of alternative factor analyses on

clustering when factor scores were the basis for clustering.

Factor analysis and cluster analysis are usually treated as

distinct analyses even when used in conjunction with each other

(Collins, Cliff, & Cudeck, 1983; Hooper, 1985; Shutty & DeGood, 1987).

The factor analysis is performed first; then the factor solution--the

number of factors extracted--is decided based on different factoring

criteria (e.g., eigenvalues greater than one, percentage of variance

explained, scree test, interpretability of factors), and not (also) on

the potential effect on the clustering solution--number of clusters,

cluster membership, homogeneity of clusters, and identification

(description) of clusters (Calantone & Johar, 1884, Crask, 1981;

Kikuchi, 1986; Meade, 1987). Although eigenvalues greater than one,

percentage of variance explained, and scree test are useful in

evaluating and selecting a factor solution, a great deal of subjectivity

is still associated with arriving at a factor solution and interpreting

the resultant factors.

An important decision in factor analysis is the method to be used

in rotating the initial factors that are extracted from the correlation

matrix. Rotating the factor matrix redistributes the variance from



6

earlier factors to later ones to achieve a simpler, theoretically more

meaningful, factor pattern (Hair, Anderson, & Tatham, 1987; Kim &

Mueller, 1989). Rotating factors generally improves the interpretation

by reducing some of the ambiguities that often accompany initial

unrotated factor solutions. Although rotating the factor matrix may

create more interpretable factors, Frank & Green (1968) pointed out that

rotation of factor axes also lends a certain arbitrariness to the

procedure. Most studies on rotation have focused on alternative

methods, either orthogonal or oblique (Arbuckle & Friendly, 1977;

Carroll, 1953; Hakstian, 1976; Saunders, 1961); no studies of the effect

of rotation on cluster membership were found.

Although the_ggmbingd use of factor analysis and cluster analysis”

has been commonly employed in segmentation and ¢l§§§i§i9§PiQD-SFHQi§S.

it has also been used for other purposes, such as differentiating small

geographic areas on the basis of well-established sociological

constructs, understanding social differentiation in modern industrial

society, revealing consumer search patterns, and measuring the concept

of social identity.

The use of factor analysis in conjunction with cluster analysis is

I

,/

{ also wildly used in recreation and tourism, such as segmenting

7 vacationer market based on lifestyle variables, segmenting the tourism

market on benefitfseeking choices, exploring aspects of lifestyles with

respect to vacation activities, establishing lifestyle profiles of

elderly female travelers, and ascertaining the barriers to recreation.

The primary purpose of this study was to assess the effect of

different approaches to factor analysis on cluster membership when

clustering is based on factor scores. Specifically, the study examined

./—
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the effect alternative factor solutions (number of factors) and factor

rotation on cluster membership. Another purpose was to compare the

stability of clusters based on factor scores with the stability of

clusters based on raw data.

Study Objectives

To address the aforementioned purposes, three objectives were

defined to guide and evaluate this study.

Objective 1. To assess the effect of different factor

solutions (number of factors) on cluster

membership.

Objective 2. To ascertain the effect of factor rotation on

cluster membership.

Objective 3. To compare clustering on factor scores with

clustering on raw data.

Organization of the Study

Chapter II is a review of relevant literature, focusing on

previous studies, especially in the fields of marketing, recreation, and

tourism, that have employed both factor analysis (principal component

analysis) and cluster analysis. Chapter III contains a description of

the data--ratings of 20 campground attributes—-used in the study,

including how they were collected, and a discussion of the statistical
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procedures used for the different objectives. Chapter IV includes

descriptive statistics on the ratings of the twenty campground

attributes, the appropriateness of data for factor analysis, an

assessment of the effect of different factor solutions on the clustering

results, an assessment of the effect of rotation on cluster membership,

and comparison of clustering on factor scores with clustering on raw

data. Chapter V includes a summary of the study, major conclusions,

study limitations, and recommendations regarding the combined use of

factor analysis and cluster analysis.



CHAPTER II

LITERATURE REVIEW

The primary objective of this chapter is to acquaint the reader

with the literature on the combined use of factor analysis and cluster

analysis and its application in the fields of marketing (especially

market segmentation), recreation, and tourism.

Factor Analysis and Cluster Analysis

Factor Analysis

As mentioned previously, factor analysis is a multivariate

statistical tool for exploring the similarity of relationships among

variables. The primary purpose of factor analysis is to reconstruct

original variables into an underlying multivariate space that specifies

the positions of original variables rather than establishing which

variables go together (Gorman, 1983; Gorsuch, 1983). Factor analysis

starts out with a correlation matrix, which is a table showing the

intercorrelations among all variables. The interrelationships between
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variables are typically determined by Pearson product-moment

correlation.

The underlying factors are extracted using either a component

model or a common factor model. There are a number of differences

between the two models. The major difference is the elements comprising

the diagonal of the correlation matrix. The component model uses total

variance (unity) in the diagonal of the correlation matrix, whereas the

common model uses communalities (common variance). The component model
._.- ‘aa‘

KN... H— -————“ "

is used to summarize most of the original information (variance) in the

minimum number of factors. _Ih§_£2§§3§_§§2£2£amg§gl is used to identify

underlying factors or dimensions not easily recognized (Hair et a1.,

1987; Kim & Mueller, 1988).

Although both factoring models are capable of extracting common

factors, the initial result seldom represents the final solution because

the initial factors are difficult to interpret and may not adequately

represent the simple structure. Frequently, the initial factors are

rotated. Two rotation procedures are commonly used, orthogonal and

oblique. In orthogonal rotation the factors are mutually independent.

Three major types of orthogonal rotation-—varimax, equimax, and

quartimax--are most commonly used in practice. Of the three, varimafi

rotation is used most frequently (Bieber & Smith, 1986; Norusis, 1988).

In oblique rotation the factors are correlated (Bieber & Smith, 1986;

Gorsuch, 1983; Hair et a1., 1987; Kim & Mueller, 1988). When the result

(e.g., factor score) of factor analysis is to be used in subsequent

statistical analyses (e.g., cluster analysis), an orthogonal rotation is

appropriate because collinearity is eliminated. In contrast, oblique
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rotation is appropriate if the objective is to obtain theoretically

meaningful constructs or dimensions.

There is no agreement in the literature regarding the best

rotation method. Bartholomew (1985) indicated that there is no

significant difference between orthogonal and oblique rotation

procedures in terms of factoring results. Stewart (1981) contends that

the basic solutions provided by most rotational programs result in the

same factors, thus, the rotation method should have relatively little

impact on the interpretation of factor analysis results.

A primary step/decision in factor analysis concerns how many

factors should be extracted. Several criteria are typically used to

decide on the numbggmgfmfagtggs. The most common one is the Kaiser

criterion (Kaiser, 1960), whereby all factors having eigenvalues greater

than oneware accepted. This criterion often is used in conjunction with

percentage of variance explained and the scree test (Cattell, 1966).

Other methods, including significance tests associated with the maximum

likelihood and least squares solutions, Horn's (1965b) parallel

analysis, Bartlett's (1950, 1951) chi-square test, Velicer's (l976a)

minimum average partial method, and interpretability of the factors are

also used to determine the number of factors.

Although each criterion has its supporters, Zwick and Velicer

(1986) contend that which criterion is most appropriate depends on a

number of different factors--samp1e size, number of variables, component

saturation (scale of factor loading), component identification, and

special variables (variables having a nonzero loading on more than one

component) (Zwick & Velicer, 1986). Based on their research, they
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concluded that parallel analysis and the minimum average partial method

are generally the best across situations. However, a review of factor

analysis studies showed that the majority used combined criteria, such

as eigenvalue greater than one, percentage of variance explained, and

the screefltest (Allen, 1982; Beard & Ragheb, 1983; Connelly, 1987;

Hollender, 1977; Lounsbury & Hoopes, 1988; Tinsley & Kass, 1979; Wahlers

& Etzel, 1985).

Once the number of factors is decided, the next step in factor

analysis is to interprethhe,fact r solution. The most common

interpretation approach involves analyzing the size and pattern of

fagtgrhlggdiggs. Factor loadings are key in understanding the nature of

factors. A factor loading indicates the relationship between a variable

and a factor. The higher the factor loading, the stronger the

relationship. Hair et a1. (1987) suggested that factor loadings greater

than $0.80 are significant, those greater than i 0.40 are more

important, and loadings greater than or equal to i 0.50 are very

significant. Their suggestions can be viewed as a rule of thumb. In

addition, Gorsuch (1980) indicated there are more exacting but

computationally more difficult ways of determining the significant

loadings including: Archer and Jennrich's (1973) formulas, Jéreskog's

(1978) confirmatory maximum likelihood factor analysis, and Lindell and

St. Clair's (1980) jackknife approach.

A review of factor analysis studies showed that the factor loading

rulefioffithumb is used most often. However, researchers contend that

valid interpretation of a factor solution should depend on examination

of high, medium, and low loadings. High loadings indicate variables
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which are highly related to a particular factor, whereas low loadings

indicate variables which are not related to a particular factor (Bieber

& Smith, 1986).

The final stage in factor analysis is to calculate factor scores,

which are commonly used as input variables in other statistical analyses

such as cluster analysis, discriminant analysis, and regression

analysis. There are several different methods for estimating factor

scores. According to Tucker (1971), the least squares solution

characterized by Horst (1965) and Bartlett (1937) would yield

appropriate factor score estimates for evaluating group differences on

factors. Thurstone (1935) also suggested that if group membership is to

be predicted from factor scores, the regression estimates method would

be appropriate. Although Velicer (1976b) found that there is little

practical difference among factor score estimates, image scores, and

principal component scores, he suggested using principal component or

rescaled image scores. However, unless the principal components model

is used, factor scores can only be estimated (Kass & Tinsely, 1979;

McDonald & Burr, 1967).

Cluster Analysis

The purpose of cluster analysis is to formulate relatively

h°1995€9999§ BIZQUP'IDBS... -95..inéividgels/ij ects ,bas,s.9_.-9r1” onenegmo .28.. .

similarity criteria. Cluster analysis starts with a similarity measure

of the proximity or closeness between all possible pairs of

individuals/objects. There are four types of similarity measures:
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correlation coefficients, distance measures (e.g., Euclidean distance

measure), association coefficients, and probabilistic similarity

coefficients (Aldenderfer & Blashfield, 1984). The last two are

infrequently used. Although it has been demonstrated that using

correlation coefficients as the similarity measure reduces the ratio of

misclassification (Hamer & Cunningham, 1981), correlation coefficients

are relatively insensitive to differences in the magnitude of the

variables and fail to satisfy the triangle inequality (i.e., d(x,y) S

d(x,z) + d(y,z), given that x, y, and z are different entities). In

contrast, distance measures provide the actual distance between cases

andfliagisfywthe'triangle_inequality.

The literature indicated that distance measures are the most

commonly used measures of similarity (Aldenderfer & Blashfield, 1984;
.9 ‘91.... -_..

Bieber & Smith, 1986; Everitt, 1974; Hair et a1., 1987). Three types of

distance measures are commonly used: Euclidean distance, Manhattan

distance, and Mahalanobis 92- Euclidean distance (assuming that

 

variables are independent) is most commonly used, even though some

researchers argue that Mahalanobis D2 is more versatile in that it can

be used even if the clustering variables are correlated. Euclidean

distance is often criticized as not having ability to preserve distance

ranking (Everitt, 1974). However, this problem can be solved by

standardizing the data (Aldenderfer & Blashfield, 1984).

What clus§g££E§W§}ggli§hm to use is obviously an important

clustering decision. Most researchers prefer to use hierarchical rather

than nonhierarchical clustering algorithms because nonhierarchical

clustering algorithms start with the selection of an appropriate
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starting partition/seed point which is relatively subjective

(Blashfield, 1978).

The five popular hierarchical methods--sing1e linkage (minimum

distance), complete linkage (maximum distance), average linkage (average

distance), Ward's method ( minimum variance), and the centroid method

(distance between means)--differ in terms of how the distance between

clusters is calculated. However, results of a number of studies

indicated that Ward's method consistently outperforms the other methods

in terms of the accuracy of the cluster solution (Bayne et a1., 1980;

Blashfield, 1976; Edelbrock, 1979; Edelbrock & McLaughin, 1980; Mojena,

1977).

Ward's (1963) method is used to optimize the minimum variance

within clusters. In Ward's procedure, the distance between two clusters

is the sum of squares between the two clusters summed over all

variables. At each step in the clustering process, the union of every

possible pair of clusters is considered. The two clusters whose fusion

results in the minimum increase in the error sum of squares become a new

cluster (Aldenderfer & Blashfield, 1984; Everitt, 1974; Hair et a1.,

1987; Norusis, 1988).

Although many researchers recommend Ward's method, it has two

problems/limitations. First, it is sensitive to outliers. Also, there

is no function for reallocating entities that might have been poorly

classified at early clustering stages (Everitt, 1974). Some researchers

have suggested that the outlier problem can be eliminated by using both

the hierarchical clustering method and the iterative partitioning method

(Milligan, 1980; Punj & Stewart, 1983).
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A critical step in cluster analysis is deciding on a clustering

solution--the number of clusters to form. There are a number of

procedures for determining the number of clusters (Aldenderfer &

Blashfield, 1988; Dubes & Jain, 1979; Everitt, 1974; Milligan & Cooper,

1985). In many studies, the decision has been based on an examination

of different levels of the fusion dendrogram or a similar scree test. A

similar scree test involves plotting the fusion coefficients against the

number of clusters, which is the numerical value at which various cases

merge to form a cluster. Sudden jumps or breaks in the scree plot

indicate that two relatively dissimilar clusters have been merged. The

solutions (number of clusters) prior to these mergers are likely

candidate solutions (Thorndike, 1953). Both the fusion dendrogram and

the similar scree test approaches are subjective.

Other less subjective approaches for deciding on cluster solutions

have also been discussed (Everitt, 1979; Milligan & Cooper, 1985). For

example, Marriot (1971) suggested that a possible criterion for

selecting the number of groups/clusters is to take that value of k for

which kzhll is a minimum, where k is the number of clusters and [WI is

the determinant of the pooled within-group variance-covariance matrix.

Beale (1969) proposed using a F-ratio to test the hypothesis of the

existence of K2 versus Kl cluster in the data (K2 > Kl). Wolfe (1970)

proposed a likelihood ratio criterion to test the hypothesis of k

clusters against k-l clusters.

Despite the numerous criteria that have been proposed, Everitt

(1979) believes that no one completely satisfactory solution is

available. The best way to decide on the number of clusters seems to be
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to utilize a combination of the decision criteria along with the

interpretability of results (Bieber & Smith, 1986; Everitt, 1979;

Gnanadesikan & Wilk, 1969). Other criteria, such as identifiability,

substantiality, variation in responses, and exploitability, are also

important in deciding a final cluster solution, especially if the

purpose is market segmentation (Kikuchi, 1986; Kotler, 1984; Stynes,

1983).

Comparisons of Factor Analysis and Cluster Analysis

There still is some confusion regarding the differences between

factor analysis and cluster analysis. This frequently results in

inappropriate applications of both methods.

The major distinction between factor analysis and cluster analysis

is that the former detects relationships between variables and thereby

reconstructs original variables into fewer dimensions, whereas the

latter is concerned with the classification of individuals/objects.

Neither method alone may be sufficient if researchers are trying to

reduce a large set of data and to classify individuals into groups (on

the basis of the reduced data). In this situation, the use of factor

analysis in conjunction with cluster analysis is often suggested

(Anderberg, 1973; Everitt, 1979; Gorsuch, 1983; Green et a1., 1967;

Mark, 1980; Punj & Stewart, 1983; Rohlf, 1970; Skinner, 1979; Smith,

1989).
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Literature Supporting the Combined Use of

Factor Analysis and Cluster Analysis

A number of researchers have determined that factor analysis is

helpful in identifying meaningful dimensions/factors on which to cluster

individuals/objects. Mark (1980) suggested using principal component

analysis as a preparatory step to cluster analysis to identify

neighborhoods for preservation and renewal. Swinyard and Struman (1986)

found that clustering consumers after a factor analysis, thereby

reducing various measures to a fewer factors, resulted in

(restaurant/dining) clusters/segments that were easier to describe and

act on. Smith (1989) preferred the combined factor;glusterlanalysis

approach over the "a priori" method because it resultsain~mgre

homogeneous clusters. Gorsuch (1983) indicated that factoring before

cluster analysis helps clarify the basis on which individuals are

grouped, and provides empirical methods of producing typologies. Wind

(1978) suggested performing a principal component analysis as a way to

obtain a more reliable and meaningful factor structure before

clustering.

Combined factor and cluster analysis can be used to solve the

problem of independency of variables and to deal with implicit weighting

problem in clustering procedures (Green et a1., 1967; Punj & Stewart,

1983). In addition, the combined approach can be used to identify a

"best" set of dimensions for depicting the relationships among

individuals (Skinner, 1979).

Punj and Stewart (1983) contend that when a researcher desires

that all dimensions or attributes be given equal weight in the
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clustering process, it is necessary to correct for interdependencies.

They suggested two approaches to correct for interdependencies: (a)

using Mahalanobis EV or (b) completing a preliminary principal component

analysis with orthogonal rotation. Component (factor) scores can then

be used as input variables for computing similarity measure in the

clustering process.

Studies on the Combined Use of Factor

Analysis and Cluster Analysis

As previously stated, combined factor-clustering analysis has been

utilized by researchers in many fields, such as marketing, recreation,

tourism, psychology, medical science, and sociology. This section

contains a review of a number of studies that used factor scores as a

basis for clustering, with special attention to the factoring method,

criteria for selecting the number of factors, the clustering method, and

the criteria for selecting the number of clusters. Table 1 summarizes

22 of the 32 studies which were reviewed.

Day and Heeler (1971) used a randomized block experiment with five

strata composed of three stores to test the sales effect of three

price-level changes in a new food product. Principal component analysis

was first performed on 12 store attributes (e.g., selling area of store,

average household income). Fiyg mutually independent factors were

identified, which accounted for 12% of the total variance. Factor
’W‘Lp“ n

scores were then calculated to obtain two different similarity measures:

 

modified matching coefficient and Euclidean distance. Both similarity

measures were used as the basis for hierarchical and nonhierarchical
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clustering processes to test the homogeneity and representativeness of

strata. Although the factor-cluster approach was used in this study,

only one criterion, percentage of variance explained, was used to decide

on the number of factors. The authors did not indicate any concern

regarding the impact of the factor analysis on the clustering results.

qglfg (1978) analyzed data on profiles of 113 occupation groups,

using three different clustering procedures: (a) hierarchical grouping

of standard scores, (b) hierarchical grouping of orthogonal factor

scores, and (c) NORMIX analysis assuming equal covariance matrices for

each group. Ward's method and Euclidean distance were used in all three

cluster analyses. The hierarchical grouping of standard scores resulted

in 13 groups, which were used as the basis of comparison with the

results of the other two methods. The results showed that the NORMIX,

in which the distance measures were calculated based on component

(factor) scores, produced a solution having the most intuitive

psychological sense. The results also showed that the hierarchical

grouping of orthogonal factor scores provided clustering results nearly

as good as NORMIX, whereas the hierarchical grouping of standard scores

was the worst of the three approaches in terms of cluster homogeneity.

The author did not discuss the impact of alternative factor solutions on

the clustering results.

Green et a1. (1967) proposed a factor-cluster approach that not

Cnnly included a data-condensation function but also changed the implicit

‘Veighting of characteristics. Principal component analysis was

{Nerformed on the data matrix first; then objects were clustered, based

CH3 principal component scores. They employed this technique to classify

538 cities for the purpose of selecting test markets. Two factors were



26

derived from 14 variables (e.g., population, retail sales, and

television coverage), and three clusters were formed. The authors did

not provide information on the criteria to decide on the number of

clusters, nor did they discuss the potential effect of the factor

analyses on the clustering results.

Skinner (1979) presented a hybrid approach to integrate the

dimensional and discrete clusters approaches to classification research.

Two major steps are involved in this approach. First, a parsimonious

set of dimensions is identified by performing a preliminary principal

component analysis with orthogonal rotation, and evaluated by

replication across samples. Second, relatively homogeneous subgroups

are identified (using a clustering or density search algorithm), based

on factor scores derived from the first step. This hybrid approach

helped Skinner successfully cluster male delinquent adolescents, who had

completed the Basic Personality Inventory (i.e., an ll-scale structured

inventory of psychology), into three modal profiles (groups). These

three groups are similar to what most clinical psychologists would

describe. The criteria used to decide on the number of clusters and the

potential impact of alternative factor solutions on the clustering

results were not discussed.

To develop taxonomies of search behavior by new car buyers, Kiel

43nd Layton (1981) used factor analysis to reduce 12 different search

‘Lariables (e.g., search time, trips made) to four initial factors. The

factors were then rotated by oblique rotation, and the four factors were

retained. Factor scores were calculated and used to derive an aggregate

Eiearch index. A K-means clustering algorithm was used to group buyers,

tDased on the index number. The authors provided no information on the
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criteria they used to decide on the number of clusters, nor did they

discuss the rotational effect of the factor solution on the clustering

results.

Stanley, Powell, and Danko (1987) factor analyzed ratings of the

desirability of 22 "upscale" financial service offerings (e.g.,

investment management and advice, immediate access to credit), and

developed seven "upscale" financial service factors. Scores for those

seven factors were used to categorize financial service customers (using

Ward's clustering method) into four clusters/segments. The authors did

not report on the factoring method or the criteria for selecting a

factor solution. Nor did they discuss the potential impacts of the

factor analyses on cluster/segment membership.

To differentiate small geographic areas in Rhode Island on the

basis of well-established sociological constructs, Humphrey, Buechner,

and Velicer (1987) proposed using combined factor-cluster analysis.

Principal component analysis with varimax rotation was performed to

reduce 60 original variables (e.g., families with income below poverty

level in 1979, females in labor force) to four factors. To demonstrate

the clustering procedure, the authors used only two factors (wealth and

education factor). Ward's method (using square Euclidean distance) was

‘performed on factor scores. Fifteen socioeconomic status clusters

finnerged. The potential impacts of alternative factor solutions on the

<21ustering results were not discussed.

To understand social differentiation in modern industrial society,

sLones (1968) used combined factor-cluster analysis. Principal component

analyses were performed on three domains: socioeconomic status (24

‘Kariables), household composition (24 variables), and ethnic composition
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(22 variables). Three factors emerged for each domain. Factor scores

for each domain were computed to test the independence of the three

dimensions. Another principal component analysis was performed, based

on 24 variables (eight variables were selected from each dimension).

Two constructs/factors were identified (socioeconomic status/ethnicity

and household composition). Factor scores for these two factors were

used as the basis for clustering. Twenty groups were identified using

the centroid clustering method (with the squared Euclidean distance

measure). Again, the author did not discuss criteria for selecting the

number of clusters or the possible effect of the factor

analysis/solutions on the clustering results.

To study the strategic positioning of product (car) range by

manufacturers, Meade (1987) employed factor analysis to condense the

information contained in 10 observable (e.g., engine capacity, maximum

speed) variables to fewer factors. Three factor analyses were

performed, which resulted in three-factor, two-factor, and

single-factor solutions. The three-factor solution was used only to

evaluate pricing policy; no cluster analysis was performed. The

two-factor solution was used as the basis for clustering; 10 car

segments emerged. The one-factor solution was used to provide the

Ineasure for cluster analysis; three groups/segments (small, medium, and

ilarge) were formulated. Meade indicated that the combined use of factor

Ernalysis and cluster analysis allowed the researcher to superimpose some

Sitructure on the ranges of products offered in the market. However, the

<2riteria for deciding on the number of factors or clusters, the

factoring method, the clustering method, and the possible effect of

factor analysis on the clustering results were not discussed.
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Day et a1. (1988) used combined factor and cluster analysis to

segment the global market for industrial goods bagggwgh economic

iggicators. Two different factor analyses were performed. The first

factor analysis was conducted on 18 economic indicators; three factors

\emerged. In the second factor analysis, two of the original 18 economic

indicators were dropped because they did not have any strong affiliation

with any of the three factors. Three factors emerged from the second

factor analysis on the 16 remaining variables. Fagtgr_§gg£g§ were

computed for the factors from both factor analyses. K-means clustering
phi . I~fi—-i\— -».

 

‘5‘,

algorithm was used to group countries. Cluster analyses on the factor
Mm"ww'ow'fi‘b-"N‘M n—Ifl‘xm o1- W‘Jw, «1'.

scores from both the first and second factor analyses resulted in two
HNM

si§Lcluster solutions. Comparison of the two solutions indicated that
 

countries were grouped similarly in both analyses. The authors failed

‘>v—-’-‘a-‘

factgrs”andflclu§tgr§. However, they examined the clustering results

between two different factor solutions (as the bases for clustering).

Sorce, Tyler, and Loomis (1989) employed factor analysis and

cluster analysis to segment older Americans based on lifestyle

variables. Eight lifestyle dimensions, each containing four to six

statements, were submitted to a principal component analysis with

‘Varimax rotation. Five factors emerged, which accounted for 31% of the

‘Variance. A complete linkage clustering method (using the squared

Ehaclidean distance measure) was used to group the older Americans based

<3nL£aftgrflsggresi eight clusters/segments emerged: The authors did not

Firovide information on the criteria they used to decide the cluster

Solution, nor did they discuss the potential effects of factor analysis

on the clustering results.
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In Gartner's study (1990), combined factor and cluster analysis

was employed to explore the underlying meanings of entrepreneurship.

Ninety different attributes were identified from various definitions of

entrepreneurship. Factor analysis was employed to reduce the 90

variables to eight dimensions (factors). Two different clustering

meth°d5"hiéféffhiééil9iE§féfifig and t§§;K;meahs:clusteri§gi-were then

used to discover whether participants (academic researchers in

entrepreneurship, business leaders, and politicians) in a Delphi study

could be grouped together based on their rating (not factor scores) of

the eight entrepreneurship factors. Two_grgupséglusters emerged from

both clustgrmfnalyggs. The membership of clusters derived from the two

clustering methods were compared. The criteria used to decide the

number of clusters and the potential impact of alternative factor

solutions on the clustering results were not discussed.

Bishara (1984) used combined factor and cluster analysis to

investigate whether the size of companies, their organizational

structure, or the availability and stability of funds, most influenced

the dividend decisions of life insurance companies. Factor analysis

with varimax rotation was performed on 63 original variables (e.g.,

policy loans, income before taxes, ratio of policy loans to total

assets); seven factors emerged based on the criterion of percentage of

‘tariance explained. Factor scores were computed and submitted to a

(‘lard's method) cluster analysis for each of the four years selected

(7L965, 1970, 1975, and 1979). Two clusters were identified for four

Selected years, with slight changes in cluster membership. Bishara did

That discuss the criteria for choosing the cluster solution or the

Imossible impacts of factor solutions on the clustering results.
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Gau (1978) undertook factor analysis and cluster analysis to

assess the relative levels of default risk inherent in residential

mortgages. Sixty-four variables describing the financial, property, and

borrower characteristics of residential mortgages were reduced to 28

independent factors using principal component analysis and varimax

rotation. Factor scores were then utilized as input in a two-group

discriminant analysis. A stepwise-determined subset of 17 factors was

employed in the formation of discriminant functions that would

differentiate between mortgage defaulters and nondefaulters. After

weighting the factor scores on the basis of their respective

discriminant coefficients, a nonhierarchical clustering algorithm

(iterative partitioning method) was employed to identify a six-cluster

solution. Gau did not discuss the potential impact of alternative

factor solutions on the clustering results.

Krzystofiak, Newman, and Anderson (1979) used factor-cluster

analysis to develop a quantified job analysis system for a power utility

firm. Common factor analysis with varimax rotation was performed on 594

job-related items, and 60 factors emerged. Factor scores then were used

as the basis for job profiling. Jobs were identified at approximately

the same organizational level, and six organizational levels were

identified. Within each of the organizational levels, jobs were grouped

into job clusters based on Ward's clustering (using Mahalanobis

distance). The authors did not provide information on the criteria they

used to decide on either the factor analysis or clustering solution, nor

did they discuss the potential impact of the factor analyses on the

clustering results.
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Kim and Lim (1988) concluded that factor analysis and cluster

analysis are useful ways to examine the relationship between task

environment and strategy. Factor_analysis with orthogonal rotation was

performed separately on two domains--environmental (e.g., scope of

distribution channel, price change of materials/parts) and strategic

(e.g., new product development, operating efficiency). Based on the

w--\~V_, _

criteria of eigenvalues greater than one and percentage of variance

explained, 13 environmental variables were reduced to five factors, and
”am”y”4,.

the original 15 strategic variables were reduced to four factors.

WaEdstmethod (using the Euclidean distance measure) was performed on

factor scores for both the environmental and strategic domains, and four

clusters were formulated for both domains. Kim and Lim did not discuss

the potential impact of alternative factor solutions on the clustering

results.

Using factor analysis and cluster analysis, Furse, Punj, and

Stewart (1984) replicated and extended previous research on consumer

search patterns. In the first case study (new car buyer study), a

principal component analysis was carried out on 24 items related to

various search activities (e.g., time spent talking to salespersons,

number of different dealers visited). Five factors were extracted and

then rotated using both varimax and oblique rotation methods. The

rotated factors, both varimax and oblique, were similar to the original

factors. The five oblique rotation factors were retained because

 
oblique rotation reduced moderate factor loadings. Factor scores were

computed and used as the basis for clustering. Ward's_hierarchical

clustering method with Euclidean distances then was performed to obtain

five to seven candidate cluster solutions, which served as seed points
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inwamK:meansclustering procedure; six clusters were formulated. In the

second case study (new car dealer salesperson study), same factoring and

clustering procedures were performed, and three factors and six clusters

were identified. The authors did not discuss the potential impact of

alternative factor solutions on the clustering results.

Hooper (1985) utilized combined factor-cluster analysis to measure

the concept of social identity more comprehensively and precisely than

previous researchers had done. Principal component analysis (with

oblique rotation) was performed on 59 sociological variables (e g.,

marital status, physical attraction, race). Fifteen factors were

extracted. Factor scores were computed and then weighted by multiplying

a weighted average of the stimuli defining each social identity

according to the importance in the composition of the social-identity

factor. The weighted scores then were submitted to cluster analysis.

Based on the ratio of between-cluster variance to within-cluster

variance and interpretability, 13 clusters were identified. Although

Hooper used the weighted scores as the input to cluster analysis,

neither weighting scheme, clustering algorithm, nor the relationship

between factor and cluster solutions was discussed.

Rescorla (1988) employed combined factor-cluster analysis to

explore the major issues of classification regarding autistic children.

A principal component analysis with varimax rotation was performed on 73

items derived from Achenbach's Child Behavior Checklist (e.g., child’s

clinic symptoms--strange behavior, disobedient at home, trouble

sleeping). Based on three criteria-~eigenvalues greater than one,

number of variables with loading above .30, and interpretation, eight

factors emerged. Unweighted factor scores were computed by summing each
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child's scores on the symptom items with loading of .30 or above. Each

child's unweighted sums were then converted to T scores. The T scores

then were submitted to K-means clustering analysis (using the Euclidean

distance measure). Cluster runs were made for 2, 3, 4, 5, and 6

clusters. The relation between cluster assignment and diagnostic

grouping was examined. However, the author did not discuss the

potential impact of alternative factor solutions on the clustering

results.

Calantone and Johar (1984) attempted to segment the tourism market

on benefit-seeking choices in different seasons. Factor analysis was

first performed for each season on 20 variables (e.g., familiarity with

the state, scenery, historical attractions). Basgdflgnneigenyglges

greater than one and pergggtaggigf variance explained, five significant

benefitsfsought factors emerged for the spring season. Six significant

factors were identified for the summer, fall, and winter seasons.

Factor scores for the seasonal benefits factors were then used as input

formclustering. Ward's methgd was used in the clustering for each
tr...-
 

Seasono Based on the ratigiefritbiersmpr.xarisace Carmel. .variance

and interpretation, a five-cluster sqlgtignflwas elected for each
V _ , ,. ' - . r— -.v\o'—~.v..-.o—AN.u-..-.Joachim-y. .,..,

segson. Calantone and Johar did not discuss the potential impact of

alternative factor solutions on the clustering results.

Crask (1981) used both factor analysis and cluster analysis to

segment the vacationer market based on lifestyle variables. A principal

component analysis with a varimax rotation was performed on 15 vacation

attribute statements (e.g., scenic beauty of the area, distance from

home, opportunity for fishing and hunting). Based on eigenvalues

greater than one and percentage of variance explained, five factors
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emerged, which accounted for 56.9% of the total variance. Factor scores

were computed and submitted to a hierarchical clustering algorithm.

Based on within-group variance criteria, five vacationer segments, which

had distinct vacation interests and socioeconomic profiles, were

identified. Crask did not specify the clustering method, nor did he

discuss the possible effect of the factor solution on the clustering

results.

Perreault et a1. (1977) used factor-cluster analysis to explore

aspects of lifestyles with respect to vacation activities. Factor

analyses was carried out on 285 vacation-specific statements, and 28

vacation-specific dimensions (factors) emerged. F39§9£1§92£35 were

computed and used as input data to Wardismethod (using the Euclidean

distance measure). Five different vacation segments were identified.

The authors did not provide information on the criteria they used to

decide on either the number of factors or clusters, nor did they discuss

the potential impact of factor solutions on their clustering results.

Kikuchi (1986) used factor-cluster analysis to evaluate two

1*
  

different approaches for segmenting Michigan's sport fishing market:

attributes sought and preferred species and locations to fish. For each

segmentation approach, factor analysis with varimax rotation was

performed before clustering. Based ggufggrugriteria;;eigenvalues

greater than one, scree test, variance explained, and interpretability

of factors--five attributes sought and nine species-location factors

were identified. Factor scores were computed and used as input to the

two-stage clustering process. In the first stage, Wardts method (using

the Euclidean distance measure) was performed to obtain preliminary

Cluster solutions based on the criterion of error sum of squares. In
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the second stage, these candidate cluster solutions were submitted to a

reallocation clustering algorithm to determine the final cluster

solution. Eight attributes-sought and eight specieselocation segments

were identified. Kikuchi did not address the potential effects of

alternative factor solutions on the clustering results.

Hawes (1988) attempted to establish lifestyle_pr9files of elderly

(50+ years old) female travelers by using both factor analysis and ”a

priori" cluster analysis. The respondents were categorized into five-

year "a priori" age clusters/segments (five clusters). Factor analysis

with varimax rotation was performed on 38 variables/characteristics (33

A10 statements and 5 demographic variables) for each of the five age

segments. Hawes did not discuss the potential impact of alternative

factor solutions on the clustering results.

Henderson and Stalnaker (1988) also used factor analysis and "a

priori" cluster analysis to ascertain the barriers to recreation

confronting women and to determine the relationship between perceived

barriers and gender-role traits. Factor analysis with varimax rotation

was performed on 55 barrier-related variables (e.g., work schedule, lack

of equipment). Based on eigenvalues greater than one and percentage of

variance explained, ten factors emerged. The authors did not discuss

the potential effect of factor solutions on the clustering results.

Potential Impact of Factor Solutions on Clustering Results

Very few studies have analytically examined (or mentioned) (1) the

differences between clustering solutions based on raw data and factor
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scores, or (2) the impact of alternative factoring methods or solutions

on clustering results. The most critical impact of factor analysis on

the clustering results is the change in cluster membership that results

from the different input variables (factor scores rather than raw data)

to the clustering procedures.

Bartko et a1. (1971) compared raw data and factor scores as the

basis for clustering and obtained different clustering solutions.

Shutty and DeGood (1987) compared clustering on standardized scores and

clustering on factor scores and concluded that the.resgltsmdgriygdufrom

clusteringgn factorscores might provide a more accurate description of

clusters/segments. Schaninger (1986) compared clustering on raw data

and clustering on standardized data, and concluded that the standardized

data-cluster solution is better than the raw data-cluster solution

because the standardized data solution resulted in clearer and more

meaningful clusters.

Summary

A review of 32 studies shows that most researchers express little

concern about the impact of alternative factor solutions on cluster

membership. Some researchers even failed to specify the factoring

method, the criteria for selecting a factor solution, the clustering

method, or the criteria for deciding a cluster solution.



CHAPTER III

RESEARCH METHODS

This chapter details the methods employed to achieve the study

objectives. It begins with a description of the data on which the

different factor and cluster analyses were performed. This is followed

by a discussion of the different statistical methods employed to achieve

the three objectives.

Source and Description of Data

The 1988 Michigan Campvention Study
 

Several different data sets were evaluated to determine whether

they were appropriate with respect to the study objectives. The data

obtained from a study of the 1988 National Campers and Hikers

Association (NCHA) Campvention were used in this study. The NCHA is one

of the largest and most active camping organizations in the country,

with more than 25,000 members. Each year the NCHA holds a Campvention.

The 1988 Campvention was held from July 8 to July 14 at Highland State

Recreation Area, located in southeast Michigan. Approximately 4,000

parties from all over the country attended the Campvention.

38
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The Michigan Association of Private Campground Owners (MAPCO) and

State Parks requested that Michigan State University assist them in

conducting a marketing and economic study of the Campvention. There

were three major purposes for the study: (a) developing a profile of

Campvention attendees which could be used to develop and target camping

related marketing efforts (see Mahoney, Oh, & Ou, 1989); (b) assessing

the economic impact of the Campvention in Michigan; and (c) evaluating a

$1.00 off per night of camping sales promotion designed to increase the

amount of before and after Campvention camping in Michigan (see Oh,

1990).

Data Collection Methods and Responsg,Rate

Two data-collection methods were employed in the Michigan

Campvention study (for a more detailed discussion of the data collection

methods, refer to Mahoney et a1. (1989) and Oh (1990)). A self

administered questionnaire and postage paid return envelope (pretrip)

was mailed eight weeks before the 1988 Michigan Campvention to a

systematic random sample of 1,575 (33%) of the 4,729 members who were

preregistered for the Campvention. One week after the Campvention, the

1,575 persons who had received a pretrip questionnaire were sent a

four-page posttrip questionnaire and a postage-paid return envelope.

Even if no one in a sampled household had completed the pretrip

questionnaire, they were urged to complete the posttrip questionnaire.

The four page pretrip questionnaire was used to collect a variety

0f information, including: (a) campvention trip plans (i.e., trip

length); (b) likelihood that they would take advantage of the $1.00 off
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sales promotion offer; (c) pretrip perceptions of Michigan campgrounds;

(d) their annual volume of camping activity and participation in

off-season (before Memorial Day and after Labor Day) camping; (e) the

importance they assigned to different attributes when selecting

campgrounds; and (f) socioeconomic characteristics--state of residence,

gender, work status, marital status, and whether they had children

living at home.

Information collected on the posttrip questionnaire included: (a)

respondents' evaluation of the Campvention; (b) the number of nights

they camped in Michigan before, during, and after the Campvention; (c)

posttrip perceptions of Michigan campgrounds; (d) likelihood that they

would camp again in Michigan; (e) whether they planned to take advantage

of the sales promotion offer; (f) spending on their Campvention trip;

(g) membership in camping clubs/organizations and subscription to

camping magazines; and (h) additional socioeconomic characteristics,

such as family income and education (for detailed information on the

development, form, and content of the questionnaires see Oh (1990)).

About fifty percent (794) of the 1,575 pretrip questionnaires were

returned; 778 of them were usable. The response rate was somewhat

higher for the posttrip questionnaire. A total of 860 (54.6%) posttrip

questionnaires were returned; 847 were complete enough to be used in the

analysis. A relatively high percentage of the sample (38%) completed

land returned both a pretrip and a posttrip questionnaire. Thirty-two

[Jettent did not complete either of the questionnaires.

A random sample of 100 (19.6%) of the 510 persons/parties who

‘tFEIi;led to return either a pretrip or a posttrip questionnaire were

mailed an abbreviated questionnaire in an effort to assess possible
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nonresponse bias. Fifty percent of the nonrespondents returned the

"nonresponse bias" questionnaire. The results showed that there was

little difference between respondents and nonrespondents in their

ratings of the Campvention, the Campvention party size, number of nights

on the Campvention trip, likelihood of camping again in Michigan, work

status, martial or family status, and presence of children living at

home. However, as would be expected, nonrespondents were less likely to

have attended the Campvention and less likely to have been aware of or

taken advantage of the sales promotion offer.

Prof’ e of Persons Who Com eted Ougstionnaires

The findings from the Michigan Campvention study are detailed in

Mahoney et a1. (1989) and Oh (1990). The majority of persons who

attended the Campvention were retired. Almost all of them (94.6%) were

married. Approximately 29% had children living with them at home. Over

three quarters (77.2%) percent had family incomes of $20,000 or more.

Twenty-seven percent (27%) had incomes of $40,000 or more. This is

relatively high given that the majority were retired persons. Almost

80% of the parties were from other states and Canada. About a quarter

(22.6%) of the nonresidents traveled from the bordering states of Ohio

(12.4%), Indiana (6.4%) and Illinois (3.8%). Thirteen (13.2) percent

were from Canada.

They were very active high, volume campers. About 98% camp every

year, and they averaged 51 nights of camping annually. About 29% camped

60 or more nights a year. A high proportion of their camping nights

(53%, 27 nights) were outside their home state where they resided. On
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average, they camped in five states in addition to the one where they

lived. Most said that selecting where to camp was a family decision.

Approximately three quarters (74.8%) subscribed to some camping related

magazine/publication/club other than the NCHA. The majority of these

were members of Good Sam. Sixty-nine percent (69%) attended camping or

outdoor shows.

They were also very active off—season campers. A high percentage

camped before Memorial Day (85.8%) or after Labor Day (93.3%). About

83% camped both before Memorial Day and after Labor Day.

More than half (55.8%) had no preference for either public or

private campgrounds. About a quarter (25.3%) preferred to stay in

private/commercial campgrounds while 18.8% preferred public campgrounds.

Data Used Lg the Present Study

The factor and cluster analyses were performed on the importance

ratings of different campground attributes/facilities (see pretrip

questionnaire, Appendix A). Respondents were asked to rank the

impggtanceM(on a five-point scale, "1" being crucial, and "5" being not

important) of 20 campground attributes/facilities: large sites, shaded

sites, cleanliness, quietness, site privacy, security, hospitality of

campground staff, low price, flush toilets, electricity, showers,

laundromat, campground store, water hookups, sewer hookups, natural

surroundings, situated on a lake/stream, hiking trails, pool, and

playgrounds.

Even though the Eatings of the campground attributes are ordinal,
‘. *r—‘Hvr “‘4

it is still appropriate for factor analysis. Usually, an interval or
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ratio scale is expected for calculating correlation coefficients (e g.,

Pearson productemoment correlation coefficient) in factor analysis,

because factor analysis is based on linear relationships of variables.

However, Gorsuch (1983) indicated that it is not necessary. He pointed

out that when rank,(ordinal) data are submitted to a standard computer

program for Pearson product-moment correlations, the results will be

Spearman rank correlation coefficients which is a special case of the

Pearson product-moment correlation coefficient and is appropriate for

factor analysis.

Only the 424 respondents who rated all20 attributes were includedl/

‘.""4-§.\‘\4auh_.

,l

I‘

y’in this study because missing values on any attributewould have
i Vila“

affectedthecalculation9.;the correlation matrix and thus have
‘M MM

0
“
"

i
t
“

a

4-.« 'r’y -; ‘5 ‘,‘A l;‘ “N

‘\‘\directlyl affected the parameter estimation (factor loading). However,

-‘ ”a'W'A‘M‘.“"J”'7""M'Hwfiyc. . z ”4' ‘\\0;am”L“ V- In»-3""‘ WI!k " -.

because of the sample-size limitations of the cluster program and for

cross-validation purposes, the total sample was divided into two

subsamples, each containing 212 randomly selected cases. T-tests (see

Appendix B) showed that there was no statistically significant

difference in the importance ratings of different campground

attributes/facilities between the two subsamples. Factor analysis was

also performed for each subsample. The results of the factor analyses

for both subsamples were similar (see Appendix C).

Statistical Methods Used to Achieve the Study Objectives

This section describes the statistical methods which were employed

to achieve the study objectives.
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The Effects of Different Factor Solutions on Cluster Membership
 

Objective 1. To assess the effect of different factor solutions (number

of factors) on cluster membership.

2%

A seven-step procedure was employed to achieve Objective 1.

Step 1: Principal component analyses with varimax rotation were

performed on the ratings of the 20 campground attributes/facilities.

Nineteen different factor analyses were performed. Each analysis

extracted a different number of factors from 20 factors to 2 factors.

In the ”20 factor" factor solution, each variable represents a factor.

Prihcipal component analysis is a method for extracting principal

factors under the component model, which summarizes the data by means of

a linear combination of the observed data. The first extracted factor

maximizes the variance accounted for in the correlation matrix. Each

succeeding factor is extracted to maximize the residual variance

explained (Gorsuch, 1983).

A frequent criticism of factor analysis is that the choice of

technique is crucial to the final result. However, this criticism has

not been supported by empirical evidence comparing the several types of

factor analysis (Browne, 1968a; Gorsuch, 1983; Harris 8 Harris, 1971;

Tucker, Koopman, & Linn, 1969). Stewart (1981) also indicated that when

communalities are high there are virtually no differences among

different factor extracting methods.

There are three primary types of orthogonal factor

rotation--varimax, quartimax, and equimax. Varimax rotation is used to

Just—ll“ 
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simplify the column of the factor matrix. It maximizes the variance of

the squared loadings for each factor. Quartimax rotation is used to

simplify the row of the factor matrix. Instead of maximizing variance

of squared loadings for each factor, it maximizes the variance of the

squared loadings for each variable so that a variable loads high on one

factor and as low as possible on all other factors. Equimax rotation is

a compromise between the varimax and quartimax criteria (Hair et al.,

1987).

With the varimax rotational approach, there tend to be some high

loadings close to -l or +1 (indicating a clear association between the

variable and the factor) and some loadings “63$”? (indicating a clear

lack of association) in each column of the matrix. Thus, the results of

varimax rotation are easier to interpret than are those of quartimax

rotation, which often produces a general factor with high-to-moderate

loadings on most variables.

/ §tep 2: Factorwscbres from the "20 factor" factor analysis were

used as input variables for cluster analyses. Fagtpr scores were

obtainedéx- Whiplflnsfihe raw ._yari§h.1§.8 (ratings, 9f rappribvtefi) by the

factgrrgcggemcgefficiantg. They were treated as independent variables

nd received equal weight in the clustering procedures.

Step 3: The squared Euclidean distance measure and Ward's method

were used to cluster respondents based on factor scores.

Squared Euclidean distance is defined as the square of the

distance between two cases. It is generally used along with Ward's

method (Norusis, 1988; Saunders, 1985). Ward's method involves a series

of clustering steps that begins with N clusters, each containing one

case, and ends with one cluster containing all cases. At the first
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stage, each case is in its own cluster and the error sum of squares

(within-groups sum of squares) is 0. In the following stages, the two

clusters which increase the least amount value of the sum of squares are

merged. This clustering procedure results in a series of fusion

coefficients (coefficient of hierarchy). Small increases in the

coefficients indicate that fairly homogeneous clusters are being merged.

Larger increases of coefficients indicate that clusters containing quite

dissimilar members are being combined.

Step 4: The next step was to select a final cluster solution

(number of clusters) for the clustering based on the "20 factor" factor

solution. The selection criteria were: (a) error sum of squares

(coefficient of hierarchy), (b) significance of the inter-cluster

differences, and (c) size of clusters.

The coefficient of hierarchy for each clustering stage was

plotted, beginning at the 25 cluster solution (see Figure l for

illustration). The plot was examined to identify break points. A break

point indicates a relatively large loss of information resulting from

the fusion (of the clusters) at that point/level. Cluster solution(s)

immediately preceding a break point(s) are candidates for a final

cluster solution. ’

The three candidate solutions were then examined for significance

of the inter-cluster differences. The factor scores centroids for each

cluster (for each of the three candidate solutions) were compared using

analysis of variance to determine differences between the clusters. The

assumptions of ANOVA such as independence, normality, and homogeneity of

variances were tested by using Bartlett-Box F test. The tests indicated

that the ANOVA assumptions were not violated. The six-cluster solution
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had the greater significance of the inter-cluster differences and was

selected as the final cluster solution.

§tep 5: In order to compare the effects of alternative factor

solutions on cluster membership, Ward's method (using the squared

Euclidean distance) was used to formulate six clusters for each of the

other 18 factor analyses (19, 18, ..., 2).

Step 6: Changes in cluster membership across the different factor

solutions (20, 19, ..., 2) were assessed by calculating and plotting

information/entropy measures derived from crosstabulations of clusters.

Table 2 illustrates how cluster memberships were crosstabulated.

It compares membership of clustering based on the "20 factor" factor

solution with clustering based on the "19 factor" factor solution and

clustering based on the "20 factor" factor solution with clustering

based on the "18 factor" factor solution.

Information theory is derived from probability theory. It is

concerned with how events/symbols are affected by various processes

(Jones, 1979). Jones defined the self-information (I) of the event E,

as the logarithm of the event k's probability (p,). The mathematical

expression is: I(E;) - - log p,. ‘The smaller p, is, the larger I(E,)

is. This means that the rarer an event is, the more information is

conveyed by its occurrence. For example, in Table 2 (page 49), the

probability of cases being assigned to cluster 1 in the 20-factor

solution is 44 (number of cases in cluster 1) divided by 212 (the total

sample size); p, is 0.208. Therefore, I(Eh) - - log 0.208 - 0.682 is

the measure of information in assigning cases to cluster 1.
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Table 2. Illustration of the crosstabulations of clusters

across different factor solutions.

 

  

 

 

 

 

20-Factor Solution l9-Factor Solution

Cluster

1 2 3 4 5 6

Cluster/Sizea (percent)b

l (44) 68.2 11.4 4.5 4.5 11.4 0.0

2 (46) 6.5 45.7 6.5 28.3 13.0 0.0

3 (29) 31.0 0.0 17.2 41.4 10.3 0.0

4 (32) 0.0 9.4 46.9 25.0 12.5 6.3

5 (45) 0.0 2.2 6.7 48.9 37.8 4.4

6 (16) 18.8 6.3 0.0 12.5 0.0 62.5

18-Factor Solution

Cluster

1 2 3 4 5 6

(percent)°

l (44) 40.9 13.6 0.0 36.4 4.5 4.5

2 (46) 30.4 26.1 10.9 6.5 2.2 23.9

3 (29) 34.5 10.3 0.0 31.0 20.7 3.4

4 (32) 50.0 3.1 6.3 3.1 12.5 25.0

5 (45) 8.9 48.9 4.4 24.4 11.1 2.2

6 (16) 6 3 0.0 81.3 0.0 12.5 0.0

 

3Cases in cluster 1 derived from the 20-factor solution.

0Percent of cases assigned to the same cluster number in

both factor solutions (e.g., 20-19, 20-18).
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Information can be seen as the measure of uncertainty. As Donderi

(1988) pointed out, information quantifies the effect of choice on

uncertainty measured over a finite set of objects. In other words,

information is a measure of what you have gained by your choice.

Therefore, information gained is uncertainty reduced. For example,

assume that a person planning a vacation originally has 8 possible

destinations to choose among. After some initial consideration the list

of possible destinations is reduced to four. Choosing four destinations

reduces the set size from the original eight possible destinations,

which required three binary choices (bits) to select a single

destination, to a subset of four destinations, which requires only two

bits to select a single destination. Narrowing the original eight

possible destinations to four results in a gain of one bit of

information, which means that the uncertainty has been reduced.

The concept of entropy introduced by Shannon (1948a,1948b) is

fundamental in information theory. Entropy can be interpreted either as

a measure of how unexpected the event was, or as measure of the

information (uncertainty) yielded by the event (Aczél 8 Daréczy, 1975).

Shannon (1948a,1948b) defined entropy (H) as the summation of each

event's probability (pt) individually multiplied by the logarithm of the

prdbability of individual event (log pp). Jones (1979) integrated the

information theory and the concept of entropy. He defined the entropy

of system (H(S)) as the average of the self-information.

n

H(S) - E(I) - - E p. * log 13. (l)

mu

Entropy is either positive or zero because p, ranges from 0 to 1.

When p, is 0, the value 0 is assigned to p,‘* log p,. When H(S) - 0,
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there is complete certainty the event must occur. In addition, entropy

has a limit that entropy (H(S)) should be less than or equal to maximum

entropy (H(S),m) (Jones, 1979; Krippendorff, 1986). The maximum value

of H(S) is attained when the probabilities of events in system S are all

equal.

0 S H(S) S H(S)”, - log (min Nun )

where:

IL : the number of events in system S.

n : the sample size.

Entropy as the measure of uncertainty has been applied to

different fields, such as biological science, behavioral science,

economics, geography, marketing, management, finance, and accounting.

For example, Attaran and Guseman (1988) used entropy as a measure of the

level of economic activity within the service sector of the United

States to assess the changes in employment concentration between or

within the manufacturing and service sectors over a 20-year period.

Attaran and Zwick (1987) demonstrated that entropy is a useful measure

for comparing industrial diversity either among regions or for a

particular region over time. Lesser (1988) used entropy to predict the

relationship between belief-behavior prediction and shopping style.

Starr (1980) proposed a unique modification of the entropy level measure

to explain switching patterns of loyalty. Beecher (1989) used entropy

to measure the information capacity of an animal's "signature system"

(the set of cues by which individuals are identified). Love (1986) used

entropy to detect the relationship between concentration and export

instability. Garrison (1974) applied an entropy measure of geographical

concentration to examine the extent to which rural and small-town
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counties competed with urban areas for manufacturing employment in the

Tennessee Valley region.

Conditional self-information (entropy) was used to measure the

stability of cluster membership across different factor solutions (20

vs. 20, 20 vs. 19, 20 vs. 18, ..., 20 vs. 2). Similar to

self-information, conditional self-information is based on conditional

probability (the probability of event E, given that event F has

occurred). Conditional entropy is likewise an analogue of entropy,

obtained by taking the average of conditional self-information over all

pairs of events, one from each system. Jones (1979) defined the

conditional self-information 1(E, I F,) of E, given that F, has occurred

(see Formula 2) and the conditional entropy H(Sl I 82) (see Formula 3).

10:. I F.) - - log ME. I F.) - -1og<p../q.) <2)

:1 m n m

MS. I 3,) - 2 2 p... * ME. | F.) - - 2 2 1a.. * log <p../q.) (3)

J-1 k-l 3-1 k-l

13(5) I Ft) ' P(E, n FR) / P(Fx) " Pix / Qt (4)

Where:

1(E, I F,) : conditional self-information of El given that FIL has

occurred

H(S, I 3;) : conditional entropy between system 1 and system 2

E, : events within system one j - 1, 2 ...... , n

F} : events within system two k - l, 2 ...... , m

p, : probabilities associated with El

q.L : probabilities associated with F,

p”: probabilities of the connection between two systems, P(E,r\F})
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To assess the changes in cluster membership across different

factor solutions, Formula 3 was employed. Table 3 presents an

illustration of major elements in calculating conditional entropy.

Based on Formula 3 and Table 3, the information measure for the

changes in cluster membership between the 20—factor solution and the

l9-factor solution is 0.5181. The calculation process is presented in

Table 4.

In all, there were 19 information measures/entropy measures in

this study (20-factor solution vs. 20-factor solution, 20-factor

solution vs. 19-factor solution, ..., 20-factor solution vs. 2-factor

solution). Nineteen information measures/entropy measures (see Table 5

for illustration) were plotted (see Figure 2) to assess the changes in

cluster membership. The larger the entropy is between units (i.e., 20

vs. 20 and 20 vs. 19), the more uncertainty of change in cluster

membership there is.

The information measure (entropy) as a measure of uncertainty was

employed in this study for three reasons. First, the researchers were

uncertain that the cluster 1 derived from the 20-factor solution was

most similar to the cluster 1 derived from the 19-factor solution. The

same uncertainty also extended to the other clusters (cluster 2, 3, 4,

5, 6). The information measure serves as an indicator showing how many

bits of information are needed to clarify the uncertainty situation of

the cluster structure. Second, it serves as an indicator assessing the

changes of cluster membership in different situations. For example,

based on Table 2, bits of information needed to clarify the uncertainty

of the cluster structure in the crosstabulation of the

20-factor solution and the l9-factor solution are different from the
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table 3. Illustration of major elements in calculating conditional entropy.

 

 

System 1

E E, E, E3 5, E, E,

F Pi P: P: Pa Pa P6

I

F1: qt P<51 I F.) P<Ez I F.) P<£a l F1) P<£4 I F1) P<Es I F.) PiEo I F.)

I = 0.682 = 0.114 = 0.045 . 0.045 = 0.114 . 0.000

r21 q2 9(5, | F2) P(E2 | F2) 9(5, | F2) rte, | 5,) Pct, | 5,) P(E. | r,)

I - 0.065 . 0.457 = 0.065 . 0.283 . 0.130 - 0.000

F): q) P(E1 I F3) P(E2 I F3) P(E’ I F3) P(E4 I F3) P(ES I F3) P(EO I F3)

1 a 0.310 = 0.000 . 0.172 . 0.414 . 0.103 . 0.000

1

F.; q. P(Ei | F.) P(Ea I F.) P15: | F4) P(E. I F.) PIEs | F4) P<£o I F.)

. a 0.000 = 0.094 x 0.469 . 0.250 = 0.125 a 0.063

Fa; 93 P(51 I '5’ P(E, I '5) P(E, I ‘5’ P(E4 I ‘5’ P(Es I '5) P(Es I '3)

, = 0.000 . 0.022 a 0.067 = 0.489 . 0.378 a 0.044

F,5 q. rte, | F.) rte, | F,) 9(5, | F,) rte, | F,) rte, | F.) P(E. | F,)

5 = 0.188 a 0.063 = 0.000 2 0.125 = 0.000 c 0.625

B

I

I  
 

p”,- q * NE, | fl) System 1: 19-factor solution System 2: ZO-factor solution

E,: assigning cases to cluster 1 under the condition of the 19-factor solution

Ez- assigning cases to cluster 2 under the condition of the 19-fsctor solution

E3: assigning cases to cluster 3 under the condition of the 19-factor solution

E,: assigning cases to cluster 4 under the condition of the 19-fsctor solution

E5: assigning cases to cluster 5 under the condition of the 19-factor solution

E.: assigning cases to cluster 6 under the condition of the 19-fsctor solution

F,: assigning cases to cluster 1 under the condition of the ZO-factor solution

F2: assigning cases to cluster 2 under the condition of the 20-factor solution

F,: assigning cases to cluster 3 under the condition of the ZO-factor solution

F,: assigning cases to cluster 4 under the condition of the ZD-factor solution

F,° assigning cases to cluster 5 under the condition of the 20-factor solution

F.: assigning cases to cluster 6 under the condition of the 20-fsctor solution

p,: the probability of assigning cases to cluster 1 associated with E,

p,: the probability of assigning cases to cluster 2 associated with E2

p,: the probability of assigning cases to cluster 3 associated with E,

p‘: the probability of assigning cases to cluster 4 associated with E.

p3: the probability of assigning cases to cluster 5 associated with E,

pg: the probability of assigning cases to cluster 6 associated with E,

the probability of assigning cases to cluster 1 associated with F,

qa: the probability of assigning cases to cluster 2 associated with F2

the probability of assigning cases to cluster 3 associated with F,

the probability of assigning cases to cluster 4 associated with F,

q,: the probability of assigning cases to cluster 5 associated with F5

the probability of assigning cases to cluster 6 associated with F6
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Table 4. The calculation process for the information measure (changes in

cluster membership) between the 20-factor solution and the

19-factor solution.

 

p15, | r.) 9(5, n r.) 1(5, | r.)

 

(in Pix/qt PI: ' I09 (Pix/qt) ' Pix ' [09 (Pun/Ck)

44/212 0.682 0.142 0.166 0.0235

46/212 0.114 0.025 0.943 0.0233

29/212 0.045 0.006 1.347 0.0082

32/212 0.045 0.007 1.347 0.0091

45/212 0.114 0.024 0.943 0.0228

16/212 0.000 0.000 0.000 0.0000

Subtotal 0.0871

44/212 0.065 0.013 1.187 0.0160

46/212 0.457 0.099 0.340 0.0337

29/212 0.065 0.009 1.187 0.0106

32/212 0.283 0.043 0.548 0.0234

45/212 0.013 0.003 1.886 0.0052

16/212 0.000 0.000 0.000 0.0000

Subtotal 0.0889

44/212 0.310 0.064 0.509 0.0327

46/212 0.000 0.000 0.000 0.0000

29/212 0.172 0.024 0.764 0.0180

32/212 0.414 0.062 0.383 0.0239

45/212 0.103 0.022 0.987 0.0216

16/212 0.000 0.000 0.000 0.0000

Subtotal 0.0962

44/212 0.000 0.000 0.000 0.0000

46/212 0.094 0.020 1.027 0.0209

29/212 0.469 0.064 0.329 0.0211

32/212 0.250 0.038 0.602 0.0227

45/212 0.125 0.027 0.903 0.0240

16/212 0.063 0.005 1.201 0.0057

Subtotal 0.0944

44/212 0.000 0.000 0.000 0.0000

46/212 0.022 0.005 1.658 0.0079

29/212 0.067 0.009 1.174 0.0108

32/212 0.489 0.074 0.311 0.0229

45/212 0.378 0.080 0.422 0.0339

16/212 0.044 0.003 1.357 0.0045

Subtotal 0.0800

44/212 0.188 0.039 0.726 0.0283

46/212 0.063 0.014 1.201 0.0164

29/212 0.000 0.000 0.000 0.0000

32/212 0.125 0.019 0.903 0.0170

45/212 0.000 0.000 0.000 0.0000

16/212 0.625 0.047 0.204 0.0096

Subtotal 0.0096

Total 0.5181
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Table 5. Artificial data for information (entropy) measure.

 

 

 

 

Comparison of

Factor Solutions Entropy

20 - 20 0.00

20 - 19 0.52

20 - 18 0.33

20 - 17 0.67

20 - 16 0.70

20 - 15 0.75

20 - 14 0.83

20 - 13 0.80

20 - 12 0.88

20 - 11 0.81

20 - 10 0.70

20 - 09 0.50

20 - 08 0.15

20 - 07 0.38

20 - 06 0.47

20 - 05 0.53

20 - 04 0.37

20 - 03 0.20

20 - 02 0.40

03 .442

Q1 d

Q] -

Q3 ‘

OJ>‘

DA»-

OJI4

Q3 -

OJ 1
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Figure 2. Illustration of the plot of 19 entropy measures.
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crosstabulation of the 20-factor solution and the lS-factor solution.

The difference in bits of information indicates how cluster membership

has been changed during the process of reducing the factor solution

(i.e., reducing factor solution from 20 to 19 and from 19 to 18).

Third, the information (entropy) serves as an indicator assessing the

stability of cluster membership. Because the level of changes in

cluster membership is uncertain during the process of reducing the

factor solution, plotting all the information measures (derived from the

crosstabulation of the 20- and 19-factor solution, 20— and 18-, ...,

20-and 2-factor solution) will provide the stability/change pattern of

cluster membership.

Step 7: In order to assess the stability of the (factor) centroids

for each cluster, the (factor score) centroids of each of the six

clusters was calculated for each of the 19 factor analyses (see Table 6

for illustration). The (factor score) centroids of the six clusters

were then plotted for the 19 different factor solutions (see Figure 3

for illustration).

The Effects 9f Factor ggtagigg og Cluster Membership

Objective 2. To ascertain the effect of factor rotation on cluster

membership.

Procedures

A four-step procedure was used to achieve Objective 2. The first

two steps, factor analysis and clustering on the factor scores, were the
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Table 6. Illustration of (factor score) centroids for each of the six

clusters across different factor solutions.

 

Cluster

Factor 1 2 3 4 5 6

Solution (Factor 1 Factor Score Centroid)

 

2 .655 .048 .567 -.698 -.953 -1.800

3 .866 -.129 .573 -.860 -.866 -.201

4 -.777 .338 .811 °1.213 -.369 1.956

5 -.686 .343 .808 °1.333 -.372 1.736

6 -.716 .354 .775 -1.199 -.379 1.767

7 -.662 .173 .782 -1.079 -.342 1.970

8 -.700 .090 .775 -.945 -.302 2.192

9 -.683 .160 .785 -1.055 -.325 1.992

 

10 -.665 .138 .799 -1.119 -.288 1.878

11 -.693 .137 .768 -.923 -.268 1.547

12 -.697 .134 .769 -.945 -.245 1.513

13 -.591 .316 .676 -.946 -.304 1.449

14 -.583 .217 .667 -.941 -.302 1.437

15 -.535 .236 .631 -.909 -.327 1.363

16 -.S33 .247 .620 -.913 -.325 1.369

17 -.523 .265 .610 -.908 -.342 1.373

18 .733 -.754 .500 -.923 -.170 -.195

19 .721 -.752 .490 -.898 -.156 -.209

20 -.436 -.176 .540 -.452 -.053 1.125

Cluster

1 2 3 4 5 6

(Factor 2 Factor Score Centroid)

 

2 -.484 .133 .916 -1.619 -.349 1.635

3 -.500 .106 .868 '1.574 °.269 1.715

4 .742 -.421 .554 -1.353 -.289 -.928

5 -.006 .099 .291 -.363 -.328 ..035

6 .411 .343 .377 -.230 -.978 -1.780

7 .436 .081 .363 -.032 -.867 -1.338

8 .449 .210 .355 -.143 -.918 -1.571

9 .441 .167 .329 -.067 -.888 -1.413

10 .435 .184 .332 °.048 -.926 '1.332

11 .446 .174 .326 -.066 °.926 -1.217

12 .433 .201 .308 -.008 -.959 -1.135

13 .458 .198 .293 .004 -.969 -1.122

14 .472 .261 .255 .024 -1.017 -1.058

15 .464 .245 .262 -.014 -1.001 °.931

16 .731 °.752 .503 -.907 -.197 '.099

17 .736 -.746 .503 -.906 ~.208 -.104

18 -.470 .253 .520 -.910 -.196 .975

19 -.262 .194 .309 - 848 -.034 .659

20 .435 -.456 .390 -:652 -.145 -.29a
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same as steps 1 and 2 used to achieve Objective 1 except that the

initial factors were not rotated.

Step 3: The clusters (memberships) formulated on the basis of

unrotated factor scores were compared (crosstabulated) with cluster

(memberships) formulated on the basis of rotated factor scores. Table 7

illustrates how the comparison was performed.

Step 4: The cell percentages were analyzed to determine the degree

of similarity in cluster memberships. If the diagonal percentages

equaled 100%, the cluster memberships were the same. The greater the

deviation from 100%, the greater the difference in cluster memberships.

Comparisop of Different Clustering Approaches

Objective 3. To compare clustering on factor scores with clustering on

raw data.

Pgocedures

A seven-step procedure was employed to achieve Objective 3.

§tgp 1: Respondents were first clustered on the raw data

(importance ratings of the 20 attributes). Ward's method (using the

squared Euclidean distance measure) was employed. The error sum of

squares, significance of the inter-cluster difference, and size of

clusters were again used as the criteria to decide a cluster solution.

A six cluster solution was selected.

fitpp_z: Nineteen principal component analyses with varimax

rotation were performed on the rating of the 20 campground
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Table 7. Illustration of crosstabulation comparison of the memberships

of clusters derived from rotated factor scores with clusters

derived from unrotated factor scores.

 

 

Rotated Factor Analysis Unrotated Factor Analysis

(20, 19, 18, ..., 2) (20, l9, l8, ..., 2)

Clusters

Clusters l 2 3 4 5 6

(percent)8

1 % % % % % %

2 % % % % % %

3 % % % % % %

4 % % % % % %

5 % % % % % %

6 % % % % % %

 

‘percentage of cases assigned to cluster 1 in both the rotated and

unrotated factor analysis.

attributes/facilities, as was done in step 1 for Objective 1 (see page

44). Nineteen different factor analyses were performed. Each factor

analysis extracted a different number of factors from 20 factors to 2

factors.

Step 3: The (factor score) centroids for each of the six clusters

were calculated for each of the 19 factor analyses (see Table 6 for

illustration). The (factor score) centroids of each of the six clusters

were then plotted for each factor solution (see Figure 3 for

illustration).

Stgp 4: The sum of squared distance for each cluster on each

factor (factor score) centroid was computed when clustering on raw data.

For example, in Table 8, the sum of squared distance for cluster I on

"factor 1" factor score centroid is calculated by adding the squared
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Table 8. Illustration of the calculation of the sum of squared

 

 

distance.

Cluster

1 2 3 4 5 6

Factor D, D, D, D, D, D,

Solution (Factor 1 Factor Score Centroid)

2 l 3 2 2 l 4

3 1 0 2 1 0 4 l l 3 4 l 9

4 3 4 0 4 l l 3 4 0 9 l O

5 2 1 0 O 2 l l 4 l l 2 l

6 0 4 1 l 2 0 3 4 2 l l l

7 3 9 1 0 l 1 3 0 3 1 2 1

20

Sum of

Squared 18 6 7 13 16 12

Distance

 

Note: For illustration purpose, this table only shows five squared

distances.

IL means the squared difference of factor 1 factor score centroid

between different factor solutions for cluster 1.

1% means the squared difference of factor 1 factor score centroid

between different factor solutions for cluster 2.

1% means the squared difference of factor 1 factor score centroid

between different factor solutions for cluster 3.

IL means the squared difference of factor 1 factor score centroid

between different factor solutions for cluster 4.

1% means the squared difference of factor 1 factor score centroid

between different factor solutions for cluster 5.

1% means the squared difference of factor 1 factor score centroid

between different factor solutions for cluster 6.
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distance of centroid points between a 2-factor solution and a 3-factor

solution, the squared distance of centroid points between a 3-factor

solution and a 4-factor solution, ..., and the squared distance of

centroid points between a 19-factor solution and a 20—factor solution.

§§ep 5: The sum of squared distance for each cluster on each

factor (factor score) centroid was also computed when clustering on

factor scores.

Step 6: The similarity of each of the clusters formulated on raw

data and factor scores was assessed using a specially designed computer

program (see Appendix D). The program identified the best set of

matched clusters for each factor (factor score) centroid. For example,

in factor 1 factor score centroid, the cluster 6 derived from clustering

on factor scores is most similar to the cluster 1 derived from

clustering on raw data (see Table 9).

The program was specially written to determine the best set of

matched clusters between the two clustering approaches-~raw data and

factor scores. The sum of squared distances calculated in step 4 and

step 5 were used as input to this computer program. In each iteration,

the program generates a set of matched clusters. For example, cluster 1

(based on raw data) matches with cluster 6 (derived from factor scores),

which marked as C“; cluster 2 (based on raw data) with cluster 5

(derived from factor scores), marked as C”; the other matched clusters

were marked as C“, C“, C”, and C“.

The difference of the sum of squared distance is then calculated

for each of the six matches (e.g., C“, C”, ..., CM) and summed. The

computer program then generates other sets of matched clusters. For

each set of cluster match, the total difference of the sum of squared
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Table 9. Illustration for the measure of cluster similarity.

 

 

Clustering On Clustering On

Factor Scores Raw Data

Sum of Standard Sum of Standard

Cluster Distance Deviation Cluster Distance Deviation

6 12.783 1.3 1 5.686 0.8

4 9.453 2.1 2 1.672 0.6

3 6.656 1.5 3 0.084 1.1

2 6.909 1.2 4 0.472 0.5

1 4.612 0.5 5 0.305 1.4

5 15.527 1.7 6 20.342 0.7

 

distance is calculated. Based on the criterion of minimum total

difference of the sum of squared distance, the computer program

identifies the best set of matched clusters.

Step 7: The standard deviations of factor score centroids for each

cluster across different factor solutions were calculated. The values

of the standard deviation for each of the six matched clusters were used

as the basis for comparing the stability of each factor score centroid

between clustering on raw data and clustering on factor scores. Six

sets of stability comparisons were made. The higher the standard

deviation, the more unstable the cluster membership (factor score

centroid). The ”best" approach results in more stable clusters.

To demonstrate how the stability comparisons were made, the

following example is presented. The computer program identified a set
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of matched clusters: C“, C", C“, C“, C”, C“. As stated above, standard

deviations were calculated for each of the six matched clusters.

Suppose that the standard deviation of the cluster 1 (based on raw data)

is 0.8 and the standard deviation of the cluster 6 (based on factor

scores) is 1.3, the cluster membership of the cluster 1 (based on raw

data) is more stable than the cluster 6 (based on factor scores). The

other five matched clusters were also compared based on the value of

standard deviations. If clustering on raw data has more stable clusters

than that of clustering on factor scores, clustering on raw data is

identified as a better approach.





CHAPTER IV 0

RESULTS

The chapter is divided into five sections dealing with (1) the

importance ratings of the twenty different campground attributes, (2)

the appropriateness of data for factor analysis, (3) an assessment of

the effect of different factor solutions on the clustering results, (4)

an assessment of the effect of rotation on cluster membership, and (5) a

comparison of clustering on factor scores with clustering on raw data.

Importance Ratings of 20 Campground Attributes

The importance ratings assigned to the 20 campground

attributes/facilities by respondents are shown in Table 10. The ratings

ranged from crucial (1) to not important (5). The distribution of

ratings, mean and median scores, and standard deviation for each

attribute are also reported in Table 10.

Cleanliness of a campground (mean - 1.877) was the most important

attribute. This was followed by security (mean - 2.160), hospitality of

campground staff (mean-2.500), quietness (mean - 2.759), electricity

(mean - 2.750), and low price (mean - 2.896). Campers as a whole were
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Table 10. Importance ratings (assigned the campground attributes) which were used in

the factor analyses and cluster analyses.

67

 

Importance Ratinga

 

1 2 3 4 5 Standard

Campground Attributes (percent) Mean Median Deviation

Large sites 6.6 17.9 41.5 25.9 8.0 3.108 3.0 1.008

Shaded sites 1.9 20.8 40.6 29.2 7.5 3.198 3.0 0.918

Cleanliness 30.2 55.2 11.8 2.4 0.5 1.877 2.0 0.738

Quietness 6.1 32.1 45.3 12.7 3.8 2.759 3.0 0.889

Site privacy 2.4 17.5 37.3 30.2 12.7 3.335 3.0 0.986

Security 23.1 46.2 22.6 7.5 0.5 2.160 2.0 0.883

Hospitality of campground staff 12.3 41.5 33.0 10.4 2.8 2.500 2.0 0.936

Low price 8.5 26.4 35.8 25.5 3.8 2.896 3.0 1.002

Flush toilets 6.1 18.9 29.7 25.9 19.3 3.335 3.0 1.167

Electricity 13.2 29.2 32.5 19.3 5.7 2.750 3.0 1.088

Showers 9.0 25.9 31.1 23.6 10.4 3.005 3.0 1.129

Laundromat 1.9 5.7 24.5 34.0 34.0 3.925 4.0 0.990

Campground store 1.4 9.4 20.8 43.4 25.0 3.811 4.0 0.965

water hookups 9.4 26.4 25.5 22.2 16.5 3.099 3.0 1.233

Sewer hookups 4.7 11.3 23.6 25.9 34.4 3.741 4.0 1.182

Natural surroundings 4.7 20.8 34.9 27.4 12.3 3.217 3.0 1.058

Situated on a lake/stream 1.4 8.0 18.4 30.2 42.0 4.033 4.0 1.028

Hiking trails 1.4 9.4 15.1 35.8 38.2 4.000 4.0 1.021

Pool 1.4 10.4 20.3 25.0 42.9 3.976 4.0 1.086

Playgrounds 0.9 6.6 8.5 15.1 68.9 4.443 5.0 0.965

 

aThe importance ratings of campground attributes ranged from crucial (1) to not important (5).
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less concerned with whether a campground had a laundromat (mean -

3.925), a swimming pool (mean - 3.976), or a hiking trail (mean =

4.000), whether it was situated on lake/stream (mean = 4.033), and

whether it had playgrounds (mean - 4.443).

Appropriateness of the Data for Factor Analysis

Prior to performing a factor analysis, the data (importance

ratings) were examined with respect to their appropriateness (sample

size and correlation between variables) for factor analysis. A number

of criteria for determining whether a factor analysis should be applied

to a set of data were reviewed. A common criterion is the size of the

sample. Comrey (1973) suggested that if the sample size is equal to

100, the appropriateness for factor analysis is poor; 200 it is fair;

300 it is good; 500 it is very good; and 1000 it is excellent. Stewart

(1981) suggested six methods of determining whether the data are

appropriate for factor analysis. These include the examination of the

correlation matrix, the plotting of the eigenvalues obtained from matrix

decomposition, the examination of communality estimates, the inspection

of the off-diagonal elements of the anti-image covariance or correlation

matrix, Bartlett's test of sphericity, and the Kaiser-Meyer-Olkin

measure of sampling adequacy (MSA).

The criteria used were (a) the sample size, (b) Bartlett's test of

sphericity, and (c) the Kaiser-Meyer-Olkin measure of sampling adequacy

(MSA). In the present study, there are two split subsamples each

containing 212 cases, which is an adequate size for factor analysis.
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Bartlett's test of sphericity was used to test (using a

chi-square test) the hypothesis that the correlation matrix is an

identity matrix (e.g., variables correlate perfectly with themselves,

but are uncorrelated with other variables). That is, all diagonal terms

are 1 and all off-diagonal terms are 0. Rejecting the hypothesis

indicates that the data are appropriate for factor analysis (Bartlett,

1950, 1951).

Bartlett's test of sphericity was performed. The chi-square value

is 1441 (with 190 degrees of freedom) that is highly significant. Thus,

based on this test, the data is appropriate for factor analysis.

Kaiser-Meyer-Olkin measure of sampling adequacy (MSA) provides a

measure of the extent to which the variables belong together (Kaiser,

1970). Small value for the MSAs (less than .50) indicate that data may

not be appropriate for factor analysis because correlation between pairs

of variables can not be explained by the other variables (Norusis,l988).

In this study, the MSA is 0.81, which indicates that data is appropriate

for factor analysis (Kaiser & Rice, 1974).

Assessment of the Effect of Different Factor

Solutions on the Clustering Results

Factoring Results

Nineteen (20, 19, 18, ..., 2 factors) different principal

component analyses with varimax rotation were performed. The

eigenvalues and percentages of variance explained are reported in Table

11 along with the cumulative percentage of variance explained by the
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Table 11. Eigenvalue, percent of variance explained, and

cumulative percent of variance explained for 20

campground attributes.

 

 

Cumulative

Percent of Percent

Variance of Variance

Factor Eigenvalue Explained Explained

1 5.60131 28.0 28.0

2 1.93845 9.7 37.7

3 1.69936 8.5 46.2

4 1.32863 6.6 52.8

5 1.16849 5.8 58.7

6 1.09119 5.5 64.1

7 1.02010 5.1 69.2

8 0.80158 4.0 73.2

9 0.67725 3.4 76.6

10 0.61859 3.1 79.7

11 0.57406 2.9 82.6

12 0.54578 2.7 85.3

13 0.50535 2.5 87.9

14 0.47601 2.4 90.2

15 0.44025 2.2 92.4

16 0.38502 1.9 94.4

17 0.32611 1.6 96.0

18 0.29376 1.5 97.5

19 0.27759 1.4 98.8

20 0.23112 1.2 100.0
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different number of factors. For each factor, the eigenvalue is the sum

of squared factor loadings. Eliminating factors one at a time starting

from the 20 factor reduced the percentage of total variance explained.

The eigenvalues and percentages of variance explained in proportion to

the eigenvalues of the factors eliminated from the solution remained the

same. For example, the first 18 eigenvalues of the "19 factor"

principal component analysis are identical to the 18 eigenvalues of the

"18 factor" principal component analysis.

The next step was to identify the "best" factor solution based on

factor analysis criteria. The scree test/plot which was used to select

candidate factor solutions is presented in figure 4. The scree plot

identified three candidate factor solutions (2 factors, 4 factors, and 7

factors). A seven-factor solution was selected from among all possible

solutions because (a) eigenvalues from factor 1 to factor 7 were greater

than 1, and (b) the percentage of total variance explained was about

70%. In many studies, the seven-factor solution would have been used as

the basis for clustering. However, the purpose of this study was to

assess the effects of alternative factor solutions on the clustering

results, so the seven-factor solution was only one of 19 different

factor solutions which were considered.

Next, one factor at a time was eliminated beginning with the

20-factor solution. The impact of the ”one at a time" factor

elimination on the factor pattern matrix are shown in Tables 12-30.

Only the loadings vf variables with a factor loading of 0.40 or greater

are shown in the tables. For example, Table 12 shows the factor pattern

matrix for the 20 factor principal component analysis (with varimax
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Table 12. Campground attribute sought factor pattern matrix for "20 factor" principal component

analysis with varimax rotation.

 

Campground

Attributes _
a

N D
I
D

Factor

0 0 0 1 1 1 1 1 1 1 1

7 8 9 0 1 2 3 4 5 6 7 8 9 0

.
a

.
.
a

N

(Factor Loadings)

 

Large sites

Shaded sites

Cleanliness

Quietness

Privacy

Security

Hospitality

Low price

Flush toilets

Electricity

Shower

Laundromat

Store

water hookups

Sewer hookups

Natural surroundings

Lake/stream

Hiking trail

Swimming pool

Playgrounds

.89

.92

.95

.96

.91

.89

.85

.89

.88

.86

.87

.90

.89

.88

 

Note: Only variables whose loadings are greater than .04 are shown.
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Table 13. Campground attribute sought factor pattern matrix for "19 factor" principal component

analysis with varimax rotation.

 

Factor

Campground 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1

Attributes 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9

(Factor Loadings)

 

Large sites .96

Shaded sites .96

Cleanliness .90

Quietness .89

Privacy .90

Security .92

Hospitality .92

Low price .96

Flush toilets .90

Electricity .91

Shower .84

Laundromat .89

Store .88

water hookups .79

Sewer hookups .88

Natural surroundings .89

Lake/stream .89

Hiking trail .88

Swimming pool .91

Playgrounds .94

 

Note: Only variables whose loadings are greater than .04 are shown.
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Table 14. Campground attribute sought factor pattern matrix for "18 factor" principal component

analysis with varimax rotation.

 

Factor

Campground 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1

Attributes 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8

(Factor Loadings)

 

Large sites .96

Shaded sites .96

Cleanliness .90

Quietness .86

Privacy .90

Security .91

Hospitality .91

Low price .96

Flush toilets .89

Electricity .87

Shower .86

Laundromat .87

Store .86

water hookups .72

Sewer hookups .91

Natural surroundings .88

Lake/stream .89

Hiking trail .88

Swimming pool .89

Playgrounds .94

 

Note: Only variables whose loadings are greater than .04 are shown.
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Table 15. Campground attribute sought factor pattern matrix for “17 factor" principal component

analysis with varimax rotation.

 

Factor

Campground 0 0 0 0 0 0 0 0 0

7 8 9Attributes 1 2 3 4 5 6

1 1 1 1

0 1 2 3 4 5 6 7

—
D

—
h

—
h

_
.

(Factor Loadings)

 

Large sites .96

Shaded sites

Cleanliness

Quietness

Privacy

Security

Hospitality

Low price

Flush toilets

Electricity

Shower

Laundromat

Store

Hater hookups .

Sewer hookups

Natural surroundings

Lake/stream

Hiking trail

Swimming pool

Playgrounds

.91

.96

.94

.95

.90

.82

.85

.89

.87

.89

 

Note: Only variables whose loadings are greater than .04 are shown.
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Table 16. Campground attribute sought factor pattern matrix for "16 factor“ principal component

analysis with varimax rotation.

 

Factor

Campground 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1

Attributes 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5

(Factor Loadings)

 

Large sites .96

Shaded sites .95

Cleanliness .90

Quietness .65 .42

Privacy .89

Security .90

Hospitality .90

Low price .96

Flush toilets .89

Electricity .44 .80

Shower .86

Laundromat .86

Store .84

Hater hookups .85

Sewer hookups .87

Natural surroundings .85

Lake/stream .90

Hiking trail .76

Swimming pool .88

Playgrounds .94

 

Note: Only variables whose loadings are greater than .04 are shown.
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Table 17. Campground attribute sought factor pattern matrix for "15 factor" principal component

analysis with varimax rotation.

 

Factor

Campground 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1

Attributes 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5

(Factor Loadings)

 

Large sites .96

Shaded sites .95

Cleanliness .89

Quietness .65

Privacy .90

Security .86

Hospitality .90

Low price .94

Flush toilets .89

Electricity .45 .80

Shower .86

Laundromat .85

Store .69

Hater hookups .86

Sewer hookups .86

Natural surroundings .81

Lake/stream .85

Hiking trail .82

Swiming pool .89

Playgrounds .94

 

Note: Only variables whose loadings are greater than .04 are shown.
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Table 18. Campground attribute sought factor pattern matrix for I'14 factor" principal component

analysis with varimax rotation.

 

Factor

Campground 0 0 0 0 0 0 0 0 0 1 1 1

Attributes 1 2 3 4 5 6 7 8 9 0 1 2

(Factor Loadings)

 

Large sites .95

Shaded sites .94

Cleanliness .90

Quietness .62

Privacy .92

Security .50

Hospitality .90

Low price .92

Flush toilets .89

Electricity .56 .68

Shower .86

Laundromat

Store .

Hater hookups .87

Sewer hookups .85

Natural surroundings .79

Lake/stream .85

Hiking trail .82

Swimming pool .88

Playgrounds .93

a
t
:

 

Note: Only variables whose loadings are greater than .04 are shown.
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Table 19. Campground attribute sought factor pattern matrix for "13 factor" principal component

analysis with varimax rotation.

 

Campground

Attributes

Factor

0 0 0 0 0 0 0 0 0 1

1 2 3 4 5 6 7 8 9 0 1

(Factor Loadings)

 

Large sites

Shaded sites

Cleanliness

Quietness

Privacy

Security

Hospitality

Low price

Flush toilets

Electricity

Shower

Laundromat

Store

water hookups

Sewer hookups

Natural surroundings

Lake/stream

Hiking trail

Swimming pool

Playgrounds

.95

.90

.77

.41 .57 -.40

.91

.73

.76

.91

.88

.57 .67

.86

.83

.75

.87

.85

.56 .63

.84

.85

.88

.93

 

Note: Only variables whose loadings are greater than .04 are shown.
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Table 20. Campground attribute sought factor pattern matrix for "12 factor" principal component

analysis with varimax rotation.

 

Factor

Campground 0 0 0 0 0 0 0 0 0 1

Attributes 1 2 3 4 5 6 7 8 9 0

(Factor Loadings)

 

Large sites .92

Shaded sites .90

Cleanliness .44 .63

Quietness .79

Privacy .80

Security .75

Hospitality .81

Low price

Flush toilets .86

Electricity .80

Shower .87

Laundromat .79

Store .78

water hookups .83

Sewer hookups .80

Natural surroundings .61 .53

Lake/stream .84

Hiking trail .85

Swimming pool

Playgrounds .92

.91

.87

 

Note: Only variables whose loadings are greater than .04 are shown.
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Table 21. Campground attribute sought factor pattern matrix for "11 factor" principal component

analysis with varimax rotation.

 

Campground 0 0

Attributes 1 2

Factor

0 0 0 0 0 0

3 4 5 6 7 8

(Factor Loadings)

 

Large sites

Shaded sites

Cleanliness

Quietness

Privacy

Security

Hospitality

Low price

Flush toilets

Electricity

Shower

Laundromat

Store

water hookups

Sewer hookups .

Natural surroundings

Lake/stream

Hiking trail .83

Swimming pool

Playgrounds

s
i
z
e

.90

.78

.89

 

Note: Only variables whose loadings are greater than .04 are shown.
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Table 22. Campground attribute sought factor pattern matrix for "10 factoru principal component

analysis with varimax rotation.

 

Campground 0 0

Attributes 1 2

0

4

Factor

0

5

0

6

0

7

(Factor Loadings)

c
o
o

 

Large sites

Shaded sites

Cleanliness

Quietness

Privacy

Security

Hospitality

Low price

Flush toilets

Electricity

Shower

Laundromat .

Store

Hater hookups

Sewer hookups

Natural surroundings 70

Lake/stream .84

Hiking trail 83

Swimming pool

Playgrounds

'3
s
a
s
s

.87

.74

.78

.43

.48 .47

.86

.92

.89

-.42

.76

 

Note: Only variables whose loadings are greater than .04 are shown.
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Table 23. Campground attribute sought factor pattern matrix for "9 factor“ principal component

analysis with varimax rotation.

 

Factor

Campground 0 0 0 0 0 0 0 0

Attributes 3 4 5 6 7 8

(Factor Loadings)

.
a

N ‘
0
0

 

Large sites .92

Shaded sites .85

Cleanliness .72

Quietness .79

Privacy .79

Security 52

Hospitality .79

Low price .82

Flush toilets .86

Electricity .75

Shower .86

Laundromat .44 .51

Store .41 .41 .55

Hater hookups .85

Sewer hookups .81

Natural surroundings .69

Lake/stream .84

Hiking trail .82

Swimming pool .72

Playgrounds .77

 

Note: Only variables whose loadings are greater than .04 are shown.
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Table 24. Campground attribute sought factor pattern matrix for "8 factor" principal component

analysis with varimax rotation.

 

Campground 0

Attributes 1

0

3

Factor

0 0

4 5

0 0 0

6 7 8

(Factor Loadings)

 

Large sites

Shaded sites

Cleanliness

Quietness

Privacy

Security

Hospitality

Low price

Flush toilets

Electricity .79

Shower

Laundromat .41

Store

Hater hookups .83

Sewer hookups .78

Natural surroundings

Lake/stream

Hiking trail

Swimming pool

Playgrounds

.75

.72

.73

.58

.70

.42

.62

 

Note: Only variables whose loadings are greater than .04 are shown.
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Table 25. Campground attribute sought factor pattern matrix for "7 factor" principal component

analysis with varimax rotation.

 

Campground

Attributes 1

Factor

0 0 0 0 0 0

(Factor Loadings)

 

Large sites

Shaded sites

Cleanliness

Quietness

Privacy

Security

Hospitality

Low price

Flush toilets

Electricity .77

Shower

Laundromat .47

Store .42

Hater hookups

Sewer hookups .81

Natural surroundings

Lake/stream

Hiking trail

Swimming pool

Playgrounds

.81

.82

.41 .55

 

Note: Only variables whose loadings are greater than .04 are shown.
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Table 26. Culpgrowid attribute sought factor pattern matrix for "6 factor" principal component

analysis with varimax rotation.

 

Factor

Campground 0 0 0 0 0 0

Attributes 1 2 3 4 S 6

(Factor Loadings)

 

Large sites .60

Shaded sites .45

Cleanliness .76

Quietness .59 .55

Privacy .72

Security .57

Hospitality .73

Low price .81

Flush toilets .80

Electricity .71

Shower .83

Laundromat .53 .45

Store .49 .55

Hater hookups .83

Sewer hookups .81

Natural surroundings .72

Lake/stream .78

Hiking trail .80

Swimming pool .56

Playgrounds .48

 

Note: Only variables whose loadings are greater than .04 are shown.
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Table 27. Campground attribute sought factor pattern matrix for "5 factor" principal component

analysis with varimax rotation.

 

Campground

Attributes 1

Factor

0 0 0 0

2 3 4 5

(Factor Loadings)

 

Large sites

Shaded sites

Cleanliness

Quietness

Privacy

Security

Hospitality

Low price

Flush toilets

Electricity .72

Shower

Laundromat .61

Store .56

Hater hookups .83

Sewer hookups .82

Natural surroundings

Lake/stream

Hiking trail

Swimming pool

Playgrounds

-.54

.42

.65

.65

.81

.74

.78

.79

.53

.50

 

Note: Only variables whose loadings are greater than .04 are shown.
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Table 28. Campground attribute sought factor pattern matrix for "4 factor" principal component

analysis with varimax rotation.

 

Factor

Campground 0 0 0 0

Attributes 1 2 3 4

(Factor Loadings)

 

Large sites

Shaded sites 42

Cleanliness .66

Quietness .77

Privacy 62

Security 73

Hospitality 42

Low price .51

Flush toilets .65

Electricity .74

Shower .75

Laundromat .56 .49

Store .46 .54

Hater hookups .82

Sewer hookups .78

Natural surroundings

Lake/stream

Hiking trail

Swimming pool .53

Playgrounds .48 's
'
2
1
s
}
:

 

Note: Only variables whose loadings are greater than .04 are shown.
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Table 29. Campground attribute sought factor pattern matrix for “3 factor“ principal component

analysis with varimax rotation.

 

Factor

Campground 0 0 0

Attributes 1 2 3

(Factor Loadings)

 

Large sites

Shaded sites

Cleanliness .61

Quietness .78

Privacy .67

Security .72

Hospitality .41

Low price

Flush toilets .53

Electricity .73

Shower .60

Laundromat .69

Store .60

Hater hookups .77

Sewer hookups .75

Natural surroundings .65

Lake/stream .61

Hiking trail .65

Swimming pool .60

Playgrounds .65

 

Note: Only variables whose loadings are greater than .04 are shown.
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Table 30. Campground attribute sought factor pattern matrix for "2 factor" principal component

analysis with varimax rotation.

 

Factor

Campground 0 0

Attributes 1 2

(Factor Loadings)

 

Large sites

Shaded sites .52

Cleanliness .56

Quietness .45

Privacy .44

Security .50

Hospitality .52

Low price

Flush toilets .46

Electricity .74

Shower .48

Laundromat .70

Store .61

Hater hookups .79

Sewer hookups .77

Natural surroundings .71

Lake/stream .67

Hiking trail .70

Swimmfing pool

Playgrounds .48

 

Note: Only variables whose loadings are greater than .04 are shown.
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rotation). Only one variable was significantly loaded on each of the 20

factors.

Tables 12 through 30 reveal two major changes as the number of

factors are reduced from 20 to 2. First, the size of factor loadings

change. Second, certain factors will have two or more variables with

significant ( >.40) loadings. Changes in factor loadings and the number

of variables with significant loadings on different factors result in

different factor interpretation and different factor scores. When

factor scores are used as the basis for clustering process, the

clustering results (cluster membership and cluster description) would be

different for different factor solutions (20, 19,..., 2).

Clustering Results

Factor scores were computed for each factor in each of the 19

different principal component analyses. The regression estimates method

was used to obtain the factor scores. The original raw data

measurements were multiplied by the corresponding factor score

 

Wm}f’"'mnm‘r.

(regression) coefficients. The factor scores\33£3~used as thé’basieIfor
...,. v - — ,-‘ -\ ...,...TZWM

clbstering.

(...,..-

The factor scores from the "20 factor" principal component

analysis were used as input data to Ward’s clustering method with the

squared Euclidean distance as the distance measure. Figure 5 shows the

increase in the coefficient of hierarchy (which resulted from fusion of

clusters) plotted against the number of clusters. As stated previously,

the break points along the plot mean that a relatively large loss of

information resulted from the fusion of two clusters. Based on the
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coefficient of hierarchy and the examination of plot slopes, three

candidate cluster solutions were identified: eight clusters, six

clusters, and three clusters.

The three candidate solutions were evaluated on (a) the

significance of inter-cluster differences and (b) the size of clusters.

ANOVA was used to test for inter-cluster differences. The results of

the ANOVA tests on the three candidate cluster solutions are presented

in Table 31-33. In the eight-cluster solution (Table 31), there were

significant differences across clusters on all but two (flush toilet and

campground store) of the 20 factors/variables. The six clusters

differed significantly on 16 of the 20 factors/variables (Table 32).

The three-cluster solution showed the least amount of inter-cluster

differences (Table 33); clusters differed significantly on only 10 of

the 20 factors/variables.

Even though the eight cluster solution exhibited more

inter-cluster differences. The six-cluster solution was selected as the

final solution because one of the 8 clusters was disproportionally

small; it only had 5 (2.4%) cases (see Table 34). In the six cluster

solution, the smallest cluster contained 16 (7.5%) cases.

Factor Score Pattern

The (factor score) centroids for each of the six clusters were

calculated for each of the 19 principal component analyses (20, 19, 18,

., 2). The (factor score) centroids are graphically presented in

Figures 6-25. Each graph shows the factor centroids for each cluster



95

Table 31. Mean attribute sought factor scores for the eight-cluster

candidate solution when clustering on factor scores.

 

 

Cluster

Factor 1 2 3 4 5 6 7 8 F-ratio

Electricity —.48 .06 -.49 .54 .31 .13 -.17 -.01 3.72*

Toilet .02 .22 .15 —.20 .36 -.21 -.21 -.69 1.67

Playground .36 .17 .33 -.14 .23 .16 —2.29 .47 24.21*

Price .12 -.22 .23 .81 -.16 -.31 -.21 -.18 4.37*

Large sites -.46 -.02 .10 .53 .14 -.24 -.05 .82 2.98*

Shade sites -.12 .83 -.51 -.11 -.13 -.32 -.43 1.26 10.39*

Pool -.74 .02 .07 .50 -.31 .43 -.70 -.09 6.57*

Hospitality .30 .26 .30 -.68 .28 -.28 -.14 -.01 4.10*

Security -.33 .29 -.10 -.39 .09 .31 -.19 -.76 2.87*

Privacy .07 .09 -.32 .63 -.00 -.37 -.25 1.42 5.05*

Natural surr. .45 .35 -.37 -.33 .41 -.27 .09 -.93 4.56*

Lake/stream .31 .03 -.72 .08 -.33 .48 -.05 -1.03 5.85*

Cleanliness .00 -.45 -.27 -.29 1.78 .01 -.08 .69 16.69*

Laundromat .64 -.41 .01 .16 .15 -.24 -.04 1.40 5.13*

Quietness .14 -.05 -.15 .47 .62 -.26 -.15 -l.53 4.80*

Sewer hookups .49 .26 -.14 .23 .39 -.45 -.22 -1.92 7.34%

Natural trail .59 -.22 -1.16 .09 .41 .47 -.21 .28 12.74*

Store .35 -.21 .22 -.25 -.27 .24 -.11 -.54 2.02

Water hookups -.92 .09 .18 .19 .54 -.11 .17 .11 4.82*

Shower -.03 -.48 .36 .18 -.09 .31 -.18 -.41 3.25*

 

* Significant at .05 level.
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Table 32. Mean attribute sought factor scores for the six-cluster

candidate solution when clustering on factor scores.

 

 

Cluster

Factor 1 2 3 4 5 6 F-ratio

Electricity -.14 .06 -.49 .45 .13 -.17 3.37*

Toilet .17 .22 .15 -.27 -.21 -.21 1.87

Playground .03 .17 .33 -.05 .16 -2.29 33.08*

Price .00 -.22 .23 .65 -.31 -.21 4.92*

Large sites -.20 -.02 .10 .58 -.24 -.05 3.22*

Shade sites -.12 .83 -.51 .10 -.32 -.43 11.98*

Swimming pool -.56 .02 .07 .41 .43 -.70 8.31*

Hospitality .29 .26 .30 -.57 -.28 -.14 5.32*

Security -.15 .29 -.10 -.45 .31 -.19 3.48*

Privacy .04 .09 -.32 .75 -.37 -.25 6.42*

Natural surr. .43 .35 -.37 -.43 -.27 .09 6.05*

Lake/stream .04 .03 -.72 -.09 .48 -.05 5.70*

Cleanliness .77 -.45 -.27 -.14 .01 -.08 9.1971r

Laundromat .43 -.41 .01 .35 -.24 -.04 4.94*

Quietness .35 -.05 -.15 .16 -.26 -.15 2.11

Sewer hookups .45 .26 -.14 -.11 -.45 -.22 5.00*

Natural trail .51 -.22 -1.16 .12 .46 -.21 17.80*

Store .08 -.21 .22 -.30 .24 -.11 1.88

Water hookups -.29 .09 .18 .18 -.11 .17 1.40

Shower -.06 -.48 .36 .09 .31 -.16 4.24*

 

* Significant at .05 level.
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Table 33. Mean attribute sought factor scores for the three-cluster

candidate solution when clustering on factor scores.

 

 

Cluster

Factor 1 2 3 F-ratio

Electricity -.14 .06 .03 0.58

Toilet .17 .22 -.14 3.01

Playground .03 .17 -.17 4.71*

Price .00 -.22 .08 1.59

Large sites -.20 -.02 .08 1.29

Shade sites -.12 .83 -.27 25.12*

Pool -.56 .02 .19 9.82*

Hospitality .29 .26 -.20 6.30*

Security -.15 .29 -.05 2.61

Privacy .04 .09 -.05 0.35

Natural surr. .43 .35 -.29 13.30*

Lake/stream .04 .03 -.02 0.09

Cleanliness .77 -.45 -.11 22.21*

Laundromat .43 -.41 .00 8.53*

Quietness .35 -.05 -.11 3.53*

Sewer hookups .45 .26 -.26 10.93*

Natural trail .51 -.22 -.10 8.05*

Store .08 -.21 .05 1.27

Water hookups -.29 .09 .07 2.35

Shower -.06 -.48 .20 8.53

 

* Significant at .05 level.
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Table 34. Number of respondents in each of the cluster candidate

solutions when clustering on factor scores.

 

Number of Relative Size

Cluster Respondents (percent)

 

Eight Cluster Solution

1 25 11.8

2 46 21.7

3 29 . 13.7

4 27 12.7

5 19 9.0

6 45 21.2

7 16 7.5

8 5 2.4

Total 212 100.0

Six Cluster Solution

1 44 20.8

2 46 21.7

3 29 13.7

4 32 15.1

5 45 21.2

6 16 7.5

Total 212 100.0

Three Cluster Solution

1 44 20.8

2 46 21.7

3 122 57.5

Total 212 100.0
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for each factor solution. For example, Figure 6 shows "factor 1" factor

score centroids for the six clusters across different factor solutions.

The graphs show that factor score centroids differ markedly across

the different factor solutions. In Figure 6, "factor 1" factor score

centroid for cluster 1 changes significantly across the 19 different

factor solutions. The same is true for the centroids of the other five

clusters. Figures 7 ("factor 2" factor score centroids) to 24 ("factor

19" factor score centroids) show similar instability of factor score

centroids across factor (20, 19, 18, ..., 2) solutions. In Figure 7,

the "factor 2" factor score centroid for cluster 1 changes across the

different factor solutions. The results indicate that when clustering

on factor scores different factor solutions yield very different

clustering results in terms of cluster membership and cluster

description.

Comparison Of Cluster Membership

As described in Chapter III, a crosstabulation technique and

entropy (information) measure was employed to assess the effects of

alternative factor solutions on cluster membership. Tables 35 to 53

show the crosstabulation of cluster membership. In each table, the "20

factor" factor solution serves as the basis for (cluster membership)

comparison. Crosstabulations serve two primary functions. First, the

crosstabulations show the percentage of cases assigned to the same

cluster numbering (e.g., cluster 1) in two different clustering analyses

each based on factor scores from a different factoring solution (e.g.,

"20 factor" factor solution vs. "19 factor" factor solution). For
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Table 35. Cluster membership crosstabulation of the 20-factor

solution and the 20-factor solution.

 

20—Factor Solution

 

20-Factor 2 3 4 5

Solution (percent)

1 100.0 0.0 0.0 0.0 0.0 0.0

2 0.0 100.0 0.0 0.0 0.0 0.0

3 0.0 0.0 100.0 0.0 0.0 0.0

4 0.0 0.0 0.0 100.0 0.0 0.0

5 0.0 0.0 0.0 0.0 100 O 0.0

6 0.0 0.0 0.0 0.0 0.0 100.0

 

Table 36. Cluster membership crosstabulation of the 20-factor

solution and the 19-factor solution.

 

l9-Factor Solution

 

20-Factor 2 3 4 5

Solution (percent)

1 68.2 11.4 4.5 4.5 11.4 0.0

2 6.5 45.7 6.5 28.3 13.0 0.0

3 31.0 0.0 17.2 41.4 10.3 0.0

4 0.0 9.4 46.9 25.0 12.5 6.3

S 0.0 2.2 6.7 48.9 37.8 4.4

6 18.8 6.3 0.0 12.5 0.0 62.5
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Table 37. Cluster membership crosstabulation of the 20-factor

solution and the 18-factor solution.

 

18-Factor Solution

 

20-Factor 2 3 4 5

Solution (percent)

1 40.9 13.6 0.0 36.4 4.5 4.5

2 30.4 26.1 10.9 6.5 2.2 23.9

3 34.5 10.3 0.0 31.0 20.7 3.4

4 50.0 3.1 6.3 3.1 12.5 25.0

5 8.9 48.9 4.4 24.4 11.1 2.2

6 6.3 0.0 81.3 0.0 12.5 0.0

 

Table 38. Cluster membership crosstabulation of the 20-factor

solution and the 17-factor solution.

 

l7-Factor Solution

 

20-Factor 2 3 4 5

Solution (percent)

1 34.1 4.5 29.5 9.1 22.7 0.0

2 17.4 17.4 23.9 39.1 2.2 0.0

3 24.1 0.0 20.7 51.7 3.4 0.0

4 9.4 0.0 37.5 31.3 12.5 9.4

5 22.2 0.0 55.6 17.8 0.0 4.4

6 0.0 0.0 6.3 25.0 0.0 68.8
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Table 39. Cluster membership crosstabulation of the 20-factor

solution and the l6-factor solution.

 

16-Factor Solution

 

20-Factor 1 2 3 4 5

Solution (percent)

1 54.5 6.8 9.1 0.0 0.0 9.5

2 23.9 19.6 34.8 2.2 19.6 0.0

3 62.1 17.2 10.3 6.9 3.4 0.0

4 12.5 31.3 37.5 15.6 3.1 0.0

5 51.1 11.1 22.2 13.3 2.2 0.0

6 6.3 0.0 0.0 12.5 81.3 0.0

 

Table 40. Cluster membership crosstabulation of the 20-factor

solution and the 15-factor solution.

 

15-Factor Solution

 

20-Factor l 2 3 4 5

Solution (percent)

1 56.8 18.2 4.5 4.5 15.9 0.0

2 32.6 19.6 13.0 13.0 21.7 0.0

3 24.1 24.1 17.2 6.9 27.6 0.0

4 15.6 3.1 56.3 9.4 9.4 6.3

5 8.9 8.9 31.1 40.0 11.1 0.0

6 12.5 0.0 0.0 6.3 6.3 5.0
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Table 41. Cluster membership crosstabulation of the 20-factor

solution and the 14-factor solution.

 

14-Factor Solution

 

20-Factor l 2 3 4 5

Solution (percent)

1 29.5 11.4 18.2 4.5 36.4 0.0

2 17.4 21.7 8.7 13.0 39.1 0.0

3 0.0 6.9 27.6 0.0 55.2 0.3

4 3.1 18.8 31.3 9.4 31.3 6.3

5 13.3 33.3 31.3 17.8 4.4 0.0

6 0.0 0.0 0.0 6.3 12.5 1.3

 

Table 42. Cluster membership crosstabulation of the 20-factor

solution and the 13-factor solution.

 

lB-Factor Solution

20-Factor 1 2 3 4 5

Solution (percent)

 

1 29.5 31.8 6.8 15.9 15.9

2 19.6 30.4 10.9 30.4 4.3

3 13.8 13.8 41.4 27.6 3.4

4 12.5 37.5 9.4 18.8 15.6

5 15.6 33.3 33.3 8.9 0.0

6 0.0 0.0 0.0 12.5 0.0 \
J
o
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m
O
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O
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o
w
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w
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Table 43. Cluster membership crosstabulation of the 20-factor

solution and the 12-factor solution.

 

lZ-Factor Solution

 

 

 

 

20-Factor 1 2 3 4 5

Solution (percent)

1 50.0 11.4 18.2 0.0 18.2 2.3

2 26.1 39.1 26.1 0.0 2.2 6.5

3 27.6 0.0 51.7 3.4 3.4 13.8

4 12.5 15.6 15.6 9.4 18.8 28.1

5 40.0 4.4 17.8 4.4 11.1 22.2

6 0.0 6.3 6.3 87.5 0.0 0.0

Table 44. Cluster membership crosstabulation of the 20-factor

solution and the ll-factor solution.

ll-Factor Solution

20-Factor 1 2 3 4 5

Solution (percent)

1 29.5 36.4 6.8 9.1 11.4 6.8

2 13.0 39.1 8.7 23.9 2.2 13.0

3 6.9 6.9 65.5 0.0 13.8 6.9

4 6.3 28.1 28.1 18.8 6.3 12.5

5 22.2 26.7 35.6 11.1 2.2 2.2

6 12.5 6.3 18.8 0.0 0.0 62.5
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Table 45. Cluster membership crosstabulation of the 20-factor

solution and the lO-factor solution.

 

lO-Factor Solution

 

20-Factor l 2 3 4 5

Solution (percent)

1 20.5 2.3 6.8 54.5 13.6 2.3

2 6.5 17.4 13.0 21.7 30.4 10.9

3 3.4 48.3 17.2 24.1 6.9 0.0

4 9.4 6.3 43.8 15.6 21.9 3.1

5 17.8 37.8 15.6 17.8 8.9 2.2

6 0.0 6.3 18.8 0.0 0.0 75.0

 

Table 46. Cluster membership crosstabulation of the 20-factor

solution and the 9-factor solution.

 

9-Factor Solution

 

20-Factor l 2 3 4 5

Solution (percent)

1 36.4 11.4 20.5 15.9 11.4 4.5

2 19.6 34.8 10.9 26.1 2.2 6.5

3 41.4 10.3 6.9 10.3 27.6 3.4

4 9.4 6.3 15.6 31.3 12.5 25.0

5 46.7 17.8 15.6 4.4 2.2 13.3

6 12.5 0.0 0.0 81.3 0.0 6.3
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Table 47. Cluster membership crosstabulation of the 20-factor

solution and the 8-factor solution.

 

8-Factor Solution

 

20-Factor l 2 3 4 5

Solution (percent)

1 38.6 36.4 6.8 4.5 11.4 2.3

2 21.7 23.9 30.4 6.5 8.7 8.7

3 17.2 6.9 6.9 69.0 0.0 0.0

4 9.4 18.8 59.4 12.5 0.0 0.0

5 46.7 15.6 4.4 11.1 4.4 7.8

6 18.8 0.0 25.0 0.0 56.3 0.0

 

Table 48. Cluster membership crosstabulation of the 20-factor

solution and the 7-factor solution.

 

7 Factor Solution

20-Factor l 2 3 4 5

Solution (percent)

 

1 36.4 15.9 27.3 13.6 2.3

2 15.2 21.7 17.4 28.3 8.7

3 13.8 0.0 6.9 10.3 62.1

4 9.4 3.1 40.6 31.3 12.5

5 22.2 28.9 13.3 22.2 8.9

6 6.3 0.0 0.0 18.8 0.0 m
b
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Table 49. Cluster membership crosstabulation of the 20-factor
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solution and the 6-factor solution.

 

6-Factor Solution

 

20-Factor 3 4

Solution (percent)

1 22.7 22.7 0.0 22.7 29.5 2.3

2 19.6 19.6 4.3 43.5 4.3 8.7

3 13.8 10.3 37.9 3.4 24.1 10.3

4 6.3 0.0 15.6 53.1 3.1 21.9

5 6.7 26.7 11.1 37.8 13.3 4.4

6 6.3 31.3 31.3 12.5 0.0 18.8

 

Table 50. Cluster membership crosstabulation of the 20-factor

solution and the 5-factor solution.

 

S-Factor Solution

 

20-Factor 3 4

Solution (percent)

1 11.4 25.0 34.1 11.4 15.9 2.3

2 34.8 21.7 4.3 6.5 23.9 8.7

3 0.0 24.1 13.8 6.9 24.1 31.0

4 18.8 31.3 0.0 25.0 12.5 12.5

5 31.1 20.0 11.1 0.0 11.1 26.7

6 0.0 31.3 6.3 6.3 25.0 31.3
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Table 51. Cluster membership crosstabulation of the 20-factor

solution and the 4-factor solution.

 

4-Factor Solution

 

20-Factor l 2 3 4 5

Solution (percent)

1 29.5 36.4 13.6 4.5 6.8 9.1

2 10.9 37.0 17.4 15.2 10.9 8.7

3 20.7 0.0 17.2 24.1 37.9 0.0

4 3.1 28.1 31.3 21.9 15.6 0.0

5 22.2 22.2 4.4 26.7 2.2 22.2

6 6.3 0.0 43.8 12.5 12.5 25.0

 

Table 52. Cluster membership crosstabulation of the 20-factor

solution and the 3-factor solution.

 

3-Factor Solution

 

20-Factor 1 2 3 4 5

Solution (percent)

1 61.4 4.5 18.2 9.1 4.5

2 52.2 6.5 15.2 17.4 6.5

3 20.7 10.3 27.6 3.4 3.4

4 28.1 15.6 28.1 18.8 0.0

5 40.0 0.0 28.9 8.9 6.7

6 0.0 18.8 12.5 56.3 0 0 U
W
O
D
U
T
N
W
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Table 53. Cluster membership crosstabulation of the 20-factor

solution and the 2-factor solution.

 

2-Factor Solution

 

20-Factor 1 2 3 4 5 6

Solution (percent)

1 38.6 0.0 9.1 29.5 2.3 20.5

2 39.1 10.9 8.7 23.9 8.7 8.7

3 6.9 27.6 34.5 20.7 10.3 0.0

4 9.4 25.0 21.9 28.1 3.1 12.5

5 40.0 8.9 13.3 17.8 15.6 4.4

6 0.0 25.0 31.3 6.3 37.5 0.0

 

example, in Table 36, about sixty-eight percent (68.2%) of the cases

which were grouped into cluster 1 when clustering was based on"20

factor" factor scores and was also assigned to cluster 1 when clustering

was based on "19 factor" factor scores. And, as indicated in the

methods chapter, the crosstabulations were also used as the basis for

calculating entropy measures.

Table 35 shows the comparison of cluster membership between the

"20 factor" factor solution and "20 factor" factor solution when

clustering on 20 factor scores. The reason for this self-comparison is

to serve as a foundation (starting point) for calculating the entropy

measure. This self-comparison shows complete certainty (entropy is 0)

because all the elements of diagonal in Table 35 are 100% which means

that cluster one in "20 factor" factor solution is exactly the same as

the cluster one in "20 factor” factor solution.

The membership crosstabulations (Tables 36 to 53) reveal two major

things about clustering and the membership of clusters. First,

numbering of the different clusters appears to have changed across



130

different cluster analyses. For example, in Table 36, cluster 3

formulated on factor scores from the ”20 factor" factor solution is

likely not to be the same as cluster 3 formulated on the "19 factor"

factor scores. Only 17.2% of the cases assigned to cluster 3 are the

same for the "20 factor" and "19 factor" factor solution. Cluster 3 in

the "20 factor" factor solution is more likely cluster 4 in the "19

factor" factor solution. About forty-one percent (41.3%) of cluster 3

(20 factor factor solution) members are also in cluster 4 (l9 factor

factor solution). This created a problem when it came to assessing the

impacts of factor-cluster solution on the stability of clusters.

Second, cluster membership is not stable; it changes across

different factor solutions (e.g., "l9 factor" factor solution vs. "18

factor" factor solution). The percentage of cases assigned to clusters

changed significantly. For example, comparing Table 36 with Table 37,

the percentage of cases (68.2%) assigned to cluster 1 when clustering

was based on the "20 factor" factor scores and "19 factor" factor scores

(see Table 36) changed to 40.9% (percentage of cases assigned to cluster

1) when clustering on "20 factor" factor scores and "18 factor" factor

scores (see Table 37). About twenty-seven percent (27.3%) of cases were

redistributed to other clusters.

Both the uncertainty of cluster numbering and the shift of cluster

membership lead to the use of entropy measure to assess the effects of

alternative factor solutions on cluster membership.

Based on the crosstabulation results (Table 35 to 53, page

120-129) and Formula 3 (discussed in Chapter III, page 52), an entropy

measure was calculated for each crosstabulation/comparison. The entropy

measures are presented in Table 54. The lower the entropy value, the
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Table 54. Entropy measures (using the 20 factor solution as a basis of

comparison) of cluster membership for different factor

solutions.

 

Factor Solution

 

Comparison Entropy

20 - 20 0.0000

20 - 19 0.5181

20 - 18 0.5756

20 - 17 0.5170

20 - 16 0.5371

20 - 15 0.6174

20 - 14 0.5849

20 - 13 0.5964

20 - 12 0.5487

20 - 11 0.6083

20 - 10 0.5979

20 - 09 0.6112

20 - 08 0.8245

20 - 07 0.5942

20 - 06 0.6377

20 - 05 0.6788

20 - 04 0.6572

20 - 03 0.5727

20 - 02 0.6552

 

less the uncertainty of cluster membership between two different

factor-cluster analytic solutions. That is, when the entropy value is

low,changes in cluster membership between two different factor-cluster

analytic solutions is small. Cluster membership (having lower entropy

value) is relatively stable. Large entropy values indicate instability

and that the membership of clusters based on different factor solutions

is very different. For example, the uncertainty (membership

instability) of cluster membership increases when basis for clustering

is the "16 factor" factor solution rather than the "15 factor" factor
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solution. Uncertainty (membership instability) decreases when the

clustering basis changes from the "13 factor" factor solution to the "12

factor" factor solution.

The entropy measures for different factor solution comparisons are

plotted in Figure 26. The sudden downward or upward movement/change in

the plot indicates that cluster membership is very instable across

factor solutions. The result also indicates that the greatest

instability occurs between the "9 factor" factor solution and the "7

factor" factor solution. Selecting a "9 factor" factor solution would

result in a clustering solution that is very different from a clustering

solution based on "8 factor" factor scores.

The entropy (information) measures indicate that cluster

membership is very unstable across clustering solutions based on

different factor scores (solutions). Thus, when clustering on factor

scores, different factor solutions (number of factors) will affect

cluster membership. The implication is that alternative factor

solutions (number of factors) will result in different clustering

results.

Assessment of the Effect of Rotation on Cluster Membership

Objective two was to ascertain the effect of factor rotation on

the results of clustering (cluster membership). Nineteen (20, 19, 18,

., 2) principal component analyses were again performed on the

importance ratings of the 20 campground attributes. However, the

initial factors were not rotated. The eigenvalues and percent of
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variance explained for the factors are the same as the results derived

from factor analysis with varimax rotation (see Table 11). Factor

scores were again calculated using regression estimate method.

The factor scores were again used as input variables for a Ward's

clustering method (using squared Euclidean distance). Nineteen

different cluster analysis were performed; one on factor scores for each

of the 19 (nonrotated) factor analyses. In each case, a six-cluster

solution was selected to permit comparison of cluster membership with

the clusters generated on rotated factor scores (see previous section).

Table 55 shows the results of crosstabulation of clusters based on

rotated and nonrotated factor scores for the "20 factor" factor

solution. It shows that there is no difference in cluster membership.

The same is true for the other factor solutions (19, 18, 17, ., 2).

Rotation (or nonrotation) of factors does not affect clustering results

when clustering based on factor scores. Clustering results do not

change because rotating factors does not affect the goodness of fit of a

factor solution. This is because the communalities and the percentage

of total variance explained do not change.

Although rotation changes the factor matrix, the cluster

(membership) solution does not change because rotation does not change

the original relationship between variables. The distance between cases

for each variable is not changed by rotation.

However, rotation of the initial factors can lead to a different

interpretation of clustering solutions because of the difference in

factor scores. Table 56 presents a comparison of factor score centroids

for clusters based on rotated and nonrotated factor scores for the "20

factor" solution. It shows that the cluster centroids are different for
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Table 55. Crosstabulation of clustering results based on rotated

and nonrotated factors.

 

 

20 20 Nonrotated Factors

Rotated l 2 3 4 5 6

Factors (percent)

1 100.0 0.0 0.0 0.0 0.0 0.0

2 0.0 100.0 0.0 0.0 0.0 0.0

3 0.0 0.0 100.0 0.0 0.0 0.0

4 0.0 0.0 0.0 100.0 0.0 0.0

5 0.0 0.0 0.0 0.0 100.0 0.0

6 0.0 0.0 0.0 0.0 0.0 100.0

 

Table 56. Comparison of factor score centroids for clusters based on rotated and

nonrotated factor scores for the "20 factor“ solution.

 

Rotated Approach Nonrotated Approach

Cluster Cluster

Factor 1 2 3 4 5 6 Factor 1 2 3 4 S 6

 

1 -.14 .06 -.49 .45 .13 -.17 1 .57 09 '.51 25 - 10 *1 13

2 .17 .22 .15 -.27 -.21 -.21 2 .34 29 -.61 - 55 32 - 48

3 30 17 .33 -.05 16 -2.29 3 20 18 -.36 16 - SS 85

4 00 - 22 .23 .65 - 31 -.21 4 07 - 27 .93 - 10 - 23 - 24

S -.20 - 02 .10 .58 - 24 -.05 . 5 - 39 -.02 .07 51 - 03 07

6 ~.12 83 -.51 .10 ' 32 -.43 6 - 24 04 °.46 83 - 09 - 01

7 -.56 02 .07 .41 .43 '.70 7 -.17 - 25 .72 25 16 -1 08

8 29 26 .30 - 58 ° 28 -.14 8 - 30 44 .03 40 - 48 03

9 -.15 .29 -.10 - 45 31 -.19 9 - 19 -.34 .03 - 10 30 80

10 .04 O9 -.32 75 - 37 -.25 1O .46 17 - 13 - 50 12 - 86

11 .43 .35 r 37 - 43 - 27 .09 11 -.S9 .44 - 02 39 23 °1 05

12 .04 .03 -.72 -.09 .48 -.05 12 .11 35 60 03 - 74 - 36

13 .77 -.45 -.27 -.14 01 -.08 13 - 12 02 - 18 34 05 - 22

14 .43 -.41 .01 35 - 24 -.04 14 -.37 64 16 - 37 - 07 - 15

15 .35 - 05 -.15 16 - 26 -.15 15 .16 - 31 - 02 27 08 - 25

16 .45 .26 -.14 -.11 - 45 -.22 16 .46 ..41 -.27 .55 -.15 -.25

17 .51 -.22 -1.16 .12 .46 -.21 17 .34 °.16 -.49 .27 .04 -.25

18 08 - 21 .22 - 30 24 -.11 18 - 47 - 03 - 12 16 47 - 08

19 - 29 09 18 18 - 11 .17 19 - 27 - 11 - 05 06 34 12
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clusters on rotated and nonrotated factor scores (because the factor

matrix changes), even though the cluster membership is the same. Since

cluster centroids are used to label/describe clusters, rotating factors

will affect the interpretation of the clustering results. For example,

cluster 1 based on rotated factor scores would be labeled based on

factor 13 (.77), factor 17 (.51), and factor 7 (-.56). Cluster 1

formulated on nonrotated factor scores would be labeled based on factor

1 (.57), factor 16 (.46), and factor 11 (-.59). So, clusters comprised

of the same members would be described differently depending on whether

the clusters are based on rotated or nonrotated factor scores.

Comparison of Clustering on Factor Scores

with Clustering on Raw Data

As mentioned previously, factor analysis is often performed as a

preliminary step to clustering in order to reduce a large number of

variables and make it easier to describe/label the resultant clusters.

Shutty and DeGood (1987) contended that clustering on factor scores

results in clusters which can be described more accurately. However,

reducing variables to a smaller number of dimensions also results in a

loss of information (e.g., percentage of total variance explained) which

affects the clustering results (e.g., membership). This section

compares clustering based on factor scores with clustering on raw data

(the importance ratings assigned different campground attributes).
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Clustering Results

Ward's clustering method (with squared Euclidean distance as the

distance measure) was used to group respondents based on the importance

they assigned to the 20 different campground attributes. Figure 27

shows the increase in coefficient of hierarchy (which resulted from

fusion of clusters) plotted against the number of the clusters. Four

candidate cluster solutions were identified: six clusters, five

clusters, four clusters, and three clusters.

ANOVAs were conducted to determine the extent of inter-cluster

differences among the four potential cluster solutions. For each of the

four potential solutions, there were statistically significant

differences among clusters on all 20 attributes (see Tables 57-60). The

primary weakness of the six-cluster solution is that one of the clusters

has less than 10 cases (see Table 61). However, the six-cluster

solution was still selected to enable comparisons with the six cluster

formulated on factor scores.

Comparisons Between Clustering Approaches

Nineteen principal component analyses with varimax rotation were

performed on the importance ratings of the 20 campground attributes.

Again, the regression estimates method was used to calculate factor

scores. The (factor score) centroids for each of the six clusters

(based on raw data) were then calculated for each of 19 factor analyses

(20, 19, 18, ..., 2). They are graphically presented in Figures 28-47.
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Table 57. Mean attribute sought factor scores for the six-cluster

candidate solution when clustering on raw data.

 

 

 

Cluster

Factor 3 4 5 6 F-ratio

Large sites 3.27 3.39 3.60 2.48 2.75 3.50 8.80*

Shaded sites 3.53 2.91 3.55 2.81 2.90 2.83 6.23*

Cleanliness 2.02 1.77 2.24 1.52 1.55 1.50 7.09*

Quietness 2.70 3.02 3.05 2.20 2.32 3.33 7.09*

Site privacy 3.00 3.61 3.81 2.67 3.05 3.33 8.17*

Security 2.23 2.43 2.43 1.76 1.70 1.50 6.41*

Hospitality 2.67 2.68 2.88 1.95 1.92 2.00 8.66*

Low price 3.11 2.98 3.10 1.95 2.85 2.33 5.66*

Flush toilets 3.98 2.77 4.19 1.95 2.80 3.00 32.31*

Electricity 2.21 2.61 3.67 1.67 2.48 4.33 30.11*

Showers 3.81 2.30 3.76 1.67 2.58 2.67 37.93*

Laundromat 3.79 4.07 4.60 2.48 3.58 4.67 26.34*

Campground store 3.98 3.95 4.41 2.48 3.28 4.00 23.98*

Water hookups 2.44 3.34 4.16 1.86 2.42 4.67 36.68*

Sewer hookups 3.30 4.09 4.87 2.14 3.28 4.83 30.16*

Natural surr. 3.58 3.11 3.76 2.76 2.58 2.00 11.91*

Lake/stream 4.47 4.41 4.48 3.57 2.85 3.33 27.60*

Hiking trails 4.42 4.09 4.53 3.57 3.10 2.67 19.79*

Pool 4.21 4.23 4.60 3.14 3.02 3.67 19.26*

Playground 4.72 4.75 4.88 3.38 4.10 2.00 30.00*

* Significant at .05 level.
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Table 58. Mean attribute sought factor scores for the five-cluster

candidate solution when clustering on raw data.

 

 

Cluster

Factor 1 2 3 4 5 F-ratio

Large sites 2.74 3.39 3.60 2.48 2.85 10.03*

Shaded sites 3.53 2.91 3.55 2.81 2.89 7.81*

Cleanliness 2.02 1.77 2.24 1.52 1.54 8.89*

Quietness 2.70 3.02 3.05 2.19 2.46 6.73*

Site privacy 3.00 3.61 3.81 2.67 3.09 10.12*

Security 2.23 2.43 2.43 1.76 1.67 7.96*

Hospitality 2.67 2.68 2.88 1.95 1.93 10.86*

Low price 3.11 2.98 3.10 1.95 2.78 6.67*

Flush toilets 3.98 2.77 4.19 1.95 2.83 40.47*

Electricity 2.21 2.61 3.67 1.67 2.71 27.88*

Showers 3.81 2.30 3.76 1.67 2.59 47.60*

Laundromat 3.79 4.07 4.60 2.48 3.71 29.10*

Campground store 3.98 3.95 4.41 2.48 3.37 28.36*

Water hookups 2.44 3.34 4.16 1.86 2.71 32.99*

Sewer hookups 3.30 4.09 4.59 2.14 3.48 31.68*

Natural surr. 3.58 3.11 3.76 2.76 2.50 14.33*

Lake/stream 4.47 4.41 4.48 3.57 2.91 33.89*

Hiking trails 4.42 4.09 4.53 3.57 3.04 24.36*

Pool 4.21 4.23 4.60 3.14 3.11 23.24*

Playground 4.72 4.75 4.88 3.38 3.83 22.62*

* Significant at .05 level.
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Table 59. Mean attribute sought factor scores for the four-cluster

candidate solution when clustering on raw data.

 

 

Cluster

Factor 1 2 3 4 F-ratio

Large sites 2.74 3.39 3.60 2.73 12.54*

Shaded sites 3.53 2.91 3.55 2.87 10.42*

Cleanliness 2.02 1.77 2.24 1.54 11.91*

Quietness 2.70 3.02 3.05 2.37 8.48*

Site privacy 3.00 3.61 3.81 2.96 12.34*

Security 2.23 2.43 2.43 1.70 10.60*

Hospitality 2.67 2.68 2.88 1.94 14.55*

Low price 3.12 2.98 3.10 2.52 4.99*

Flush toilets 3.98 2.77 4.19 2.55 46.32*

Electricity 2.21 2.61 3.67 2.39 27.82*

Showers 3.81 2.30 3.76 2.30 53.11*

Laundromat 3.79 4.07 4.60 3.33 23.43*

Campground store 3.98 3.95 4.41 3.09 29.07*

Water hookups 2.44 3.34 4.16 2.45 38.33*

Sewer hookups 3.30 4.09 4.59 3.06 28.66*

Natural surr. 3.58 3.11 3.76 2.58 18.73*

Lake/stream 4.47 4.41 4.48 3.12 40.32*

Hiking trails 4.42 4.09 4.53 3.21 29.97*

Pool 4.21 4.23 4.60 3.12 31.13*

Playground 4.72 4.75 4.88 3.69 28.26*

 

* Significant at .05 level.
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Table 60. Mean attribute sought factor scores for the three-cluster

candidate solutions when clustering on raw data.

 

 

Cluster

Factor 1 2 3 F-racio

Large sites 3.07 3.60 2.73 13.09*

Shaded sites 3.22 3.55 2.87 9.42‘k

Cleanliness 1.90 2.24 1.53 16.27*

Quietness 2.86 3.05 2.37 10.99*

Site privacy 3.31 3.81 2.96 13.07*

Security 2.33 2.43 1.70 15.25*

Hospitality 2.68 2.88 1.94 21.93*

Low price 3.05 3.10 2.52 7.29*

Flush toilets 3.37 4.19 2.55 42.84*

Electricity 2.41 3.67 2.39 39.07*

Showers 3.05 3.76 2.30 34.34*

Laundromat 3.93 4.60 3.33 33.81*

Campground store 3.97 4.41 3.09 43.80*

Water hookups 2.90 4.16 2.45 45.05*

Sewer hookups 3.70 4.59 3.06 34.20*

Natural surr. 3.34 3.76 2.58 24.92*

Lake/stream 4.44 4.48 3.12 60.68*

Hiking trails 4.25 4.53 3.21 42.93*

Pool 4.22 4.60 3.12 46.91*

Playground 4.74 4.88 3.69 42.57*

 

* Significant at .05 level.
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Table 61. Number of respondents in each of the cluster candidate

solution when clustering on raw data.

 

Number of Relative Size

Cluster Respondents (percent)

 

Six Cluster Solution

1 43 20.3

2 44 20.8

3 58 27.4

4 21 9.9

5 40 18.9

6 6 2.8

Total 212 100.1

Five Cluster Solution

1 43 20.3

2 44 20.8

3 58 27.4

4 21 9.9

5 46 21.7

Total 212 100.1

Four Cluster Solution

1 43 20.3

2 44 20.8

3 58 27.4

4 67 31.6

Total 212 100.1

Three Cluster Solution

1 87 41.0

2 58 27.4

3 67 31.6

Total 212 100.0
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For example, Figure 28 shows the "factor 1" factor score centroids for

each of the six clusters for each of the 19 factor solutions.

The graphs show that factor score centroids of the different

clusters based on raw data do not differ significantly across the

different factor solutions. For example, Figure 28 shows that the

"factor 1" factor score centroid for each of the six clusters is

relatively stable across the different factor solutions. In comparison,

the factor score centroids of clusters formulated on the basis of factor

scores differ significantly across the different factor solutions (see

Figure 6). Figure 48 compares the cluster centroid stability across

factor solutions (20, 19, ..., 2) for clusters based on factor scores

and raw data. They reveal that the cluster centroids/membership is more

stable when clustering is based on raw data.

The sum of squared distance between centroid points was calculated

for each of the six clusters for each of the two clustering approaches

(i.e., raw data and factor scores). Table 62 reports the sum of squared

distance for each of the six clusters for 18 different factor scores

centroids.

The sum of squared distances were used as input to a computer

program (see discussion in Chapter III, page 63) to determine the best

set of matched clusters between clusters formulated on factor scores and

clusters formulated on raw data. The results are also shown in Table

62. The table shows which clusters are most similar. For example,

cluster 1 (based on factor scores) is most similar to cluster 5 (based

on raw data) for the "factor 1" factor score centroid pattern.

Within the best set of matched clusters for different factors,

standard deviations of 18 different factor score centroids were
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Clustering on Factor Scores Clustering on Raw Data
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Clustering on Factor Scores Clustering on Raw Data
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Clustering on Raw Data
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Clustering on Flaw Data
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Table 62. Comparison of stability of factor score patterns between two approaches.

 

 
 

 

Clustering on Clustering on

Factor Scores Raw Data

Comparison

Cluster Sum of Standard Cluster Sum of Standard of

Order Distance Deviation Order Distance Deviation Stability

Factor 1

1 4.612 0.374 5 0.305 0.208 a

2 6.909 0.488 4 0.472 0.186 a

3 6.656 0.466 3 0.084 0.109 a

4 9.453 0.510 2 1.672 0.312 a

5 15.527 0.584 6 20.342 1.197 b

6 12.783 0.620 1 5.685 0.569 a

Factor 2

1 5.455 0.384 5 1.137 0.367 a

2 4.477 0.426 3 0.290 0.182 a

3 11.008 0.447 2 3.120 0.333 a

4 10.812 0.547 1 4.333 0.401 a

5 11.919 0.670 6 14.028 1.040 b

6 7.999 0.599 4 1.952 0.552 a

Factor 3

1 3.257 0.290 4 3.152 0.318 b

2 5.611 0.405 3 0.692 0.157 a

3 11.800 0.559 6 41.624 0.914 b

4 5.820 0.432 2 4.486 0.505 b

5 8.807 0.478 1 3.093 0.400 a

6 10.647 0.690 5 2.464 0.280 a

Factor 4

1 2.926 0.388 5 0.973 0.233 a

2 6.696 0.406 4 4.364 0.330 a

3 10.353 0.500 6 7.702 0.588 b

4 8.567 0.514 1 3.276 0.375 a

5 17.068 0.829 2 4.177 0.378 a

6 4.331 0.413 3 0.858 0.179 a

Factor 5

1 2.700 0.374 5 0.354 0.127 a

2 5.959 0.410 4 4.697 0.353 a

3 11.189 0.509 6 9.398 0.573 b

4 5.479 0.437 2 0.759 0.154 a

5 2.506 0.314 3 0.510 0.128 a

6 15.803 0.174 1 2.332 0.263 b

Factor 6

1 3.188 0.342 5 0.915 0.184 a

2 16.430 0.708 6 15.796 0.786 b

3 7.591 0.465 2 1.667 0.222 a

4 5.346 0.407 4 3.180 0.369 a

5 8.322 0.464 3 0.378 0.102 a

6 14.872 0.678 1 1.175 0.198 a
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Table 62 (Cont'd).

 

  

 

Clustering on Clustering on

Factor Scores Raw Data

Comparison

Cluster Sun of Standard Cluster Sun of Standard of

Order Distance Deviation Order Distance Deviation Stability

Factor 7

1 3.642 0.374 5 1.062 0.200 a

2 13.045 0.658 4 1.768 0.332 a

3 0.953 0.256 3 0.373 0.108 a

4 4.180 0.366 2 1.136 0.217 a

5 9.233 0.563 1 0.965 0.175 a

6 31.822 0.900 6 15.005 0.704 a

Factor 8

1 1.975 0.400 5 0.566 0.189 a

2 6.710 0.543 6 3.072 0.428 a

3 1.867 0.354 4 0.338 0.161 a

4 4.038 0.412 3 0.263 0.117 a

5 10.315 0.550 1 2.084 0.256 a

6 2.966 0.298 2 1.481 0.250 a

Factor 9

1 1.500 0.290 5 0.202 0.171 a

2 3.886 0.431 4 1.231 0.264 a

3 2.287 0.389 3 0.124 0.095 a

4 4.670 0.357 2 2.164 0.302 a

5 5.048 0.700 1 0.688 0.154 a

6 5.519 0.440 6 21.845 0 022 a

Factor 10

1 1.449 0.281 5 1.334 0.287 b

2 0.662 0.172 3 0.155 0.080 a

3 2.549 0.311 2 2.172 0.266 a

4 10.712 0.741 6 16.980 0.996 b

5 6.052 0.474 1 0.382 0.187 a

6 9.541 0.840 4 1.128 0.304 a

Factor 11

1 6.897 0 531 5 1.256 0.221 a

2 1.026 0.214 4 0.639 0.240 b

3 1.491 0.361 3 0.134 0.090 a

4 1.833 0.306 2 0.756 0.222 a

5 7.628 0.469 1 0.178 0.081 a

6 11.581 0.687 6 10.224 0.693 b

Factor 12

1 7.001 0.487 6 2.201 0.292 a

2 1.176 0.234 5 1.126 0.266 b

3 3.188 0.422 4 1.112 0 229 a

4 3.832 0.442 2 0.672 0 193 a

5 0.619 0.247 3 0.062 0 069 a

6 0.671 0.281 1 0.188 0 127 a
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Table 62 (Cont'd).

 

  

 

Clustering on Clustering on

Factor Scores Rau Data

Comparison

Cluster Sum of Standard Cluster Sun of Standard of

Order Distance Deviation Order Distance Deviation Stability

Factor 13

1 2.348 0.366 6 1.304 0.389 b

2 1.687 0.312 4 0.011 0.036 a

3 0.945 0.314 2 0.791 0.270 a

4 2.476 0.346 1 0.290 0.204 . a

5 1.945 0.290 3 0.086 0.104 a

6 1.757 0.275 5 1.122 0.366 b

Factor 14

1 0.476 0.238 5 0.394 0.194 a

2 0.561 0.237 3 0.044 0.076 a

3 0.647 0.223 2 0.369 0.165 a

4 4.965 0.575 6 7.415 0.592 b

5 0.841 0.222 1 0.394 0.194 a

6 1.302 0.280 4 1.830 0.338 b

Factor 15

1 0.550 0.213 5 0.277 0.153 a

2 0.845 0.214 3 0.058 0.087 a

3 0.562 0.298 2 0.359 0.170 a

4 3.446 0.483 6 8.554 0.733 b

5 2.221 0.389 4 1.952 0.308 a

6 0.327 0.187 1 0.185 0.110 a

Factor 16

1 0.604 0.311 3 0.056 0.089 a

2 1.002 0.242 4 1.289 0.354 b

3 0.200 0.266 2 0.151 0.134 a

4 0.630 0.214 1 0.583 0.287 b

5 3.447 0.490 6 3.817 0.698 b

6 0.736 0.237 5 0.353 0.222 a

Factor 17

1 0.609 0.427 5 0.249 0.225 a

2 0.238 0.160 1 0.215 0.258 b

3 1.398 0.554 3 0.263 0.196 a

4 0.060 0.068 4 0.118 0.141 b

5 1.816 0.399 6 3.890 0.772 b

6 0.439 0.188 2 0.390 0.224 b

Factor Score 18

1 0.071 0.092 6 0.011 0.048 a

2 0.003 0.020 5 0.000 0.009 a

3 0.289 0.310 4 0.004 0.033 a

4 0.346 0.233 3 0.002 0.019 a

5 0.014 0.041 2 0.000 0.012 a

6 0.527 0.320 1 0.005 0.037 a

 

Note: Two approaches are (l) clustering on factor scores and (11) clustering on raw data

aClustering on factor scores has a larger standard deviation.

bClustering on raw data has a larger standard deviation.
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calculated for each cluster for the two clustering approaches. The

results are reported in Table 62. The higher the standard deviation,

the more unstable the cluster membership. Overall, the results indicate

that the approach of clustering on raw data was better than the approach

of clustering on factor scores in terms of cluster membership stability.



CHAPTER V

CONCLUSIONS

The primary purpose of this study was to examine the impact of

factor analyses on cluster membership when clustering is based on factor

scores. Although many researchers have utilized factor analysis as a

prelude to clustering, very few have examined the potential effects of

alternative factor solutions (number of factors) on clustering results.

The study had three objectives: (1) to assess the effect of different

factor solutions (number of factors) on cluster membership, (2) to

ascertain the effect of factor rotation on cluster membership, and (3)

to compare clustering on factor scores with clustering on raw data.

This chapter presents a summary of the study, major conclusions, a

discussion of study limitations, and recommendations regarding the

combined use of factor analysis and cluster analysis.

Summary of the Study

The study utilized the importance ratings of 20 different

campground attributes/facilities collected in a study of the 1988

Michigan Campvention. Respondents ranked the importance of these
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attributes/facilities on a five-point scale ("1" being crucial and "5"

being not important).

Nineteen (20, 19, 18, ..., 2) different principal component

analyses with varimax rotation were performed on these data. Cluster

analysis was performed on the factor scores from the "20 factor" factor

analysis. A six-cluster solution was selected. Cluster analyses were

also performed on the factor scores from the other 18 factor analyses.

A six—cluster solution was derived for each of the other 18 factor

analyses. The stability of cluster membership was compared across the

18 different factor-cluster analyses using an entropy (information)

measure.

Nineteen different principal component analyses without rotation

were performed on the attributes/facilities data. Cluster analyses were

again performed on the factor scores from each of these factor analyses.

A six-cluster solution was decided for each factor-cluster analysis.

The cluster memberships derived from the nonrotated factor scores were

compared (using membership crosstabulation) with the memberships of

clusters based on rotated factor scores.

Cluster analysis was performed to group respondents based on the

importance they assigned to the 20 different campground attributes. A

six-cluster solution was selected. Nineteen principal component

analyses with varimax rotation were performed on the 20 campground

attributes. Factor score centroids were calculated and graphed for each

of the six clusters across different factor solutions. The sum of

squared distance for each cluster on each factor was computed for both

clustering on raw data and clustering on factor scores. A computer

program was utilized to determine the best set of matched clusters
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between two clustering approaches. The standard deviations of factor

score centroids for each cluster across different factor solutions were

calculated and used as the basis for comparing the stability of cluster

membership derived from clustering on raw data with the stability of

cluster membership derived from clustering on factor scores.

Major Conclusions

Three major conclusions were drawn from the analyses. First, when

factor analysis is used in conjunction with cluster analysis, the factor

solution (number of factors) selected has an effect on the cluster

membership. Different factor solutions generate different factor

scores, which result in different similarity measures. Different

similarity measures lead to different cluster solutions. As a result,

cluster membership is very unstable across clustering solutions based on

factor scores.

Second, whether or not the initial factors are rotated does not

affect cluster membership. Because the original relationship between

variables does not change when the initial factors are rotated, the

distance measure between cases for each variable in the clustering

procedure will not be changed. The difference between clustering on

rotated factor scores and clustering on nonrotated factor scores is that

clusters will be labeled differently.

Third, clustering on raw data rather than factor scores results in

more stable cluster membership. Because factor analysis is used to

reduce observed variables into fewer dimensions by means of a linear

combination of the observed data, a certain amount of information
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(percentage of variance explained) will be lost depending on the number

of factors selected. Thus, when clustering on the different factor

scores, the loss of information will result in significant changes in

cluster membership as compared to the cluster membership derived from

clustering on raw data (no information is lost).

Although this study identified that alternative factor solutions

will affect cluster membership, it does not mean that results of

previous studies using factor analysis in conjunction with cluster

analysis are methodological and statistical incorrect. However, this

study raises some significant concerns about the impact of alternative

factor analyses on cluster analysis. These concerns should be

incorporated into future studies which utilize combined factor analysis

and cluster analysis.

Study Limitations

The study had five major limitations. First, the number of cases

that could be analyzed by the clustering software was limited. Not all

of the 424 respondents (cases) who rated all 20 campground attributes

could be clustered. This required selection of a subsample of 212

cases. As a result, some of the formulated clusters had fewer than 10

members. Calculation of chi-square statistics to compare cluster

membership differences was not possible because one or more of the cells

in the cluster crosstabulation tables had less than five members.

Second, although considerable thought was given to identify

relevant campground attributes, there is no assurance that they

represent complete list of all the relevant attributes sought. The
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problem of identifying relevant attributes is not unique to this study,

but is rather inherent in classification, especially attributes and/or

benefits sought segmentation studies.

Third, only Ward’s method with the squared Euclidean distance was

used. Other clustering techniques are available that have different

characteristics and procedures. These clustering techniques often yield

different clustering results because different similarity measures (for

hierarchical clustering methods) and different partitioning rules (for

nonhierarchical clustering methods) are used.

Fourth, although the entropy (information) measure was used to

assess the stability of cluster membership, no statistical test was used

to reject or accept the hypotheses.

Fifth, because the similarity of the six clusters formulated on

raw data and clustering on factor scores is uncertain, a computer

program was used to identify the best set of matched clusters based on

the criterion of minimum total difference of the sum of squared

distance. However, there might be more appropriate ways to select the

matched clusters.

Recommendations Regarding the Use of

Factor Analysis and Cluster Analysis

Six major recommendations are offered regarding the use of factor

analysis and cluster analysis. First, when factor analysis is performed

as a preliminary step to cluster analysis, they should not be treated as

distinct analyses. The findings show that alternative factor solutions

will affect the clustering results (cluster membership). Researchers
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who use factor scores as the basis for clustering should examine the

impact of alternative factor solutions on the clustering results.

Decisions regarding the number of factors should be based on both the

factor analysis criteria (eigenvalues greater than one, percentage of

variance explained, scree test) and the impact on the cluster solution.

Second, researchers may first perform cluster analysis based on

raw data for classification (segmentation) purposes, and then use factor

analysis as a means of describing clusters. Selection of variables (raw

data) to be used in cluster analysis should have theoretical support.

Also, when many variables are included in the study, researchers should

consider alternative methods (e.g., multiple discriminant analysis) to

determine which variables can contribute the most to the correct group

classification.

Third, the findings indicate that the entropy (information)

measure can be used as an indicator of cluster stability. The entropy

(information) measure has been commonly used in the fields of marketing,

management, finance, accounting, biology, communication, and geography.

It has rarely been used in the field of recreation. The results of this

study show that the entropy (information) measure provides a good

indicator with which to assess the uncertainty of cluster memberships.

The information measure can also be used to assess the stability of

derived clusters over time.

Fourth, the assessment of the impacts of alternative factor

analyses on the clustering results should be repeated with different

clustering data, similarity measures, and other clustering techniques

that produce different clustering results. Fifth, although a specially

designed computer program was used to assess the similarity of
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clustering results formulated on raw data and factor scores,

alternatives to solve the problem of cluster matching should be examined

in the future. Finally, the entropy (information) measure was used to

assess the stability of cluster membership derived from clustering on

raw data and factor scores; however, researchers should investigate

appropriate statistical tests to use with the entropy (information)

measure .
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Appendix A: Pretrip Questionnaire

1 H CH1 All if" ST Y

Michigan State University, Michigan Division of State Parks, Michigan Association of Private Caqagromd Diners,“ the

national Capers and hikers Association are conducting a comrehensive study of person into attend the 1988 MlCMlGAM

CAMPVEMTlal being held at highland Recreation Area. The study will provide infer—tion mich will be useful in decisions

regarding future caqwentions.

we will also be sending you another brief questionnaire after you return home from your trip to gather information on

your satisfaction with the 1988 Caapvention and caning in Michigan.

if you are plaming to attend the 1988 CanaventionWthe following mestiornaire and arm“ it to us in the

attached postage paid envelope. Pips; take the tiae to coaplete the questiomaire. without your help the study will not

be successful. Ue manta: that your response will remain strictly confidential. '

1. DATE 70.! METED this “SUM!!! I I (“YMMV/YEAR)

 

 

 

2. will theWbe the LL33]. llational Cm and hikers Willi you have attended?

-:::::{f::__ Yes (the 1988 will be Iy FIRST CAMPVEMTTOM) (GO TO outsrroa 4) I

_ *0 -) Did you attaM the 1937 tows marrow? _ Yes __ so (as T0 usual 4)

3- WWI-wold!“durum-n:

3a) as you- ntire WIN T!!! (This insides nidlts at the Mien, nidits in laws before and after the

Causation. and nimts in other states traveling to and fro the Cemention)

w of total nidits away fro ha

31:) At the lot. CAMEMTIG SITE: W of 01'!!!

3c) At cm in ion-tW): Miner of nifits at other cmrou'ids

3d) At WWI”: ”of nidits

”'(3aahouldaqnltheflllof38.3c.ard3d)”'

  
 

 

was IICIIGAI WIN WIN!   .5tntMWM-wmmmmumwummr
4a)ll\atmuIeA£ESofthepera¢InhawillWMF .Pera-IZ ,Peraon3 ,

'erson'4 Persons W6 ,Peraon7 .
 

5. at your MlCMlGAM martial TllP that type of causing «pip-It will you utilize? a

Tent A qung Trailer AW Travel Trailer HT

— — 5... —
_Motorl~- _Vanl|ual:onversion@ ___5thmeeler-

Other

6.mmeWqumm m- mum:

nidits at the emention, nidots in Michigan before and after the Cmention and, nights in other states traveling

to and free the Camvention.

Total 1” WHO TRIP Milt!
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7. Mow many nights are you planning to cap a; she (Michigan) CAMPJENTTON SIT;

located in highland Recreation Area? (The WVEMTTUI will last 7 nights)

m of niwts at the Michigan gmgutrou §lT§
_

§

8. Other than the nifit: a: she CAMMMTIOM 3116 are you planning to canp additional nights in MICHIGAN either

before or after the Caspvention?

 

r llo (DO TO wesnoa 15)

 

 

Yes '9 how .ny ADDITIONAL hid!!! (not countim nights at the CAMPVEMTlOl SUE) are you planning to cam in

Michigan 7 INF of additional nights (60 TO NESTIGI 9)

9. will you likely S T T r h alr el ed the calpgroindu) (OTHER THAN Mirna! glig)

you will stay at in Michigan agree; ifiAVIMg m on the trip?

 

1 MD (@ TO “SI!“ 11)] Y“ (m TO "SUN 90)

 

9a) llave you already selected the engrou'ldts) (01kg! TllAIl mung giTg) you will stay at in Michigan 7

——-—— k

_ Yes -> low .Iy Michigan wreathW? Wof camgrouet

 

 VI
10. will. you use, or have you already ude, reservations at these cmromds (gig; TMAM mung 311:} before

leaving hm on the trip?

Yes -> 10a) have you ALREADY wade reservations atW in Michigan 1 we Yes

 

~1-  bii. lnyourregistration package there is an offer for a Sufi QF lgm for each nidlt you spend caing at a

Michi an Stat P r m f ichi iation f Fr r .

The refund offer will not amly to other Michigan cmrouds g nidits at the equation site.

U T K YA VA VI FF

_llo when
 

 

TOO

‘2- W!WWon-tic" will you rely on In! to select the carom-Ills)W

you will stay at in Michigan? (Please check all that amly)

land McMally twing Directory Cmromd brochlres

woodalls Caning Directory taco-midstiona froa other cmers at CANVEMTIGI

Michigan Canagromd‘Directory lecouendations from cners you meet in Michigan caapgromds

Highway signs Past caving experience in Michigan

Trailer Life leconemationa of frierds S relatives

Other (specify)
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6

A)

13. ClRCL§ THE NUM8§R§ (F6) on the up at the right 13 gnaw TM: R§ClON§ of a

Michigan Ya.) PLAN TO CAMP lll while on m 1988 CAMPVENTTGI TRIP.

ClRCLE the nubers of All aggigs you are plarining to casp in. 3 I.

#ONLY ClRCLE REGION 1 H rou PLAN TO CAMP AT CAIPCRQJNDS (OTllgR TMAN

CAMPVENTION SITE) in this region.

2 l

  
14. Nave you already written or called. or do you plan to write or call, for additional Michigan travel/recreational

 

  
 

information?

_ No

_ Yes 914a) wich Organization“) have you written or called, or will you write or call for sore information?

_ Michigan Travel Dureau _ west Michigan Touris- Association

_ Michigan Dept. of Natural Resources _ Southwest Michigan Tourism Association

__ East Michigan Touris- Organixation _ Upper Peninsula Touris- Association

A _ Southeast Michigan Tourism Organization _ Other (Specify)

\

 

15. Please rate tho [NYE of tho followim moan AmlIflES ADM FACILITIES WEN SELECTING A W7

 

CAMPGROJNO ATTleTES Crucial Very lwortant quortant So-euhat lwortant Not laportant

 

Large sites

Shaded Sites

Cleanliness

Ouietness

Site Privacy

Security

hospitality of camgromd staff

Low Price

Flush toilets

Electricity

Showers

Lautdrout

Caspgromd store

water hookups

Sewer hooklns

Natural surrounding

Situated on a lake/strea-

lliking trails

Pool

Playgroufls   
 

16. Do you USDA“! prefer to cm in public or private (conercial) cqagromds‘?

Mlic c-pgrotnd Private (cmial)W No preference
 

 

17. who is USUALLY MOST lMFLlINTlAL in decidingWyou stay at?

Myself My spouse Children F-ily (Grow) decision Other



18.

19.

20.

21.

22.

23.

24.

Michigan cwgrounds:
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Approximately how any nights did you caap LA§T YEAR (1987)? (if you dith't caep, write “0" on the line)

Now many of these nights were Mglpg Tug §1AT§ wll§R§ Ta) “5? (if none, write '0' on the line)

llow amny states (no; including your ha agate} did you can in during 1987? (if no other states write “0")

Do you UQALLT caspm Memorial Day 7 No Yes

Do you USUALLY caap AFTER Labor Day? No Yes

have you :55 caaped in Michigan 7 No _Tes9 men was the last year you caused in MlClliGAN? 19

Based on your iapressions, experience, information from others, or travel/canning literature, please comlete

the following perception ofWmich include ptblic and private canrou'Ids.

Strongly Strongly

gree Agree Disagree Disagree lQression>

S

 

are very large (radar of suites)

are inexpensive

are crotdad

have hospitablewstaff

offer many (in-camgromd) recreation facilities

provide large cqaites

are clean

are quiet

are fully oriented

offer modernW (elactric,sewer.water)

are secluded

provide modern restroalshower facilities

are safe/secure

are well nintainad

 

25.

 

Are you am of MICHIGAN? m _ lie->25» saw youw in Michigan 7 _m

25b) Do you have family/friends ill/lg in Michigan? _Tes _No

25c) will you [[111 them on Tour Cmtion trip? _Tes _No 

 

26. that is them of rum PERMANENT RESIDENCE?

27.

29.

30.

 

Are Yul male or fouls? _ Eula Male

Are m: retired? __ No _ Tes

Are you My: _ Single __ Divorcedlwidowad _ Separated

_Married 9 lsyourspouseretired?_Tes _No

Do you have childrm “VIE AT m um 12! ?

No Tes-pllsat are their ages 7 Child 1 Child 2 Child 3 Child 4 Child 5
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Appendix B: Differences in the importance ratings of different

campground attributes between two subsamples.

Table 63. Differences in the importance ratings of different

campground attributes between two subsamples.

 

 

Subsample I Subsample II

Campground Standard Standard

Attributes Mean Deviation Mean Deviation Significance

Large sites 3.11 1.01 3.08 .96 .730

Shade sites 3.20 .92 3.10 .94 .250

Cleanliness 1.88 .74 1.82 .62 .435

Quietness 2.76 .89 2.74 .92 .872

Privacy 3.33 .99 3.33 .96 1.000

Security 2.16 .88 2.18 .89 .784

Hospitality 2.50 .94 2.42 .82 .057

Low price 2.90 1.00 3.02 .93 .193

Flush toilets 3.33 1.17 3.20 1.24 .085

Electricity 2.75 1.09 2.56 .99 .062

Shower 3.00 1.13 2.96 1.21 .083

Laundromat 3.92 .99 4.05 .89 .164

Store 3.81 .97 3.76 .98 .583

Water hookups 3.10 1.23 2.98 1.14 .289

Sewer hookups 3.74 1.18 3.63 1.18 .325

Natural Surr. 3.22 1.06 3.18 1.00 .707

Lake/stream 4.03 1.03 3.95 .95 .378

Hiking trail 4.00 1.02 4.17 .92 .081

Swimming pool 3.98 1.09 3.87 1.12 .333

Playgrounds 4.44 .97 4.46 .94 .839

 

Note: Significant at .05 level.
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Appendix C: Comparisons Of Factoring Results Between Two Subsamples.

Table 64. Comparisons of factoring results between two subsamples.

 

 

Subsample I Subsample II

Factor Eigenvalue Percent‘ Factor Eigenvalue Percenta

1 5.601 28.0 1 4.087 20.4

2 1.938 9.7 2 2.244 11.2

3 1.699 8.5 3 1.878 9.4

4 1.329 6.6 4 1.402 7.0

5 1.168 5.8 5 1.149 5.7

6 1.091 5.5 6 1.110 5.5

7 1.020 5.1 7 1.024 5.1

8 .802 4.0 8 .959 4.8

9 .677 3.4 9 .831 4.2

10 .619 3.1 10 .745 3.7

11 .574 2.9 11 .668 3.3

12 .546 2.7 12 .629 3.1

13 .505 2.5 13 .616 3.1

14 .476 2.4 14 .520 2.6

15 .440 2.2 15 .489 2.4

16 .385 1.9 16 .402 2.0

17 .326 1.6 17 .387 1.9

18 .294 1.5 18 .324 1.6

19 .278 1.4 19 .293 1.5

20 .231 1.2 20 .243 1.2

 

8Percent of variance explained.
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Appendix D: The computer program for finding sets of matched clusters.

#include <stdio.h>

#define Max 6

#define One '\x01'

#define Maximum 99999999

#define TRUE 1

#define FALSE -1

int index[7], Best_Choice[7];

float tab1e[7][7], Min;

float tl[7], t2[7];

main(argc, argv)

int argc;

char *argv[];

{

int i,j,k, depth;

unsigned a,b,c, mask;

float sum;

FILE *fp;

if(argc >1)

if( (fp - fopen( *++argv,"r")) - NULL ) printf("error\n");

Read_data(fp);

Min - Maximum;

for( i - 1; i <- Max; i++ )i

depth - 1;

mask - One << 1;

index[depth] - i;

sum - tab1e[l][i];

Comb_Search( mask, depth, sum );

}

PrintResu1t();

} /* End of Program */

Comb_Search( mask, depth, sum )

unsigned mask;

int depth;

float sum;

i

int i, j, k;

float T_sum;

unsigned T_mask;
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depth ++;

for( i - l; i <-Max; i++ ){

if( ( mask 8 ( One << i )) - 0 ){

T_mask - mask | (One << i);

index[depth] - i;

T_sum - sum + tab1e[depth][i];

if( depth < Max )

Comb_Search( T_mask, depth, T_sum );

else i

if( T_sum <- Min ){

Min - T_sum;

for( k - 1; k <- Max; k++ )

Best_Choice[k] - index[k];

) /* end if */

} /* end else */

l /* end if */

} /* end for */

} /* end Comb_Search */

Read_data(p)

FILE *p;

i

char c;

float a, b, diff;

int i,j,k, count;

int flag, terminate, start;

for(i-1;i<3;i++){

for(j-1;j<Max+1;j++){

count - 0;

a - 0;

flag - FALSE;

start - FALSE;

terminate - FALSE;

doi

c - getc(p);

switch(c) {

case '0':

case '1':

case '2':

case '3':

case '4':

case '5':

case '6':

case '7':

case '8':

case '9':

if(start !- TRUE) start - TRUE;

if(flag - TRUE)

count++;
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a - a*lO+(c-'0');

break;

case '.':

flag - TRUE;

break;

default:

if(start-TRUE) terminate - TRUE;

break;

) /* end switch */

}whi1e(terminate!-TRUE );

for(k-1;k<count+1;k++) a - a/lO;

printf("%10.6f\n",a);

if( i- 1) tl[j] - a;

else t2[j] - a;

}

for(i-1;i<-Max;i++){

for(j-1;j<-Max;j++){

diff - tl[i] - t2[j];

if( diff < 0 ) diff - O-diff;

tab1e[i][j] - diff;

printf("%10.6f",tab1e[i][j]);

}

printf("\n");

PrintResult()

{

int i;

printf("Minimum is %10.6f\n", Min);

for( i-l; i<7; i++) printf("%4d",Best_Choice[i]);

printf("\n");

v



MICHIGAN STATE UNIV. LIBRARIES

lliWINHIIWIWNWNW“11111111111”
31293008917167

 


