


THESIE

3 1293 00899 0255

This is to certify that the

thesis entitled

A CONSTRAINT-BASED APPROACH TO
RUSSIAN VOICING ASSIMILATION

presented by

Takayo Sugimoto

has been accepted towards fulfillment
of the requirements for

M.A. degree in Linguistics
. 7 A}
{?2 - Z_.

Major professor =~
Professor Yen-Hwei Lin

Date 12th October 1992

©0-7639 MSU is an Affirmative Action/Equal Opportunity Institution



LIBRARY
Michigan State

University

PLACE IN RETURN BOX to remove this checkout from your record.
TO AVOID FINES return on or before date due.

DATE DUE DATE DUE DATE DUE

MAY .2 2005
20y

MSU Is An Affirmative Actior/E qual Opportunity Institution
cAcircdatedue pm3-p.1



A CONSTRAINT-BASED APPROACH TO
RUSSIAN VOICING ASSIMILATION

By

Takayo Sugimoto

A THESIS
Submitted to
Michigan State University
in partial fulfillment of the requirements
for the degree of
MASTER OF ARTS

Department of Linguistics, Germanic,
Slavic, Asian, and African languages

1992



ABSTRACT

A CONSTRAINT-BASED APPROACH TO
RUSSIAN VOICING ASSIMILATION

BY

Takayo Sugimoto

This thesis investigates Russian voicing assimilation within the
framework of non-linear phonology. Two topics dealt with are the nature
of assimilation rules and asymmetry effects.

In autosegmental phonology, a ’[Spread aF]’ analysis has been

s 3orad

a sole mechanism of assimilatory processes. This single

spreading analysis, which requires a binary feature system when both
values of a feature assimilate, is problematic if a feature is indeed privative.
Assuming Lombardi’s (1991) privative analysis of [voice], I propose a
constraint-based approach to assimilation, which allows a feature to be
expressed in any type of feature systems. Russian voicing assimilation is
expressed by two types of processes: spreading or delinking of [voice].
Persistent constraint-motivated rules of assimilation eliminate extrinsic
rule-ordering.

Explanation of the asymmetrical segment v in Russian requires
Radical Underspecification. The segment must be underlyingly unspecified
for the ¢ ive feature [ ], which cannot be so under Contarstive
Underspecification.
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1. Introduction

Recent nonlinear phonological research has revealed the importance of
focusing primarily on representations rather than rules. Phonologists’
attention has shifted from the conditions on rules to the conditions on the
representations based on the assumption that we cannot have the right rules
without defining the right representations (McCarthy 1988: 84). The correct
representations may entail the correct rules, but not conversely.

As the importance of phonological representations in constructing
phonological rules and grammar has been realized, approaches appealing to

conditions or ¢ ints on rep ions have begun to take a central role in

current nonlinear phonological theories.
It is also recognized in nonlinear phonology that a set of modular theories

is more restrictive and thus preferred to a homogeneous one. A formal

theory does not itself have to explain every phonological phenomenon
(Kiparsky 1985: 85, McCarthy 1988: 84). One subtheory explains certain
aspects of phonological phenomena such as asymmetry of a phonological
segment and another subtheory accounts for some other aspects like vowel
harmony.

In this thesis, I will reanalyze widely assumed non-linear approaches to

phonological phenomena, examining Russian voicing assimilation.



One issue considered here is the nature of assimilation rules. In
autosegmental phonology, which uses multi-tiered representations of segment-
internal structure, assimilation phenomena, just like harmony processes, have
been analyzed in terms of the spreading of features, usually being preceded by
the delinking of a formerly or inherently associated feature value. This is
particularly convenient for a type of assimilation which involves both values of
a feature since we can express the assimilation of both values by a single
spreading rule. This has been a strong claim for autosegmental spreading in a
binary feature system.

Asa comp t of phonological repr i the n-arity of a feature

has become an important issue. Recently, Trubetzkoy’s notion of a mixed
feature system has captured phonologists’ attention (Goldsmith 1985, Steriade
1987, Mester & Ito 1989, Lombardi 1991). Trubetzkoy (1969 (1939)
considered three types of feature oppositions: privative, binary and multi-
valued oppositions based on the behavior of individual features. One extreme
position in non-linear phonology is that all features are privative!, single-
valued. While it is not clear whether phonological features are in fact all
privative, several desirable consequences of the use of privative features (not
necessarily all features) have been brought into discussion. Goldsmith (1985)
uses the combination of binary and privative features to account for vowel
harmony processes of several languages, based on the assumption that the
choice between privative and binary feature systems is determined by each

11 this thesis, the term ‘privative is used interchangebly with single-valued or unary features as it
is used in recent works (Goldsmith 1985, Mester & Ito 1989, Lombardi 1991).



language. Others argue that some features are universally privative. Steriade
(1987) claims that some features like [round] are single-valued and that treating
such features as single-valued enables us to eliminate a number of redundancy
rules and issues of rule-ordering. Mester & Ito (1989) suggest the adoption of
privative voicing and point out that a privative feature system can restrict a
theory more than a binary system can. Lombardi (1991) provides evidence for
privative laryngeal features.

There are some difficulties for privative features, one of which is
assimilations of both values. These must be analyzed by using binary features
since there is no way to express the spreading of the minus value of a feature
which is simply expressed by the absence of the feature (den Dikken & van der
Hulst 1988: 45).

However, | argue that it is not a privative feature system itself that is
problematic in accounting for assimilations of both values. What is
problematic is a rule which always requires any feature to be binary regardless
of the nature of each feature when both values of a feature assimilate when a
feature is indeed proved to be privative. This does not follow one of the basic
assumptions of non-linear phonology that right representations entail right
rules. Therefore, we have to know first what the correct representations or
more sepcifically feature systems of features are. Lombardi (1991: 9-11),
using the privative [voice], analyzes Polish voicing assimilation, which involves
both values, by two independently motivated mechanisms: delinking and
spreading. In her analysis, assimilaiton of both values is accounted for by two
separate processes: voicelessness assimilation is expressed by the delinking of
[voice]; voicedness assimilation by the spreading of [voice].



Another issue considered in this paper involves the treatment of
asymmetry of a phonological segment. Itis not uncommon that a phonological
segment behaves differently from other segments of a group in a single
language system. With help from the autosegmental framework, theories of
underspecification have provided an account for this phenomenon. According
to one theory of underspecification, Radical Underspecification, a particular
segment shows asymmetrical behavior not because phonological rules treat
such an asymmetry of a segment as special. It is rather because of the
difference in segment-internal structure. More specifically, phonological
segments are expressed in terms of an organized set of features on multi-tiered
representations.  Phonological rules also refer to the segment-internal
structure: they apply to a particular tier or feature value in a hierarchically
organized segment-internal structure. Some segments simply lack or are
unspecified for certain features in their phonological representations. When a
phonological rule refers to a certain feature, segments which lack the feature
fail to undergo the rule.

Two types of underspecification available within non-linear phonology
are Radical Underspecification. Theory (Kiparsky 1982, Archangeli 1984,
Archangeli & Pulleyblank 1986; henceforth RUT) and Contrastive
Underspecification Theory (Steriade 1987, Mester & Ito 1989; henceforth
CUT). Both theories agree that certain predictable feature values are
unspecified underlyingly, while they differ in the degree of underspecification.
RUT requires underspecification of all predictable features, both redundant
and unmarked feature values. It also assumes that at most one value is present

underlyingly. CUT, on the other hand, distinguishes redundant feature values



from contrastive or distinctive feature values and is limited to
underspecification of the former type and requires distinctive features to be
underlyingly specified for both values.

RUT’s strong claim is that it explains asymmetry effects better than CUT
(Archangeli 1988). Under RUT, which insists on maximal underspecification,
a phonological segment can be treated as featureless2. CUT, on the other hand,
does not allow completely featureless segments and has difficulty in accounting
for asymmetry effects under a binary feature system.

Comparing the phonological derivations under the two theories, RUT has
fewer specifications but needs more redundancy rules than CUT needs to
supply all unspecified feature values. According to proponents of CUT, RUT
involves complexity in derivations (Christdas 1988). I will show that this

problem can be resolved by adopting the privative features.

Russian voicing assimilation is, in these respects, particularly interesting.
It involves the assimilation of both values of the voicing feature and has an
asymmetrical segment. Briefly, voicing assimilation in Russian takes place
within an obstruent cluster. All members of an obstruent cluster must agree
with the final member of the cluster in voicing. It also takes place across
sonorant consonants, which are transparent to the process. Among obstruents,

the voiced labio-dental fricative v is asymmetrical: it shows dual-

2 By a featureless segment, | mean a segment without autosegmentalizable phonological featuses;
thus, while a segment may be without this type of festures, the presence of the segment is
expressed by the presences of an entity on the CV tier, which is as a core tier not underspecifiable.



characteristics. It fails to trigger voicing assimilation like other sonorant
consonants while it undergoes the assimilation like other obstruents.

In traditional analyses, it is assumed that the Russian voiced labio-dental
fricative v is derived from a sonorant w (Lightner 1965, Coats & Harshenin
1971, Hayes 1984, Kiparsky 1985: 103-114). In order to account for this
asymmetric segment within the context of voicing assimilation, any segmental
iterative approach had to construct extrinsically ordered rules, one of which
changes the feature of the segment: [+sonorant] -> [-sonorant] (w->v). Voicing
assimilation was considered to apply to all consonants in an obstruent cluster
iteratively; a devoiced intervening sonorant consonant becomes re\(oiced by a

separate rule (Hayes 1984).

In this paper I will provide a less costly solution to Russian voicing
assimilation, integrating subtheories of non-linear phonology: autosegmental
and underspecification theories and the privative feature system. In particular,
assuming Lombardi’s (1991) privative analysis of voicing, | will provide an
account for the phenomena of voicing assimilation by using a structural
constraint on obstruent-cluster voicing, privative [voice] and Radical
Underspecification. A constraint on structural conditions of obstruent clusters
allows the use of privative [voice] in Russian. Since a structural constraint
allows any type of feature systems, we only have to investigate the n-arity of a
feature depending on each feature’s behavior with respect to phonological
processes. | will also show that when privative voicing is adopted, not only can
we eliminate a number of redundancy rules, but also the assimilation processes

become non-feature-changing operations. Since cross-linguistically feature-



changing assimilation is considered very rare (Vago 1988), Russian voicing
assimilation, which is not a rare type of assimilation, should be expressed in
non-feature-changing rules. This constraint on obstruent-cluster voicing
motivates two language-specific processes, namely delinking and spreading,
referring to linking relations of the voicing feature to both the trigger and
targets. In other words, the constraint-motivated rules apply, depending upon
whether or not the trigger has [voice]: spreading of [voice] in the case of
voicedness assimilation; delinking of [voice] in the case of voicelessness
assimilation. These rules have persistent application: they apply whenever the
structural descriptions are met. As an effect of privative voicing, the devoicing
of word-final obstruent also becomes a single process: delinking of [voice].

The use of privative features brings us some desirable effects on
underspecification as well. A privative feature system eliminates some
redundancy rules (complement rules in RUT) and their ordering. This is a
desirable consequence especially for RUT, whose derivation has been claimed
to be more complex than that of CUT (Christdas 1988: 85). The elimination of
exstrinsic rule ordering contributes to the simplification of the grammar.

Russian data provide a support for Radical Underspecification Theory.
RUT provides a natural account without requiring any extrinsic rule-ordering,
obeying a constraint on the interaction of redundancy rules with phonological
rules (the RROC, see 2.2.3). Radical Underspecification of w replaces the
feature-changing rule of w->v by a redundancy rule. CUT is at pain in
accounting for the asymmetrical segment v, which must be specified for

[sonorant] under the binary system.



This thesis is divided into six chapters. Chapter two introduces the
theories which focus primarily on phonological representations and constraints
on representations, namely Autosegmental Phonology and two theories of
Underspecification. Two kinds of feature systems, privative and binary
features, will also be introduced. Chapter three examines phenomena involved
in Russian voicing assimilation. There, we will see the assimilation of both
values of the voicing feature and the dual-characteristics of the voiced labio-
dental fricative v. Chapter four presents some historical perspectives on
voicing assimilation and the special behavior of the labio-dental fricative v. In
particular, we attend to Hayes’s (1984) ordered set of rules and Halle &
Vergnaud’s (1981) foot incorporation. Chapter five provides a constraint-
based approach to the problems, using Radical Underspecification and
privative voicing. | will then discuss the preferability of my solution by
pointing out problems associated with a spreading analysis and the principles of
Contrastive Underspecification.



2. Theoretical Framework

This section presents an overview of the theories which are assumed in
the later chapters:  Autosegmental Phonology and two theories of
Underspecification, Radical  Underspecification and  Contrastive
Underspecification. Then, we will see two types of feature systems, privative
and binary features and their effects on autosegmental representations and
underspecification approaches.

2.1. The Theory of Autosegmental Phonology

2.1 1 Autosegmental Representations

The autosegmental framework characterizes phonological properties or
features by separate autonomous tiers: the CV (skeletal) tier and melodic tiers
(Clements & Keyser 1983). The CV tier is the core tier in autosegmental
representations, playing the role of anchor for other elements on other tiers.
The CV tier consists of C and V slots (positions), to which consonantal and
vocalic elements, respectively, are to be linked. For instance, given a Swahili
word mbu ’afly’, we can assign each segment to the CV-tier as follows:

(1)

CV-tier C C \%

In (1) above, the segments [m,b,u ] themselves are not autosegments but
just phonological segments. Phonological segments are decomposed into or

9
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expressed by a set of features, which are represented on melodic tiers. Each
melodic tier consists of autosegments, a feature-valued set such as [+nasal] and
[-nasal] (in binary terms) for the nasal tier. Autosegmental tiers are associated
with or linked to one another by association lines. Association lines indicate
temporal associations or linkages between an autosegment P and a P-bearing
unit.

We can associate autosegments to the CV tier. Since each phonological
segment consists of a set of features, we can decompose each phonological
segment with respect to phonological features: m consists of [+son,+nasal,
+labial...], b=[-son,-continuant,+labial,-nasal,+voiced...], and

u=[+sonorant,+high,-labial,..].

There is a good reason to suspect that phonological segments are not
simply an unorganized set of features. That is, a certain related class of
features such as [round] and [labial] function together as a group in undergoing
phonological processes (McCarthy 1988, Lombardi 1991). This fact has led to
the innovation of feature geometry (Clements 1985). In feature-geometric
approaches, features are hierarchically organized to represent a segment-

internal structure.

In this work, I assume the slightly modified version of the feature
geometry proposed by McCarthy (1988), in which the feature [sonorant]
occupies the root node and the voicing feature is not directly but indirectly
linked to the root node through the laryngeal node. The CV-tier is added to his

geometry for the reason that Russian voicing assimilation requires a consonant-
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vowel distinction to identify obstruent clusters, to which the process applies.

The geometry is given below:

(2) (modified version of McCarthy 1988:105)
C

[sonorant] Root node

Laryngeal node

[ continuant] [ nasal]
[ voice]

plage node

[labial] [coronal] [dorsal] [pharyngeal]

[round] [distributed] [anterior] [lateral]

It is important to note that, in McCarthy’s model, the major class feature
[sonorant] is not functioning as an autosegment: it can neither be spread nor be
delinked by rules (1988: 97). This becomes crucial later when we come to

formulate rules for voicing assimilation in Russian.

So each phonological segment of the word mbu ’a fly” can be partially
autosegmentalized with respect to the features [nasal] and [labial] and indirectly
linked to the CV (skeletal) tier through nodes by association lines.



12

(3)
m b u phonological segments
C V-tier C C \Y% core tier
| | | association line
Rootnode  [+son] [-son] [-son]
associationlines
nasal tier [+nasal] [-nasal] [-nasal] autosegmental tier
placenode ¢
[ associationlines
labial tier [+labial] [+labial] [-labial] autosegmental tier

For the purpose of this thesis, we will be concerned only with the relevant
features of the Russian voicing assimilation process such as [sonorant], [voice],
and the CV tier(skeleton). Since there is no justification for the direct
dependence between sonorant and voicing features, they are separately linked
to the CV tier (through the laryngeal node, which is understood). For

simplicity of representation, they are expressed as below:

(4)  sonorant tier [-son]  [t+son]
| I
CV tier C \%
I I

voicing tier [+voice] [+ voice]

We see that association lines indicate temporal association or linkage of
an autosegment P to a P-bearing unit such as C in the CV tier. All association

lines are subject to a constraint prohibiting line-crossing as in (5).

(5) Line-crossing prohibition (Goldsmith 1976):
Association lines between the same two tiers may not cross.
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This constraint motivates Tier-Conflation, which is introduced later in this
section. In addition, a P-bearing unit cannot be associated to two opposing
feature values such as [+voice] and [-voice] at the same time.

In this paper, we will deal with two basic mechanisms of autosegmental
phonology (Clements 1985; Hayes 1986; McCarthy 1988):

(6) a. delinking of association lines
b. spreading a feature or an autosegment P, which is already
associated to a P-bearing unit, to another P-bearing unit

Delinking is a deletion of association lines and spreading is an insertion of
them. These mechanisms can be used for a feature-changing process like (7)
where the voicing feature of Cy spreads onto C, and the voicing feature of C,
gets delinked.

(7) G G
L----""%

[-voice] [*+voice]

Autosegmental representations place phonological features on different
tiers so that assimilation processes such as vowel harmony and voicing
assimilation can be expressed autosegmentally with rules referring to
associations of only relevant features. Given that X is a target and Y a trigger
of voicing assimilation as in (8), we can express assimilation by inserting the
assimilation feature of Y [-voice] into the target X, delinking the association
line between X and [+voice]. The example in (8) is the case of leftward spread,

which is observed in Russian voicing assimilation:
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® X Y XY
F---l o
[+ voice] [- voice] [- voice]

Strictly speaking, two types of processes are available in autosegmental
phonology to explain assimilation phenomena (Mester 1986: 74): fusional and
spreading harmony. In fusional harmony, there must be a feature shared by
triggers and targets. Fusion cannot apply to a sequence of different values of a
feature. In spreading harmony, the voicing feature of the trigger spreads onto
all targets, delinking any feature stranded by the process. Fusional and
spreading processes are illustrated below as in (9) a and b, respectively:

(9)a b.
cCc > c¢Cc¢ cC C¢C > ¢
|| V [~
[@ lab) [wlab]  [o lab) [ lab] [-<@ lab) [ lab)

I assume that voicing assimilation is explained by fusional harmony when
the targets share the same voicing feature as the trigger; otherwise, it is
explained by spreading harmony when the targets and the trigger do not agree

in voicing.

2.1.2 Rules and constraints on autosegmental representations

Apart from autosegmental representations, the nature of rule applications
in autosegmental phonology can be characterized as persistent or non-
persistent: rules and constraints can be either persistent or nonpersistent (Halle
& Vernaud 1987, Myers 1991). '
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Nonpersistent rules (language-specific ordered rules) and universal
constraints, on the one hand, block any application of rules which create a
violation. Thus, we can predict that there is no occurrence of representations
which are to be ruled out by the latter type of rules.

Persistent rules, on the other hand, apply whenever structural conditions
are met, changing the ill-formed representations to well-formed ones.
Syllabification is claimed to be persistent; so is Foot Formation (Halle &
Vergnaud 1987). Rules of this type never block occurrence of ill-formed
representations or block application of a rule which creates a violation.

Persistent rules have reasons to exist. First, since they fix ill-formed
representations by changing them to well-formed ones, underlying
representations of a language do not always have to be well-formed (Myers
1991: 341). This aspect explains the fact that when a foreign word is
introduced into a language, the language changes the sound pattern of the word
to the permissible sound pattern of the language. Second, .persistent application
of rules simplifies the grammar: persistent rules reduce burdens associated
with rule-ordering. This concludes the illustration of non-persistent rules and

universal constraints.

Tier Conflation:

Finally, the principle of Tier Conflation (McCarthy 1986, McCarthy &
Prince 1986; henceforth TC) has to be defined. According to McCarthy
(1986), it is a process which reshapes multi-tiered representations into single

linearized representations. When TC linearizes representations, some multiply
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linked associations may have to be broken in order to satisfy the line-crossing
constraint (McCarthy 1986: 7).

For example, suppose that a language has a representation like (10a), in
which a link of the voicing feature to the obstruents is created by spreading
across any sonorant consonants or vowels. When a rule supplies the
intervening sonorant the redundant feature [+voice], the multiple-linking of the
voicing feature of the obstruents must be broken since association lines cannot
cross (10b). We thus have to break the multiple-association of the voicing
feature to the obstruents so that the redundant feature [+voice] is inserted to be
linked to the sonorant (10c):

(10) a. [-son] [+son] [-son] b. * [-son] [+son] [-son]
| I | | l
cC C ¢ C C C
A
[-voice] [tvoice] [-voice]

¢. [-son] [+son] [-son]

I |
C c C

[-voice] [+voice] [-voice]

2.1.3 Feature-changing and non-feature changing assimilation

It has been assumed in the autosegmental framework that spreading is the
sole mechanism of assimilation processes (Halle & Vernaud 1980; McCarthy
1984, 1986; Hayes 1986; Goldsmith 1990). That is, any type of assimilation,



17

regardless of the value of a feature, can be expressed simply by the spreading
of the assimilation feature value: spread [@F]. In this type of approach, which
presupposes the use of a binary feature system, voicing assimilation in both
values can be expressed by a single spreading rule.

Assimilation processes can be motivated either by non-feature-changing
or feature-changing rules (McCarthy 1984). A non-feature-changing rule fills
in a feature to an unspecified p-bearing unit by means of spreading. Thus, any
non-feature-changing rule is explained by a single spreading process without a
prior delinking operation. A feature-changing rule delinks the association of a
feature value to a p-bearing unit, and then spreads another feature value to the
dissociated p-bearing unit. Any feature-changing operation has two processes,
the delinking of a feature value and the spreading (or insertion) of another.

I will argue that the use of the privative feature [voice], which amounts to
inherent underspecification’, enables us to reduce the feature-changing

processes of Russian voicing assimilation to non-feature-changing ones.

2.2 Theories of Underspecification

The notion of underspecification is not new to non-linear phonology. In
fact, Halle (1959) considered leaving some redundant features unspecified.
This attempt was objected to by Lightner (1963) and Stanley (1967) for the

3 The term inherent undemspecification'is due 1o Archangeli (1983), where she talks about several
aspects of the underspeification effects of single-valued features. See aleo Steriade (1987)and
Christdas (1938) for their role in underspecification.
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reason that underspecification in a binary system creates the third value, i.e., a
zero value besides plus and minus values. Chomsky & Halle’s (1968) solution
to this problem was the full specification of features prior to application of any
phonological rule; underspecification was permitted only in the lexicon, in
which unmarked features such as voicing for sonorants are unspecified
(Chomsky & Halle 1968, Archangeli 1984: 74).

Since SPE it has been assumed that only idiosyncratic information is
stored in the lexicon and all redundant information is left unspecified. Such
unspecified information is supplied by rules. Recent developments in
nonlinear generative phonology have led us to be concerned with the role of the
lexicon more than before. Underspecification approaches provide a way to
investigate what kind of information is in fact present or absent from the
lexicon, more specifically, underlying representations. Underspecification
theories also provide us with a way to supply such unspecified features by rules
(Archangeli 1988: 183).

There are two types of underspecification theories which share the
assumptions mentioned above: Radical Underspecification Theory (RUT) and
Contrastive Underspecification Theory (CUT). These two types share the
position that all redundant feature values must be unspecified underlyingly and
are derived by redundancy rules. But they differ in underlying specification of
distinctive feature values: both values of distinctive features in a language are
underlyingly specified in CUT; at most one value of each such feature is
specified in RUT.
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2.2.1 Radical Underspecification Theory (Kiparsky 1982; Pulleyblank 1983;
Archangeli 1984, 1988; Abaglo & Archangeli 1989; henceforth CUT)

Kiparsky (1982) was the first to propose to underspecify all predictable
features in lexical entities to prevent the occurrence of ternary contrast in
underspecification (see 2.2). This idea was further developed by Pulleyblank
(1983) with respect to tonal underspecification and by Archangeli (1984) for
the underspecification of phonological features in general.

The theory of Radical Underspecification claims that a grammar is highly
preferred when it differentiates all phonemes of a language by the minimum
number of distinctive features (Archangeli 1984). It approaches this goal by
simplifying underlying phonological representations and grammar, that is,
eliminating of all predictable features from underlying specifications.

Therefore, this theory may be characterized as maximum minimization
of underlying representations: in addition to the underspecification of all
redundant feature values, the theory requires that for a given feature only
either one of the two values + or - can be specified underlyingly. Accordingly,
there is no feature which has both values present underlyingly; there is no
feature which is assigned to all phonemes of a language. All unspecified
feature values are supplied by redundancy rules (discussed in section 2.2.4).

RUT also claims that underspecification must be determined at least in
part on a language specific basis (Archangeli 1984, Abaglo & Archangeli 1989;
Archangeli & Pulleyblank 1989). While RUT takes the notion of markedness
into account, markedness does not élways hold cross-linguistically.

Underlyingly specified feature values are unpredictable features in a language
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and do not have to be universally marked ones (Archangeli & Pulleyblank
1989: 197). For a given feature the marked (or unmarked) feature value may
be determined on a language-specific basis. Since if the marked feature value is
specified, the unmarked counterpart is predictable, the unmarked value of
distinctive features must also be unspecified underlyingly.

Radical Underspecification Theory gives the following underlying
specification of distinctive features for [m,p,b.f,w,y] in Russian:

(11) Distinctive Features for consonants /m,p,bf ,w,y/

a. Full specification b. Radical underspecification
mpbif wy mpbf wy

sonorant + - - - + # sonorant - - -

labial ++ + + 4+ labial ++ + + +

continuant - + + + continuant + + 4+

voiced ++ + + + + voiced +

nasal + - - - - nasal +

(The blanks indicate the unspecified feature values.)

Under RUT, only the marked value [+voice] for obstruents is specified
underlyingly. Since voicing for sonorants is predictable, it is unspecified and
is later supplied by a redundancy rule.

RUT account of asymmetrical segments:
Asymmetrical segments are those which behave asymmetrically to any
other segment in a group of sounds. For instance, in Russian the voiced labio-

dental fricative v shows such a characteristics in voicing assimilation. It
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functions as an obstruent in undergoing voicing assimilation while acting like a
sonorant in failing to trigger the process. Radical Underspecification Theory
is claimed to be successful in accounting for asymmetry effects by fully
underspecifying a segment (Archangeli 1984, Pulleyblank 1988). Since under
this theory, at most one value, either plus or minus, may be underlyingly
specified, it is possible for a segment to be without features in the underlying
representation though an entity C or V of the CV tier must present for a
segment to exist.

One of principles of RUT that underlying representations are determined
at least in part language-specifically predicts the fact that asymmetrical

segments may differ among languages.

2.2.2 Contrastive Underspecification Theory (Steriade 1987, Christdas 1988,
Mester & Ito 1989; henceforth CUT)

This theory distinguishes redundant feature values from distinctive ones
(Steriade 1987, Christdas 1988). It restricts underspecification to all and only
noncontrastive (i.e., non-distinctive) redundant features and requires the
specification of distinctive features for both values (Steriade 1987, Christdas
1988, Mester & Ito 1989). For example, in English the feature [voice] is
redundant for all sonorants, and so it is unspecified. On the other hand, voicing
is distinctive for obstruents: A/ and /d/ contrast only in voicing, so the feature
[voice] is specified for both values underlyingly.

While RUT treats features as phonological primitives, CUT takes

combinations of features as primitives. CUT assumes that any theory of
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feature specification must express natural classes of segments at all levels
(Christdas 1988:92). Thus, it insists on full specification of features which are
necessary to group segments into natural classes. It regards distinctiveness as
idiosyncratic information of a language and takes it into consideration in

determining the underlying specification of phonological segments.

As for the distinction between redundant and distinctive feature values,
Christdas (1988) classifies phonological features into two types: primary and
secondary features. Primary features like [sonorant] and [consonantal] are
those which are necessary to express natural classes of phonological segments
in all languages. They are distinctive and are fully specified underlyingly.
Secondary features are those which may not have to be present in underlying
representations. Examples are laryngeal features like [voice] and [aspiration],
and primary vowel features like [high], [back], [low]. Unlike primary features
which are always distinctive, secondary features may function redundantly as
well as distinctively depending on each language. When secondary features
function in distinctive capacity in a language, they must be specified for both
values underlyingly. For instance, if voicing is distinctive for sonorants in a
given language, the feature must be specified for both values underlyingly.
According to Christdas, secondary features (but not primary features) are

candidates for one-valued or unary features.

Like RUT, CUT underspecifies all redundant features; unlike RUT, it
specifies contrastive features for both values underlyingly.
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(12) Distinctive Features for consonants /m,p,b,f ,w,y/

Contrastive underspecification of. Radical underspecification (13b)
mpbf wy mpbf wy

sonorant e sonorant - - -

labial + + + + + - labial + + + + +

continuant - -+ 4+ + continuant + + 4+

voiced -t - voiced +

nasal + nasal +

Only noncontrastive and redundant features of the language are unspecified
under CUT. For example, m, like any other nasal consonant, is unspecified for
the feature sonorant since it is redundant. With respect to voicing, this feature
is specified for all obstruents for both values since it is contrastive for

obstruents, while all sonorants are unspecified for voicing.

For both theories, nasals are unspecified for the feature sonorant since it
is predictable in the language. Both theories can have a redundancy rule such
as[ ]->[+son]/[__,* nasal]. As for any other sonorants such as w and y,
they are specified for [+son] under CUT since the theory requires both values
of contrastive features to be specified underlyingly. For the same reason,
obstruents are specified underlyingly as [-son]. On the other hand, with respect
to the voicing feature, the two theories make different underlying
specifications: [-voice] is unspecified and [+voice] is specified for obstruents
under RUT, while both values are specified under CUT since voicing for
obstruents is contrastive. It differs from RUT in that RUT unspecifies [-voice]
for obstruents while CUT requires [+voice] as well as [-voice] to be

underlyingly specified for obstruents since the voicing feature is contrastive
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for obstruents. In addition, the feature sonorant must also be specified for both
values under CUT

2.2.3 Redundancy Rules under RUT (Archangeli 1984)

Redundancy Rules are rules which assign segments the unspecified
values. Hence, they are feature-filling rules as opposed to feature-changing
rules. In the underspecification frameworks, both RUT and CUT, redundancy
rules were assumed to apply as late as possible unless specific constraints
motivate them to apply earlier in the derivation. Under RUT, redundancy
rules are of two types: complement and default rules. This classification is not
really crucial here, but for the purpose of clarity I will briefly mention the
difference. Default rules are universal rules while complement rules are rules
which require knowledge of the underlying representations of a given
language. To put it simply, complement rules assign the value which is
opposite to the underlyingly specified value. Suppose, in a given language,
[-son)] is underlyingly specified for consonants and the voicing feature for
sonorants is unspecified. Then we have redundancy rules as follows:

(13) a. [ ] ->[*+son]

b. [ ]->[+voice] /[+son]

Rule (13b), which assigns [+voice] to segments specified as [+son], is a
default rule since it applies to any segment specified as [+son] and needs no
language-specific information. Rule (13a), which assigns [+son] to a consonant
is a complement rule since the rule applies after the underlyingly specified
value [-son] is identified.
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We have seen that Kiparsky (1982) proposes what we now call Radical
Underspecification to prevent such an undesirable consequence as ternary
oppositions. Even in an approach using RUT with binary features, however,
we cannot avoid creation of ternary oppositions (Pulleyblank 1983). This
problem was solved by Archangeli (1984), who introduces a constraint on the
ordering of redundancy rules and phonological rules:

(14) Redundancy-Rule Ordering Constraint (Archangeli 1984: 52; henceforce
RROC)
A redundancy rule assigning «a to F, where a is “+" or "%, is

automatically ordered prior to the first rule referring to [@ F] in the structural
description.

This constraint states that if a rule P refers to a feature value [aF] in its
structural description, then the redundancy rules assigning the feature [aF]
must automatically apply prior to the application of rule P. For example, if we
have a rule which refers to [-son], any redundancy rule which assigns [-son] to
unspecified segments must automatically apply before the rule. This constraint
hold for RUT, not for CUT. Once we adopt this system of automatic
application of redundancy rules, we no longer need rule-ordering among
redundancy rules and phonological rulest.

Moreover, as Archangeli points out , the RROC avoids the occurrence of
ternary oppositions of a feature (Archangeli 1984: 54-55). Since [aF] can

4 Por the srgument against the RROC, see Mester & Ito (1989: 265-266).
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refer to both [+F] and [-F], they must be present prior to application of the rule
which refers to [aF]; there cannot be any segment unspecified for the feature.

This also means that when a rule specifically refers to only one value of a
given feature like [-sonorant], the RROC motivates only a redundancy rule
supplying the value [-son] but not the one supplying [+sonorant]

2.2.4 Redundancy Rules under CUT

As underlying specification of segments differs between the two theories of
underspecification, redundancy rules of the two theories differ as well. CUT
defines redundancy rules as rules which fill in redundant feature values. In this
sense, those rules correspond to default rules of RUT. Unlike RUT, it has no
need to supply unmarked distinctive feature values, which are already present
in underlying representations. Because the RROC does not hold in this theory,
redundancy rules apply before or after a phonological rule.

2.2.5 Summary: RUT and CUT compared

RUT CUT
a unspecifiedfeatires redundantandunmarked  onlyredundantfeatures
value of distinctivefeatures
b. underlyingly specified atmostone value both valuesfor distinctivefeatures

feature values

¢ redundancyrules language-universal and language-universal
language-specific

d rule-ordering of RRs by theRROC before or after phonological rules
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2.3 Theories of feature systems

Binary and privative oppositions are not new to generative phonology.
In fact, a pre-generative phonologist Trubetzkoy (1969 (1939)) considered
such oppositions. What has been needed is the formal theory of feature
systems. In early generative phonology (Chomsky & Halle 1968), the binary
feature system was adopted as a formal device and claimed to be universal.
Recently, Trubetzkian feature oppositions have captured attention, which has
been deserved for decades.

In this section, I will introduce the two feature systems, privative (or

unary) and binary feature systems.

2.3.1.  Trubetzkoy’s feature system

Trubetzkoy (1969) classifies phonological features into three types of
oppositions: privative, gradual, and equipolent (binary). Some features such
as nasality, rounding and voicing are privative, i.e., single-valued features
which are expressed, for example, as [nasal] and [voice]. They are
characterized only as presence or absence of the feature, not in terms of binary
or multi-valued features. The property of being nasal is simply present or
absent.

Some other features are by nature to be expressed by virtue of the
difference in degree (gradation) of the same property. Vowel height and tonal
features in a tone language belong to this feature type, according to
Trubetzkoy.
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Equipollent features are a type of features that are also known as binary
features and those whose opposition has an equal status: two opposing
properties are logically equivalent (den Dikken & van der Hulst 1988). This
type of opposition cannot be described either as privative or gradual
oppositions: itis the most frequent type (Trubetzkoy 1969: 75 ).

2.3.2 Binary Feature Hypothesis (Chomsky & Halle 1968)

The binary feature hypothesis claims that all features have binary values,
two opposing values such as + or -. In "The Sound Pattern of English’ (1968;
henceforth SPE), Chomsky & Halle suggest that all features be fully specified
in binary feature-values prior to any application of phonological rules,
responding to the problem observed by Lightner (1963) and Stanley (1967)
that underspecification of a feature may allow ternary oppositions during the
derivations. So, since SPE, phonologists followed underlying specification of
features prior to the application of any phonological rules until
underspecification came back in Kiparsky (1982), Pulleyblank (1983) and
Archangeli’s (1984) work solve the problem of the three-way distinction in
underspecification.

Underspecification theories of phonological segments within generative
phonology were originally developed in the early 1980’s with the use of binary
features (Kiparsky 1982, 1985, Archangeli 1984) while recent versions of the
underspecification framework claim that certain features are by their nature
privative. For example, Steriade (1987) treats the feature [round] as privative
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and [voice] and [lateral] as underlyingly privative in some languages.
Goldsmith (1985) claims that the determination of the privativity or the binary
nature of a given feature is language-specific, accepting the combination of

privative and binary features in a language system.

2.3.3  Privative Feature Theory

Privative or single-valued features play a role in phonological representation
with respect to the presence or absence of a feature. So, the feature [+voice] in
the binary system is expressed by the presence of [voice] and [-voice] by the
absence of the feature in the privative feature system.

In recent research, Trubetzkoy’s feature system has been revived, as in
Goldsmith (1985), Mester & Ito (1989), Lombardi (1991). In this thesis, I
adopt Mester & Ito and Lombardi’s claim that voicing is privative. I do not
assume that all features are privative unless there is some evidence. Thus, I

keep a binary system for other features such as [sonorant].

2.3.4. Privative vs. Binary Features

Some have pointed out advantages of the use of a privative feature system
for certain features (Goldsmith 19835, Steriade 1987, Christdas 1988, Mester &
Ito 1989, Lombardi 1991). For instance, the adoption of single-valued features
eliminates the issue of language-particular ordering among redundancy rules
(Steriade 1987). The privative feature [voice] reduces a number of processes

involved with voicing assimilation and simplifies the process (Mester & Ito
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1989).  Privative features will also result in simplification of the
underspecification approach (Mester & Ito 1989).

On the other hand, there is a case against privative features. den Dikken
& van der Hulst (1988: 45), though arguing against binary features, see the case
of the spreading of both values as problematic for the privative feature system.
Kiparsky (1991) also argues that assimilation or harmony where both values
spread must be analyzed in terms of binary features. If this is the case, then
Russian voicing assimilation argues for binary [voice]. However, this position
is based on the assumption that the spreading of both values is symmetrical: the
negative value [-F] spreads in the same way as the positive value [+F]. For
example, if the harmonizing feature is expressed in binary terms, then the
feature only needs to be spread by a single rule, regardless of the value, since
the spread of both positive and negative values are in symmetry in such a case.

The claim that privative features cannot work if a rule refers to both
values is reasonable since given a single spreading rule while the rule can
spread the plus value, there is no way to spread the opposite value.

However, this type of argument may seem questionable. Suppose that a
language has assimilation of both values of a feature [F]. As far as the feature
[F] is binary, we have no problem with expressing the assimilation of both
values in terms of a single spreading rule ’spread [aF]. However, when the
feature is indeed proved to be privative, then a single spreading rule, which
requires any feature to be binary, becomes problematic.

Recall that the basic assumptions of non-linear phonology that right
phonological representations entail correct rules. In the case above, a single
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spreading rule cannot be right since the rule requires the feature [F] to be
binary and the feature is not properly expressed. It is rather correct
phonological representations that yield correct rules. Given this assumption,
we must first ask whether a <ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>