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ABSTRACT

ACOUSTICAL IMAGING BY BROADBAND
SIGNALS

By

Nathan Nai-Hsien Wang

The conventional method for measuring attenuation and velocity of material gen-
erally involves tedious and/or repetitious procedures. Using a narrow acoustic pulse
(broad frequency spectrum) for transducer excitation, it is shown that the reflection
coefficients of different materials are frequency dependent. Measuring the reflection
coeflicient as a function of frequency, the velocity-density product and attenuation-
density ratio can be obtained with high precision. This technique can be extended
to an n-layered structure. A number of different materials are identified based on
the dispersion of a narrow acoustic pulse. In addition to the theoretical derivation,
the acoustical imaging by broadband signals are constructed. Using hierarchical clus-
tering techniques, the imaging is further characterized. The techniques discussed in
this dissertation apply not only to nondestructive evaluation, but also to biological

diagnoses.
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CHAPTER 1

INTRODUCTION

1.1 Overview

Ultrasonic techniques are becoming increasingly important in medicine [1, 2], non-
destructive evaluation [3], and many other applications [4]. Most ultrasonic imaging
systems use echo returns from boundaries of different acoustic impedances to show
material properties related to boundary variations. It is the purpose of the research
reported here to show that the material (or tissue) characteristics can be extracted
from the shape of the echo pulse when an extremely narrow pulse excitation is used.

Techniques for the measurement of ultrasonic velocity and attenuation of a
medium have existed for a long time, but none permits data over a wide frequency
range to be acquired rapidly. Usually a sequence of measurements is made at discrete
frequencies over the required range [1, 5]. This is time consuming, and a disadvantage
if the system being studied is likely to be changing with time [6]. The broadband
video pulse technique provides the best solution for this kind of problem.

The video pulse signal contains a broadband of frequencies. Each frequency com-
ponent propagates through the material with a different velocity and attenuation
depending upon the target and material properties. When all the reflected frequency

components are received by the receiving antenna (transducer), the output will be




a video pulse which resembles a spread version of the incident pulse. The reflection
of each spectral component is determined by the characteristics of the medium from
which it is reflected. If the bandwidth is sufficiently broad, many frequency compo-
nents can be obtained. Therefore, the frequency dependent velocity and attenuation
can be measured by a single pulse.

Although the video pulse technique has been used for a variety of applications
in target identification by electromagnetic waves [7, 8], it has not been applied to
acoustic probing in spite of the advantage of lower operation frequencies and lower
wave attenuation, since the attenuation coefficient is directly related to frequency.
In addition to the lower operating frequency, another attractive feature is that the
velocity of an acoustic wave ( about 1500 m/sec in water) is five orders of magnitude
lower than that of the electromagnetic wave in free space. Based on the relationship
between frequency and wavelength for any propagating wave, u = f\ , the acoustic
wave should have much shorter wavelength which in turn provides superior range
resolution.

Since the acoustic wave is a pressure wave, the properties of the acoustic wave
are slightly different from the electromagnetic wave. For electromagnetic wave prop-
agation, the ‘domina.nt characteristics of the medium are the conductivity and the
dielectric constant, while for ultrasonic waves, the propagation and reflection depend
on the medium density, elasticity, and viscosity.

Theoretically, the characteristics of a medium can be determined if the reflected
(or transmitted) and incident pulses are known. Conversely, if the incident pulse and
the characteristics of the medium are known, it is possible to calculate the reflected
(or transmitted) pulse shape.

Instead of using discrete frequencies for echo measurements, a broad bandwidth
acoustic pulse can be utilized to detect the dispersive property of a material for iden-

tification purposes. Each frequency component propagates through the material with



a different velocity and attenuation depending upon the properties of the medium.
Consequently, the velocity and attenuation constant can be measured by comparing
the pulse shape of the echo return to that of the known incident pulse. The acoustical

imaging by broadband signals can also be constructed.

1.2 Chapter Descriptions

Chapter 2 reviews the methods to measure velocity and attenuation by ultra-
sound and applications of ultrasonics. Chapter 3 provides the derivation of acoustic
waves and states the basic properties of ultrasound. Chapter 4 provides theoreti-
cal derivations of reflections with broadband signals and develops the velocity and
attenuation models for multilayer structures. Chapter 5 gives the experimental pro-
cedure to verify the derivations developed in Chapter 4. In Chapter 6, a section
of human brain with a hemorrhaged tumor is used for experimental measurements.
The acoustical images using various features are constructed and using hierarchical
clustering methods the image is characterized. Chapter 7 provides a conclusion and

some suggestions for future work.



CHAPTER 2

MEASUREMENTS AND
APPLICATIONS OF
ULTRASONIC SIGNALS

2.1 Measurements of Ultrasonic Velocity and At-
tenuation

The measurements of ultrasonic velocity and attenuation are very important in
ultrasonic applications and many methods for measuring these properties have been
developed. Although each method has its own advantages and disadvantages, the
choice of optimum method depends on the nature of the particular material and the
desired measurement accuracy. In the following sections, we will describe some ap-

proaches for measuring ultrasonic velocity and attenuation.



2.1.1 Measurement of Ultrasonic Velocity

Pulse-Superposition Method

The pulse-superposition method allows a very accurate measurement of sound
velocity [4, 9, 10]. The radio-frequency (rf) pulses excited by a transducer, are sent to
a specimen, from which multiple echoes return. Each succeeding echo is constructively
added to the earlier echo of a given pulse by controlling the pulse repetition rate
based on the reciprocal of the travel time in the target. The technique is called
pulse superposition because the ultrasonic pulses are literally superposed on each
other. The high degree of accuracy arises from the fact that the method is capable
of precisely measuring the time between cycles. The velocity is twice the thickness of

the target times the inverse time separation between pulses.

Sing-Around Method

The sing-around method [4, 10, 11] uses two transducers to measure the velocity
of sound by placing one transducer at each end of the test material. One transducer
is used as the transmitter the other as the receiver. The receiving ultrasonic pulse
transducer generates a trigger signal for the transmitting transducer in order to es-
tablish a pulse repetition rate, (PRR). The velocity can therefore be measured by

the following equation:

Y — length x PRR
" 1—ex PRR

~ length x PRR (2.1)

where PRR is the pulse repetitions rate per second, length is the length of the test
material, and e is a correction factor for delays in the transducers, in the coupling
between the transducers and the material, and in the electrical components. The

measurement of sound velocity by this method is of moderately high accuracy.



Interferometer Method

The interferometer [4] is a continuous-wave (CW) device which has been used
for accurately measuring velocity and attenuation of sound in liquids and gases in
which standing waves can be sustained. The transducer is fixed at one end of a
fluid column with a movable rigid reflector at the other end. The reflector is moved
by a micrometer adjustment mechanism. For a fixed frequency as the reflector is
moved, the reflected wave generates in phase and out of phase components which add
constructively or destructively with the transmitted wave. The half wavelength of
the particular sound frequency is determined by the distance the micrometer moves
between two successive maxima. The accuracy of the measurement thus depends
on the accuracy of the micrometer readings, the parallelism between reflector and

transducer surfaces, and the accuracy of the frequency determination.

Resonance Method

The resonance method is similar to the interferometer method. It can be applied
to measure the velocity of sound in gases, liquids, or solids. The resonance method
uses either one fixed transducer and one fixed reflector, or two transducers located
by a known distance apart. By changing the frequency of the ultrasonic wave, the
successive resonances can be determined. The difference between two successive res-
onant frequencies in a nondispersive medium is equal to the fundamental resonant
frequency of the medium. From the resonance frequency difference it is possible to

determine the sound velocity from the relationship for a single transducer:

v =2Af (2.2)

where [ is the distance between the transducer and the reflecting surface and Af is



the difference between successive resonant frequencies. The accuracy of the resonance
method depends on the accuracy of the frequency determination and the measurement

of the distance between reflecting surfaces.

Other Methods of Interest

In addition to the above methods, there are several methods in use for measuring
the velocity of acoustic waves in special cases [12]-[16]. For examples, McSkimin [17]
and Papadakis [10] introduced a method which is particularly good for rf measure-
ments in thin specimens such as rare single crystals and thin sheet metal. Dameron
used an inhomogeneous media model, instead of the traditional layered model, to de-
termine the acoustic velocity in tissue [12], and Ophir et al. presented a pulse-echo
beam-tracking method and transmission method to measure the speed of sound in

tissue [18]- [21].

2.1.2 Measurement of Ultrasonic Attenuation Constant

The ultrasonic wave propagating in the z-direction can be defined as:
A(t,z) = Ape % cos(Kz — wt) (2.3)

where t is time, A is the amplitude, Ap is the amplitude at ¢ = 0 and z = 0, K is the
propagation constant, and « is the attenuation constant.

The attenuation constant a can be determined from:

o = ln(Al/Ag)

= a-2) (2.4)

where A, and A; are the amplitudes measured at position z; and z; at times of

maximum amplitude. The unit of the attenuation constant is nepers per unit length.



There are many methods developed to measure the attenuation constant and some

will be outlined below.

Spectral-Difference Approach
Kuc introduced the spectral-difference method to measure the attenuation in bi-
ological tissue [1], [22]-[24]. If it is assumed that tissue acts like a linear system, the

two-way power transfer function, |H(f)|?, is given by:

Pr(f)
Pn(f)

|H(f)I* = (2.5)

where Pr(f) and Pn(f) are the spectra of the reflected signals from the far and near
surfaces respectively.

Since the acoustic attenuation coefficient of most soft biological tissue has a linear-
with-frequency attenuation characteristic, the attenuation coefficient at frequency f,

a(f), can be expressed as:

a(f) = Bf (dB/cm) (26)

where 3 is the slope of the attenuation versus frequency.

The power transfer function of biological tissue can thus be expressed as:
|H(f)|2 — 10—0:(])(2D)/10 — 10—0.2ﬁfD (27)

where 2D is the additional path length through the tissue traveled by the far surface
reflection.

If we use the log-spectra, we have

101log,q IH(f)|2 = 10log,o Pr(f) — 10log,o Pn(f)

= —28fD (2.8)



Therefore, the value of 8 can be found by

—10log,, |H(f)[?
2Df
51

= 57 dB/(cm - MHz) (2.9)

where Sy is the slope of the attenuation with respect to frequency of the log-spectral

difference.

Spectral-Shift Method

In addition to the spectral-difference method, Kuc introduced the spectral-shift
method to measure the attenuation in biological tissue [22]- [24]. The spectral-shift
approach requires that the propagating pulse have a Gaussian-shaped spectrum, while
the spectral-difference method did not require a specific spectral form.

Using the same notation as in section 2.1.2, the spectrum of the reflected signal

from the near surface, Py, will have a Gaussian shape given by:
Py(f) = Cne~Y-In?/B? (2.10)

where Cy is a constant, B is a measure of the pulse bandwidth, and fy is the centroid
of the spectrum, or central frequency.

The two-way power transfer function |H(f)|? is given by:
|H(f)]? = e=*/P (2.11)

where (3 is the slope of the attenuation coefficient having units of nepers per

centimeter-megahertz. The spectrum from the far surface reflection, Pr(f), is:

Pr(f) = Cpe~U-1r/B? (2.12)
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where CFr is a constant, and

fr = fn —28DB? (2.13)

The spectrum of the far surface reflection still has the same Gaussian form as
the spectrum of the near surface reflection, but it has been shifted to a lower center-
frequency. Therefore, the value of 3 can be determined from the frequency shift in

the central frequency:

_In—fF

B = =DE Np/(cm-MHz) (2.14)

Since 1 Np/(cm-MHz) = 8.686 dB/(cm-MHz), B can be expressed as follows:

_ 4.343(f~n — fr)
- DB?

B dB/(cm-MHz) (2.15)

Other Methods and Applications

Many papers discuss the measurement of the attenuation constant in different me-
dia [25]-[29]. Since the attenuation constant is one of the most important properties
of materials (or tissue), many applications use the attenuation constant to classify
the medium, such as whether livers are normal or abnormal [30]-[34]. For example,
Matsuzawa et al. developed a technique for measuring both velocity and attenuation
of sound in highly absorptive materials [25], Parker and Waag proposed a method to
measure the ultrasonic attenuation from B-scan images in biological applications [31],
and Wang et al. used the video pulse technique to investigate velocity and attenuation

in homogeneous models [35]- [40] as discussed in Chap. 4.
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2.2 Nondestructive Evaluation of Materials by

Ultrasound

2.2.1 Nondestructive Evaluation

Nondestructive evaluation (NDE) of materials by ultrasound has experienced
tremendous growth in recent years, especially for composite materials [4, 41, 42].
The development of reliable test methods for the nondestructive evaluation of com-
posites is a challenging task. In the past ten to fifteen years, a great deal of research
has focused on the development of quantitative active ultrasonic testing as well as
passive acoustic emission techniques.

Measurements by ultrasound can provide a great deal of information on the prop-
erties of materials. Measurement techniques utilizing ultrasonic waves are especially
attractive because of the direct connection between the characteristics of the wave
propagation and the mechanical properties of a material. The ultrasonic waves can
propagate through a material, carrying the information of the samples out without
damaging the samples.

In general, a successful ultrasonic materials characterization procedure requires
the solution of two problems [42]. The first is related to the reliable detection of
the ultrasonic properties, such as amplitude, arrival time, velocity, attenuation, or
spectral feature, etc. The second is related to the evaluation of the waveform pa-
rameter used to recover the material properties. One can determine the material
properties from some particular waveform parameters by establishing a correlation

between them.
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2.2.2 Nondestructive Evaluation by C-scan

Time-of-Flight C-scans

Conventional ultrasonic C-scans display the amount of energy reflected from some
feature in the sample as a function of two dimensions at some fixed depth [3]. Com-
mon usage of the C-scan is to locate delamination and other defects, such as porosity,
or cracks in materials. Therefore, conventional C-scanning is widely used for quality
control during laminate manufacture. However, conventional C-scanning does not
provide information on the depthwise distribution of damage. The consequences of
having a defect localized between two plies may be quite different from having a
uniform distribution of defects throughout the laminate, so that the depth informa-
tion may be quite important. The depth information can be obtained by recording
the position of defects in time by an ultrasonic A-scan and using this time-of-flight

information to construct a three dimensional C-scan.

Computer-Automated Measurement and Control

Computer-automated measurement and control (CAMAC) is an instrumentation
and interface standard that provides both hardware and software flexibility [43].
By use of the standard CAMAC system a relatively easy interfacing of the motor
controllers to the transient recorder for complete computer control is possible. The

advantages of the CAMAC system are:

1. Many modules are available, such as analog-to-digital converters and motor

controllers.
2. The interface software can be written in a high-level language.

3. New custom applications are easily established by changing modules and writing

simple interface routines in high level languages.
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C-scan by High Speed Sampling

At present, C-scan ultrasonic imaging is used routinely in examining composite
materials [41]. It is well known that there are many attractive features for such a
nondestructive evaluation technique. By using the C-scan it is possible to precisely
identify voids and defects at various depths inside the material. In practice the
following drawbacks limit the application for detecting flaws and defects at various

depths inside the material [41]:

1. The range resolution is restricted by the detected pulse width. Improvement can
be made by using large amplitude narrow pulses, which however is technically

difficult to achieve.

2. It is impossible to obtain a complete impact damage display of a specific fiber
layer by the constant-depth scan (C-scan) due to the fact that the fibers at the

damage site have been displaced.

3. To detect flaws, all echo returns from the material interior must be processed.
This requires a great deal of processing time and thus impedes the effort of

rapidly detecting flaws over a large object such as the wing of an aircraft.

By recording the detailed signal waveform and performing some signal processing,
the shortcomings mentioned above can be removed. Specifically, the shortcomings
can be addressed as discussed below.

Theoretically, the range resolution of an ultrasonic imaging system can approach
the operating wavelength. Most commercially available imaging systems offer sub-
stantially less resolution than is achievable based on the theoretical limit. By using
pulse amplitude detection of echo returns to identify the acoustic boundaries, an un-

certainty in range is introduced because of the wide pulse width and the requirement
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to exceed a threshold setting in the receiver system. The precision in locating bound-
aries is further deteriorated by the timing jitter inherent in the transmitted pulse
signal.

The difficulty of retrieving the phase information from the rf carrier is due to the
high sampling rate required to satisfy the Nyquist criteria. The sampling rate should
be 4 or 5 times greater than the signal frequency, or more than 10 MHz for the system
utilized in this research. A very high speed real time recording system is necessary
to achieve the high sampling rate. A system was designed which involved a very high
speed sampling circuit, a memory unit to store the sampled data and the appropriate
signal processing software to identify the boundaries. In conjunction with the precise
time reference from a fixed spatial reference, the echo returns can be orderly sorted
by the software displayed. The unique feature of this signal processing scheme is that
the data points can be lined up by layer structure rather than at constant depth from
the transducer. Since the retrieved data are stored in groups by layer as well as by
the spatial location from the transducer, a three-dimensional contour plot of each

layer becomes possible.

2.2.3 Resolution in C-scans

One important topic for C-scan images is the resolution. Resolution refers to the
ability to separate echoes from two discontinuities located very close together [4].
To increase the dynamic range usually requires digital rather than analog techniques
[2]. The resolution of a C-scan image can be divided into range resolution and lateral

resolution. Each of these are considered below.

Range Resolution

The range resolution is the ability to distinguish two different echoes in depth.

Since the time axis represents the depth from which the ultrasonic signals were ef-
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fected, the problem of range resolution translates to the ability to distinguish signals
along the time axis. When a second echo arrives at the receiver before the end of the
first these signals will overlap and make it very difficult to distinguish between the
two signals. Typically the range resolution is limited by the transmitting pulse width
and operating frequency [4]. Pulses with long pulse width will cause poor resolution,
while short pulses produce high resolution. In order to develop a high resolution
system, a broad bandwidth, low-Q transducer is necessary. Many researchers have
tried to increase range resolution by different methods, for example, Lees [44] used
the peak ratios of ultrasonic signals to determine the thickness of thin layers. By
measuring the peak ratios of the thin layers of known thicknesses, the thickness of
unknown layers could be determined by interpolation. This method provides a simple
approximation of the layer thicknesses.

In addition to the methods discussed above, another interesting method to increase

the range resolution is by deconvolution, as discussed below.

Increasing Range Resolution by Deconvolution

Although the range resolution is related to the ultrasonic wavelength, it is still
possible to increase the range resolution beyond the wavelength limitation. The key
point is to carefully record the phases of the signals. If it is possible to distinguish
the signals of different phases, the resolution is limited only by the identification of
phase difference. A powerful tool to assist in phase discrimination and thus to help
to increase the range resolution is signal deconvolution.

For a linear time invariant system, deconvolution can be used in many applica-
tions. There are many papers which discuss the applications of deconvolution to
ultrasonic signals [45]-[49]. Beretsky and Farrell used frequency domain deconvolu-
tion to improve ultrasonic imaging [45]. Deconvolution in the frequency domain is

straightforward and easy to implement. Assume an incident ultrasonic signal, z(t),
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and a reflected signal, y(¢) with an impulse response of the test material given by

h(t). If the reflection process is linear, the relationship between z(t) and y(t) is:

y(t) = o(t)h(t)

- / ‘: h(r)z(t — 7)dr (2.16)

where (*) is the operation of convolution.
If the Fourier transformations of z(t), y(t), and A(t) are X(w), Y(w), and H(w),
respectively, the above relationship between the incident signal and the reflected signal

can be written as:

Y(w)

H) = %)

(2.17)

Therefore, the impulse response of the system can be easily obtained by finding

the inverse Fourier transformation of H(w):

h(t) = F'{H(w)}

F! {%“%} (2.18)

Although this method is straightforward and well known, it has a major difficulty,
when the frequency spectrum, X (w), is close to zero at some frequencies, which results
in the denominator of Eq. 2.17 being close to zero. This will cause substantial error
in the calculation of H(w). Thus the spectral technique is not usually practical.

Steiner et al. introduced a generalized cross-correlator to improve resolution in de-

lay estimation measurements [47]. Yamada presented an on-line deconvolution for the
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high resolution ultrasonic pulse-echo measurements using a narrow-band transducer
[48]. The on-line deconvolution filter is optimized so as to maximize the resolution
capability subject to the constraints of small processing noise.

Silvia summarized many methods of deconvolution [49]. For a discrete-time
linear time-invariant system, the deconvolution problem can be solved by a matrix

formulation. Assume the sequence of the incident signal is:

z(i) #0 i=0...N—1 (2.19)

z(1) =0 1 <0o0r:> N

and the sequence of the impulse response is:

h(j) #0 j=0...M—1 (2.20)

h(j) =0 j<OQorj>M

and the sequence of the reflected signal is:

y(k) #0 k=0...N+M—2 (2.21)

h(k) =0 k<Oork>N+M—2

The relationship between z(n) and y(n) can be written as:

y(n) = z(n)*h(n)

M-1
= Y h(k)z(n—k) n=0...N+M-2 (2.22)
k=0



In matrix format, the convolution can be written as:

where

z(0)
z(1)

and
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Y=AH

y(0)
y(1)

y(N+M—2)_

z(-1)
z(0)

| o(N+M=2) o(N+M-1)

h(0)
h(1)

| h(M - 1) |

. o(—M+1) *
. z(—-M +2)

z(N -1) ]

(2.23)

(2.24)

(2.25)

(2.26)

Yisa (N + M —1) by 1 matrix, X is a (N + M — 1) by M matrix, and H is a M

by 1 matrix. Therefore, the impulse response sequence H can be obtained from:

H=x"1y

(2.27)

To solve the above equation is usually very difficult because the sizes of ), &,

and H are usually quit large. Fortunately, many elements in H can be set to zero by

checking the reflected signals y(n). This will greatly reduce the size of matrices and
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make the equation solvable.
If there are only K nonzero elements in ‘H, where K is less than or equal to M,

then Eq. 2.23 can be rewritten as:

Y =XH, (2.28)

where H, is a reduced matrix from H obtained by deleting some elements with zero
amplitude, and X, is a reduced matrix from X obtained by deleting some columns
corresponding to the zeros in H. Thus, Y is still a (N + M — 1) by 1 matrix, &; is a
(N + K — 1) by K matrix, and H, is a K by 1 matrix.

In Eq. 2.28, there are K unknowns, but we have (N + M — 1) equations. Usually
no exact solution can be found since the number of equations is greater than the
number of unknowns. However, The solution with the minimum least squares error

may be obtained by [50]:

H, = (XTx)" xTY (2.29)

where X7 is the transpose of X,.

Lateral Resolution

Lateral resolution is the ability to distinguish two different objects in the trans-
verse spatial space. Because of the poor focus property of ultrasonic transducers,
the lateral resolution is usually low and directly related to the size and frequency
of the transducer. To improve resolution, Hundt and Trautenberg used a special
digital filter to increase the lateral resolution of B-scan images [51]. The filter is
constructed from measured signal amplitudes across the transmitter beam providing
a lateral resolution improvement of 50 percent.

Sato, et al., used a homomorphic transform and deconvolution to increase the
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sector-scan image [46]. Yokota and Sato developed a super-resolution ultrasonic imag-
ing system by using adaptive focusing [52]. By their method, a set of reflected wave
field data from an object was acquired by repeating the transmission and reception
for all pairs of transducers on the array. From these data the object-dependent adap-
tive focusing is performed to illuminate the desired points on the object in order to

suppress the signal.

2.3 Medical Ultrasonics and Tissue Characteri-
zation

Ultrasound has been widely used in medical applications since the 1970’s and the
potential for ultrasound utilization is now recognized [2]. Medical ultrasonics is in
a period of rapid growth and on the verge of making significant impacts on clinical
medicine. Due to fast application specific digital circuit techniques and powerful com-
puters, the applications of ultrasound becomes practical. Many ultrasonic systems

and automatic tissue classification systems have recently been developed.

2.3.1 Acoustical Imaging

Ultrasound Volumetric Imaging System

Shattuck et al. introduced a parallel processing technique, called explososcan,
for high speed ultrasound imaging with linear phased arrays [53]). This technique
allows the data acquisition rate to increase by a factor of four by the simultaneous
acquisition of four B-mode image lines from each individual broadband transmitted
pulse. By using the higher data rate, averaging of the image data to reduce noise is

practical.



21

Smith et al. has built a real-time volumetric ultrasound imaging system for med-
ical diagnosis at Duke University [54, 55]. The system uses pulse-echo phased array
principles to steer a 2 dimensional array transducer of 289 elements in a pyramidal
scan format. By using the explososcan technique [53], the system can produces 4992

scan lines at a rate of approximately 8 frames/sec by their parallel processing scheme.

Ultrasonic Tomography

In order to obtain quantitative images representing certain tissue properties, ultra-
sonic computerized tomography has been utilized by Greenleaf [56, 57|, Ermert [58],
and others.

Ermert and Rohrlein built an ultrasonic reflection mode computerized tomography
imaging system by utilizing a conventional B-scanner in a multi-view operation mode
[58]. The superposition of several B-scans from different aspect angles of one cross-
sectional area and subsequent 2-dimensional processing procedures used in X-ray

CT-scanning produced high quality images of the tissue samples.

Another Method of Interest

In addition to the above ultrasonic systems, Richard used time-gain correction
methods to enhance ultrasonic B-scan images [59]. This technique achieves signal
multiplication by first logarithmically compressing the complete dynamic range of the

received echo.

2.3.2 Tissue Characterization

The literature contains many papers on tissue characterization by pattern recog-
nition and segmentation techniques. The objective in this research are to develop
automatic detection systems. Usually the choice of classification method is depen-

dent on the object of interest. Feature selection can improve the results impressively.
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Tissue Characterization by Bayesian Classifier

Momenan et al. applied pattern recognition techniques to ultrasound tissue char-
acterization [60]. They used the Bayesian classifier to determine the feasibility of
classifying tissue type as well as determining some properties of the feature spaces.
An unsupervised clustering technique, hypothesis, was discussed also. Four features
are used in their paper, the average distance between regularly positioned specular
scatterers, the ratio of specular to diffuse backscatter intensities, a measure of the
variability in the specular component normalized by the diffuse contribution, and the
slope of the attenuation coefficient as a function of frequency. The first three features
can be obtained directly from the statistics of the squared envelope (intensity data),

and the fourth feature can be obtained from the frequency dependent attenuation.

Detection of Tumors by Mammograms

Besides the ultrasonic images, Brzakovic et al. presented an automated system for
detection and classification of particular types of tumors in digitized mammograms
[61]. They used two stages to analyze mammograms, first the system identifies pixel
groupings which may correspond to tumors. Second, the detected pixel groupings are

subjected to classification. The features used in their work are:

1. area - total number of pixels enclosed in an extracted region.

2. shape descriptor - least mean square difference between the signatures of the

tumor model and the extracted region.

3. edge distance variation descriptor - mean square distance between the edge of

the tumor model and the locally detected edge from the extracted region.

4. edge intensity variation - local intensity variation along the edges of the ex-

tracted region.
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They used a classification hierarchy to detect tumors. The first measured feature,
which is the easiest feature to measure, can determine whether the samples are non-
tumor or tumor. It is only necessary to measure a second feature when the output
of the first classification is tumor. The Bayer classifier will be used to perform the
second classification. The classification by a third feature is only used if the output
of the second feature is abnormal.

Lin et. al presents a method for detecting a type of breast tumor, or circumscribed
mass from mammograms [62]. It relies on a combination of criteria used by experts,
including the shape, brightness contrast, and uniform density of the tumor areas.
They used modified median filtering to enhance mammogram images and template
matching to detect breast tumors. In the template matching step, suspicious areas
are picked by thresholding the cross-correlation values and a percentile method is
used to determine a threshold for each film. There are two possible approaches to
enhancing mammographic features. One is to increase the contrast of suspicious areas

and second is to remove background noise.

Detection of Lung Tumors

Hashimoto et al. used a two-feature classification technique for the detection of
the edges of x-ray images of lung tumors [63]. The features in this classification
technique are the outputs of various forms of gradient and Laplacian operators. They
found three two-feature classifiers that are statistically superior to a single feature

detector based on the gradient alone in the presence of noise.

Segmentation of Magnetic Resonance Imaging
Magnetic resonance imaging is a powerful tool in medical diagnosis. Bomans et
al. applied three dimensional segmentation to magnetic resonance imaging [64).

Raya presented a rule-based low-level segmentation system that can automatically
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identify the space occupied by different structures of the brain via Magnetic Resonance

Imaging [65].

Other Methods of Interest

In addition to the imaging and detection procedures outlined above, other ap-
proaches are possible. For example, Trivedi et al. used a two-dimensional (gradient,
density) feature space for the segmentation of medical images [66], Klingler et al. used
mathematical morphology to classify the echocardiographic images [67], Michael and
Nelson introduced HANDX, a model-based computer vision system for automatic
segmentation of bones from digital hand radiographs [68], and Rosenfeld reviews
some basic computer vision techniques and speculates about their possible relevance

to the modeling of human visual processes [69].



CHAPTER 3

BASIC PROPERTIES OF
ULTRASOUND

This chapter provides the theoretical analysis for the ultrasonic wave equations
and acoustic broadband signal probing techniques [35, 70, 71]. In section 3.1,
some related ultrasound principles are reviewed. The acoustic plane wave equation is
derived in section 3.2. In section 3.3, the transmission coefficient and the reflection
coefficient are determined from the boundary conditions at interfaces. The properties

of the acoustic video pulse will be explained in section 3.4.
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