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ABSTRACT

THE STRUCTURE OF RESERVE REQUIREMENTS

AND MONETARY CONTROL

By

Carol Ann Leisenring

This study is an empirical investigation of the extent to which

nonmember banks and the structure of Federal Reserve reserve require—

ments interfere with precise control of the money stock. The theo-

retical framework employed is a Brunner-Meltzer money supply model in

which the money multiplier links the net source base, which the Fed-

eral Reserve is assumed to control, to the money stock. Variation in

the money multiplier therefore impedes accurate monetary control. One

source of its variation is variation in the reserve ratio, base-

absorbing reserves divided by the demand-deposit component of the money

stock. This study assesses the size, sources, and predictability of

variation in the reserve ratio.

Several institutional arrangements built into Federal Reserve re-

serve requirements introduce variation into the reserve ratio. These

include differential reserve requirements which apply different reserve

ratios to different banks, the prescription that member banks hold re-

serves against liabilities that are not money, and the conventions of

lagged reserve requirements and excess reserves. Finally, nonmember

banks cause the reserve ratio to vary. Since an increasing proportion

of commercial banks are nonmembers, the control problem posed by none

member banks is believed to be of growing severity.
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The data used here cover the period January 1, 1961 through

December 31, 1974. For member banks, this is weekly averages of actual

daily deposit figures; for nonmember banks, the figures are estimated.

The sample period encompasses several structural changes in Federal

Reserve reserve requirements which have increased the number of cate—

gories of deposits to which different reserve ratios are applied. It

is frequently claimed that these changes and lagged reserve requirements

have introduced greater variability into the reserve ratio.

The reserve ratio is specified as a combination of nine parameters,

each of which represents one of the aforementioned institutional as-

pects of reserve requirements. The historical behavior of each paramr

eter is investigated, as well as the variation in the reserve ratio

under the various Federal Reserve reserve sobemes. Using the formula

for the variation of a linear combination of random variables, the

variation in the reserve ratio induced by each parameter is isolated.

The effects of the introduction of lagged reserve requirements, the

increased number of reserve categories, and the growing proportion of

nonmember banks are inferred.

If the parameters in the reserve ratio are variable yet predic-

table, then the variation they cause is not detrimental to monetary COD?

trol. To test predictability, two forecasting experiments are performed.

First, a naive forecasting model of the reserve ratio is constructed in

which each component parameter is assumed in week t to equal its value

in week (t-l).- The error of this forecast is compared to that for an-

other naive model in which perfect knowledge of one parameter is assumed,

while retaining the no-change assumption for all other parameters. This

implies the loss, in terms of accurate forecasts of the reserve ratio,
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associated with a no-change forecast of each parameter. Second, fore-

cast values for each parameter are derived from models based on the

time-series analysis of George E. P. Box and Gwilym M. Jenkins.l

These forecasts are substituted for the naive ones and the resulting

errors are compared.

The results indicate that the sources of greatest variation in the

reserve ratio are nonmoney deposits and lagged reserve requirements.

Nonmember banks are a relatively minor, and not increasing, source of

variation. Differential reserve requirements have also not been a

serious control problem. The results support the contention that the

increased number of reserve categories cause increased variation in

the reserve ratio. The Boerenkins forecasts of the parameters repre-

senting lagged and differential reserve requirements, interbank de-

posits, and nonmember banks are all quite accurate. The most trouble—

some sources of unpredictability in the reserve ratio are excess re—

serves, and time and government deposits.

 

1George E. P. Box and Gwilym M. Jenkins, Time Series Analysis:

Forecasting and Control, Revised Edition (New York: Holden-Day, Inc.,

1976).
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CHAPTER 1

INTRODUCTION TO THE PROBLEM

The Federal Reserve's increased emphasis in recent years on mone-

tary aggregates in the formulation of monetary policy is well docu-

mented in the literature as well as in Federal Reserve publications.1

While, according to some spokesmen, the Federal Open Market Committee

has always paid attention to the behavior of monetary aggregates, the

weight attached to them in the policy process has been growing since

1960. Beginning in 1966 with the inclusion of the "proviso" clause,

the Federal Open Market Committee Directive has given explicit con-

sideration to the path of at least one monetary aggregate. Since 1970,

the Directive has used the rate of growth of at least one monetary

aggregate as a specific policy target. This new policy emphasis has

stimulated considerable discussion as to whether the Federal Reserve

has the technical capability to control the money stock or some other

monetary aggregate, with the desired degree of accuracy.2 Doubts about

the Federal Reserve's capacity to control the money stock arise over

 

1See, for example, Jack M. Guttentag, "Discussion," in Controlling

Monetary Aggregates II: The Implementation (Boston: Federal Reserve

Bank of Boston, 1972), pp. 69-72; Alan R. Holmes, "A Day at the Trading

Desk," Monthly Review, Federal Reserve Bank of New York 52 (October

1970):234—8; Arthur Burns, "The Role of the Money Supply in the Conduct

of Monetary Policy," Monthly Review, Federal Reserve Bank of Richmond

(December 1973):2-8; Milton Friedman, "Letter on Monetary Policy,"

Monthly Review, Federal Reserve Bank of Richmond (May—June l974):20-23.

 

 

 

 

 

2See, for example, Alan R. Holmes, "Operational Constraints on the

Stabilization of Money Supply Growth," in Controlling Mbnetary Aggre-

gates (Boston: Federal Reserve Bank of Boston, 1969), pp. 65-78; Thomas

Mayer, "A Money Stock Target," in Current Issues in Mbnetary Theory and

Policy, ed. Thomas M. Havrilesky and John T. Boorman (Arlington Heights,

111.: AHM Publishing Company, 1976), pp. 548-555; and Milton Friedman,

"Statement on the Conduct of Monetary Policy," in Current Issues in

Monetary Theory and Policy, ibid., pp. 556-565-

1
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a number of issues but one of the most frequently discussed control

problems is that posed by the structure of reserve requirements. It is

this problem that is the subject of this study.

If the Federal Reserve is to control the money stock (or the

demand-deposit component of it) what affords it that control is the

basic relationship between bank reserves and deposits. The reserve-

deposit relationship is expressed in the demand-deposit multiplier for-

mula found in any introductory economics text. The level of deposits

(D) is the product of the reciprocal of the average legal reserve ratio,

r, and the level of reserves, R. Thus,

__1_
(1-1) D — r(R).

Through open market operations and its power to change legal reserve

ratios, the Federal Reserve has control (though not complete) over the

level of R and the value of r. Therefore, it is through this reserve-

deposit linkage that the Federal Reserve can presumably control the

level of bank deposits and hence the money stock or some closely—

related monetary aggregate.

There are several shortcomings in this avenue of control. One

problem lies in the fact that the Federal Reserve does not have complete

control over the level of bank reserves. While this issue is a

frequently-discussed one, it is not of concern in this study. The prob-

lem that this study addresses is variation in the reserve ratio, r,

caused by the structure of reserve requirements. Even if precise con-

trol of bank reserves is assumed, exact control of the level of deposits

is precluded by changes in r. The structure of reserve requirements

causes variation in r for a number of reasons.
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First, there is no single required reserve ratio, but a number of

different reserve ratios that are applicable to different kinds of de-

posits and different classes of member banks ("differential reserve

requirements"). Second, a majority of the commercial banks in this

country are not members of the Federal Reserve System and are, there—

fore, allowed to hold reserves in a form that is not under the control

of the Federal Reserve. These two institutional aspects of the reserve

requirement system are potential impediments to precise control of the

level of deposits, regardless of the Federal Reserve's ability to con—

trol the level of reserves. Their existence allows changes in the

distribution of a given level of deposits between time and demand de-

posits, between classes of member banks or between member and nonmember

banks to alter the reserve-deposit relationship.

This can be seen explicitly by rewriting equation (1—1) in the

form,

(1-2) r = R/D.

A shift in the distribution of, for example, a given amount of member

bank deposits in favor of small banks will allow a lower level of

required reserves to be held against the same level of deposits; the

value of r will fall. The result will be the same if a shift in the

distribution of deposits occurs toward time deposits or nonmember banks.

A change in the distribution of deposits will therefore allow a change

in the level of deposits that can be supported by a given quantity of

reserves.. Changes in the level of deposits may therefore occur even if

the Federal Reserve does not alter the level of reserves; changes in dis-

tribution of deposits may mitigate intentional changes in the level of

reserves 0
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The level of deposits that may correspond to a given level of re-

serves will also vary depending on the level of excess reserves that

member banks choose to hold. In addition, controlling the level of

deposits on a short-run basis may be impeded by the institution of

lagged reserve requirements, whereby current required reserves are

based on deposit levels two weeks earlier.

If, however, the Federal Reserve had perfect control of the level

of deposits, there are additional features of reserve requirements that

would interfere with its controlling the money stock with equal pre-

cision. This is because there are several kinds of deposits against

which reserves must be held but which are not included in the money

stock ("nonmoney deposits"). Since only privately-owned demand deposits

are included in the money stock, any variation in the ratio of total

deposits to privately-owned demand deposits will mitigate precise con—

trol of the money stock.

The institutions of differential and lagged reserve requirements,

the existence of nonmember banks and excess reserves, and the prescrip-

tion that member banks must hold reserves against certain nonmoney de-

posits are all factors that cause slippage in the reserve-deposit link-

age; or, in terms of equation (1—2), they cause the value of r to vary.

In contrast, if there were one uniform reserve ratio applied contempor-

aneously only to privately—owned demand deposits at all commercial

banks, then the value of r would vary only when the Federal Reserve

changes the legal reserve ratio or the level of excess reserves changed.

Uhder such a "uniform" reserve scheme, it is claimed that control of

the level of reserves would allow the Federal Reserve more accurate cone

trol of the demand-deposit component of the money stock.
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Models of the money supply process recognize that the structure of

reserve requirements causes variation in the r-ratio and potentially

prohibit precise money stock control.3 Furthermore, discussions of

theories and techniques involved in money stock control typically cone

cern themselves with the control problems introduced by the current

structure of reserve requirements. Specifically, many authors lament

the seeming erosion of control in recent years represented by: 1) a

growing proportion of commercial banks that are nonmembers; 2) the

introduction of lagged reserve requirements; 3) the increased number

of member bank reserve classes; and 4) the increased number of cate—

gories of nonmoney deposits.4

Early empirical investigations of the importance to the money

supply process of variation in r revealed that, relative to other dis-

turbances, changes in the value of r have been a minor source of dis—

ruption. Friedman and Schwartz,5 for example, found that from 1867 to

1960, secular and cyclical changes in the money stock were dominated by

changes in high-powered money and institutional changes. They report

that both the money multiplier and the reserve ratio have been "remark-

ably stable," especially since 1902. In a complementary study,

 

3See Appendix A.

4See, for example, Albert E. Burger, The Money Supply Process

(Belmont, CA: Wadsworth Publishing Co., Inc., 1971), pp. 50-58; Sherman

Maisel, "Controlling Monetary Aggregates," in Controllirngonetary

Aggregates (Boston: Federal Reserve Bank of Boston, 1969), p. 160, 165-

65; and John H. Kareken, "Discussion," in Controlling Monetary A re-

gates II: The Implementation (Boston: Federal Reserve Bank of Boston,

1972), p. 143.

 

5Milton Friedman and Anna Jacobsen Schwartz, A Monetary History

of the United States, 1867-1960 (Princeton, N.J.: Princeton Univers-

ity Press, 1971).
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Cagan6 also concluded that variation in the r-ratio has contributed

little to either secular or cyclical changes in the money stock; any

changes in the value of r have been overwhelmed by changes in high—

powered money.

Despite evidence that variation in the r—ratio has been relatively

minor, there has been no shortage of proposals to reform reserve re-

quirements in order to reduce the variation in r. According to Arthur

Burns, ". . . the present structure of reserve requirements leaves much

to be desired. Reforms are needed to increase the precision and the

certainty with which the supply of money and credit can be con-

trolled."7

Proposals to abolish differential and lagged reserve require-

ments and reserves against nonmoney deposits have been made by a num-

ber of authors as well as official commissions and study groups. Poole

and Lieberman, for example, recommend that required reserves against

government deposits and time and savings deposits, as well as lagged

reserve requirements be eliminated.8 In the report of the President's

Commission on Financial Structure and Regulation (The Hunt Commission),

the commission proposed that the Federal Reserve impose a uniform

 

6Phillip Cagan, Determinants and Effects of Changes in the Stock

of Moneyrr1875-l960 (New York: Columbia University Press, 1965).

7Arthur F. Burns, "The Structure of Reserve Requirements," a speech

presented to the Governing Council Spring Meeting, American Bankers

Association, White Sulphur Springs, West Virginia, April 26, 1973;

reprinted in the Federal Reserve Bulletin (May l973):340.

8William Poole and Charles Lieberman, "Improving Monetary Control,"

Brookingg Paper on Economic Activity (2:1972):335.
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reserve requirement on all classes of member banks and that required

reserves against time and savings deposits be abolished.9

By far the most common target for reform, however, has been non-

member banks. Much of the enthusiasm for subjecting nonmember banks

to Federal Reserve reserve requirements has been generated by reports

of the declining proportion of commercial banks that are member banks.10

As the portion of the country's demand deposits that are in nonmember

banks grows, an ever-increasing part of the nation's money stock falls

outside the control of the Federal Reserve. This erosion of the Fed-

eral Reserve's monetary control can only be stopped, it is claimed, by

placing the reserves of all commercial banks under the Federal Reserve's

control. This is the recommendation of a number of authors as well as

the position taken by the Commission on Money and Credit, the President's

Committee on Financial Institutions, and the Hunt Commission. Every

year since 1964, the Federal Reserve itself has requested that Congress

put nonmember banks under their control for reserve purposes. The

Federal Reserve states that, "Because demand deposits held by an insti-

tution are part of the country's money supply just as are those in mem—

ber banks, applying the same demand-deposit reserve requirements to all

 

9The Report of the President's Commission on Financial Structure

and Regulation (Washington, D.C.: U.S. Government Printing Office,

1971), p. 65.

 

10See, for example, Edward G. Boehne, "Falling Fed Membership and

Eroding Monetary Control: What Can Be Done?", Business Review, Federal

Reserve Bank of Philadelphia (June 1974):3-15; William Burke, "Primer

on Reserve Requirements," Business Review, Federal Reserve Bank of

San Francisco (Winter 1974):3-16; Arthur F. Burns, ibid., p. 340—41;

Annaul Report of the Board of Governors of the Federal Reserve System,

1972, (Washington, D.C., 1972), pp. 195-96.
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such institutions would facilitate the effective implementation of

monetary policy."11

The fact that various kinds of nonbank financial intermediaries

have recently begun to issue deposits that are subject to withdrawal

by check has created a control problem analogous to that represented

by nonmember banks. Since the deposits of these institutions that are

transferable by check function like demand deposits, they constitute

another part of the nation's payments system that is not currently con—

trollable by the Federal Reserve. Since the provisions of such ser-

vices by nonbank financial institutions is becoming more prevalent, it

seems apparent that the control problem they represent will be an

increasing one in the future. Recognition of this trend has led some

to recommend that Federal Reserve reserve requirements be extended, not

only to nonmember banks, but to all financial intermediaries that issue

deposits subject to checking privileges. The Hunt Commission proposed

that Federal Reserve membership "be required of all commercial banks,

savings and loan associations and mutual savings banks that offer third

party payments services."12 In the last few years, the Federal Reserve

Board has taken the position that, ". . . reserve requirements set by

and held with the Federal Reserve be made applicable to all financial

institutions that offer money-transfer services in essentially the same

manner as do member banks. This would provide the most rational and

 

11Annual Report of the Board of Governors of the Federal Reserve

System, 1971 (Washington, D.C., 1971), p. 212.

 

 

12The Report of the President's Commission on Financial Structure

and Ragulation, p. 65.
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equitable system of reserve requirements, particularly in view of the

evolution toward the use of check-type transfers by thrift institu—

tions."13

The desire to extend Federal Reserve reserve requirements to cover

nonmember banks is, however, by no means unanimous. Opponents of the

proposal claim that the gain in terms of monetary control would be

negligible; that so many other factors cause variation in the r—ratio

that relatively little would be achieved by placing nonmember banks

under the control of the Federal Reserve. In addition, it is usually

claimed that such a reform would jeopardize the dual banking system

and correspondent banking.14

It is easy for those who support retaining the current system of

state reserve requirements for nonmember banks to point to the Federal

Reserve scheme of lagged and differential reserve requirements and

required reserves against nonmoney deposits, all of which also generate

variation in r. The fact that the Federal Reserve has only recently

increased the number of reserve classes for member banks, fuels the

claims that reform could be made within its own reserve requirements

system that would also improve monetary control. In a paper written

for the Conference of State Bank Supervisors, Robertson and Phillips

take the popular position that, "The existence of different reserve

requirements for member and nonmember banks does not complicate the

 

13Annual Report of the Board of Governors of the Federal Reserve

System, 1972, ibid., p. 195.
 

.14Ira Kaminow, "The Case Against Uniform Reserves: A Lost pre-

spective," Business Review, Federal Reserve Bank of Philadelphia

(June 1974): 16-21.
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problem of monetary controls to any significant degree; Federal Reserve

could make far more important changes for more precise control of the

money stock by altering its own reserve rules for member banks."15

Despite many claims about the relative sources of variation in the

reserve ratio and the proposals for reform, there is little empirical

evidence to support or refute them. What empirical evidence there is,

which is reviewed in the next chapter, is often not comprehensive or

not completely reliable because of data problems. This study investi-

gates the extent to which lagged reserve requirements, differential

reserve requirements, nonmember banks, reserves against nonmoney de-

posits and excess reserves introduce variability and unpredictability

into the reserve ratio.

The theoretical basis for this study is a standard Brunner—Meltzer

nonlinear money supply model16 in which the money stock is related to

the net source base by the money multiplier. The money-multiplier model

presumes that the Federal Reserve attempts to control the money stock

by controlling'fhe source base; a prerequisite of precise monetary con—

trol is therefore a stable, or at least predictable, money multiplier.

The money multiplier is determined by several variable parameters, one

of which is the reserve ratio.

 

15Ross M. Robertson and Almarin Phillips, Optional Affiliation With

the Federal Reserve System for Reserve Purposes is Consistent With

Effective Monetary Policies (Washington, D.C.: Conference of State Bank

Supervisors, 1974), p. 5.

 

16See Appendix A.
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Aside from changes in legal reserve ratios, all variation in the

reserve ratio comes from one of the aforementioned institutional aspects

of reserve requirements or excess reserves. In Chapter 3, the reserve

ratio is therefore expressed as the product of nine parameters (or

groups of parameters) so that each parameter reflects the impact on the

reserve ratio of lagged or differential reserve requirements, nonmember

banks, reserved against nonmoney deposits, or excess reserves.

In Chapter 4, the historical behavior of each of the parameters

in the reserve ratio is described. The relative variability of each

parameter implies the relative severity of the control problem attrib-

utably to each institutional aspect of reserve requirements. In some

cases, secular or seasonal patterns are discernible in a parameter's

behavior; in some cases, a parameter's behavior can be related to some

independent economic or institutional occurrence. In Chapter 5, the

historical variation in the reserve ratio and its component parameters

are assessed; the variation in the reserve ratio attributable to each

component parameter is isolated.

Variability in the reserve ratio, whatever its source, is not

necessarily troublesome to control if the variation is predictable. To

assess the predictability of the reserve ratio and its component param-

eters, two different forecast experiments are performed. For control

purposes, the simplest way to forecast the reserve ratio is to assume

no change from the previous week in its component parameters. The

first forecast experiment utilizes this naive assumption of no—change

in the parameters of the reserve ratio. The error in the reserve ratio

that is caused by the naive forecasts of its parameters is calculated.
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Using the time series methodology of Box and Jenkins,17 models are

estimated to represent each of the parameters in the reserve ratio.

The development of these models is described in Chapter 6. These

models are then used to derive another, more SOphisticated forecast, of

each of the parameters comprising the reserve ratio. These forecast

values are then substituted for the naive forecasts and the resulting

errors are compared. The relative loss, in terms of accurate forecasts

of the reserve ratio, of using the naive or Box-Jenkins forecast of

each parameter is determined. These results are reported in Chapter 7.

In all of the empirical results, it is interesting to note the

validity of the claims made about the relative severity of the control

problems caused by the different institutional aspects of reserve

requirements. The following common claims are evaluated:

1) That the growing proportion of banks that are nonmembers is

resulting in an increasingly troublesome control problem;

2) That the control problem caused by nonmember banks is not as

severe as that caused by lagged reserve requirements, differential

reserve requirements, and other structural aspects of Federal Reserve

reserve requirements;

3) That the Federal Reserve‘s introduction of lagged reserve re-

quirements has introduced a source of great variability into the re-

serve ratio and has created a much more serious control problem than

nonmember banks;

 

17George E. P. Box and Gwilym M. Jenkins, Time Series Analysis:

Forecastigg and Control, Revised Edition (New York: Holden-Day, Inc.,

1976).
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4) That the increased number of deposit categories defined by the

Federal Reserve has made the monetary control problems of lagged and

differential reserve requirements more difficult.



CHAPTER 2

REVIEW OF THE LITERATURE

The variation in the reserve-deposit relationship caused by non-

uniform reserve requirement is a control problem which has been recog-

nized by authors since the deposit-expansion process was first detailed

by C. A. Phillips1 in 1920. Beyond recognizing the existence of the

problem however, the earliest analysis of the effects of nonuniform

reserve requirements is in Laughlin Currie's The Supply and Control
 

of Money in the United States,2 first published in 1934. While Currie's
 

empirical analysis of the problem is limited by the inadequacies of the

data available at the time, he does recognize and discuss the control

problems represented by nonmember banks, differential Federal Reserve

reserve requirements and reserve requirements against nonmoney deposits,

especially time deposits. Currie states, "Indeed it will be found

that so many and diverse are the forces causing variations in the

reserve ratio against demand deposits that it is quite impossible to

predict the magnitude of a change in the volume of money that will

result from any given change in the volume of commercial banks."3

To assess the control problem represented by time deposits, Currie

compares estimates of changes in total required reserves with estimated

changes in required reserves against time deposits, using call report

data for 1921 through 1933. The results show that a "considerable

 

1C. A. Phillips, Bank Credit (New York: The MacMillan Company,

1920).

 

2Laughlin Currie, The Supply and Control of Money in the United

States (New York: Russell and Russell, 1968).

3ibid., p. 71 14
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proportion"4 of the annual changes in required reserves are due to

changes in the level of time deposits. Currie also recognizes the con-

trol problem represented by nonmember banks, but minimized its impor-

tance. He claims that the two systems are so interdependent that

shifts of deposits between member and nonmember banks largely offset

each other and their overall effect on the money stock is neutralized.

He does recognize that, "Over a period of time, however, the relative

volume of member and nonmember banks deposits do change, and this

causes changes in the ratio of member bank reserves to total demand

deposits."5 It was however his view that nonmember banks would grad-

ually choose to join the System and therefore that the problem posed

by nonmember banks would soon disappear.

To determine the effects of interbank deposits and cash items in

process of collection, Currie calculated the ratio of adjusted demand

deposits to net demand deposits, using call report data for 1922

through 1932. Since both these asset items are deducted from demand

deposits before required reserves are calculated, there is always a dis-

crepancy between net demand deposits (on which reserves are based) and

adjusted demand deposits (the money-stock component). Currie finds that

the ratio is quite unstable, indicating the variation in the levels of

interbank deposits and cash items in process of collection also disrupt

the money-reserve ratio.

With regard to differential reserve requirements between classes

of member banks, Currie notes that the net expansion or contraction of

 

“ibid., p. 69.

5ibid., p. 74.
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money resulting from a redistribution of deposits between classes of

member banks will generally be in opposition to intended monetary con-

trol. For example, during a business expansion, larger, city banks are

apt to lose deposits to smaller, country banks, allowing an expansion

of the money stock at a time when discretionary policy would be aimed

in the opposite direction.6

Currie calculates reserve ratios for classes of member banks, for

all member banks, and for all commercial banks. While he finds that

these reserve ratios vary little, he claims that it is misleading to

conclude that nonuniform reserve requirements are not a control problem;

very small changes in the reserve ratios translate into relatively

large changes in the money stock. Comparing changes in member bank

reserves to: 1) member bank adjusted demand deposits; 2) adjusted

demand deposits for all commercial banks; and 3) the money stock, shows

that given changes in member bank reserves have historically corres-

ponded to a wide variety of changes in adjusted demand deposits and

the money stock. Currie concludes that, "Actually an increase in util-

ized reserves may correspond with almost any multiple expansion or con—

traction of money."7

In their development of a modern theory of the money supply pro-

cess, Karl Brunner and Allan H. Meltzer and their followers have incor-

porated sufficient institutional detail that the models include the

effects of nonuniform reserve requirements. A description of Brunner-

Meltzer's well-known nonlinear money supply theory as well as Brunner's

earlier linear theory are contained in Appendix A. They are discussed

 

61131.1. , pp. 75-6.

7ibid., p. 82.
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below only briefly and only with reference to the specific issue under

consideration in this study. Following the development of modern money

supply theories, a number of empirical studies were undertaken to meas-

ure the control problem caused by nonuniform reserve requirements.

Each of these empirical studies is also discussed below.

Brunner-Meltzer
 

Brunner's linear theory8 is based on the notion of surplus reserves,

defined as available reserves less desired available reserves. As sur-

plus reserves appear in an individual bank's portfolio, it expands its

earning assets, thereby increasing the money stock in the process of

ridding itself of surplus reserves. Brunner identified eight ways in

which surplus reserves may be generated for an individual bank. Four

of those eight sources of surplus reserves are pertinent to this study.

1) Shifts between demand and time deposits, to the extent that

either legal or desired reserve ratios on time and demand deposits are

not equal;

2) Redistribution of existing deposits or the distribution of

newly-created deposits among banks subject to different reserve ratios;

3) Reallocation of a bank's cash assets between interbank deposits

and assets that satisfy legal reserve requirements;

4) An individual bank may gain or lose surplus reserves as other

banks in the system reallocate their cash assets as described in para—

graph (3).

 

8KarliBrunner, "A Schema for the Supply Theory of Money," Inter-

rLational Economic Review 2 (January l961):79-109.
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The expression which explains the generation of aggregate surplus

reserves therefore includes four terms that are of interest here. First,

the quantity of surplus reserves released or frozen by shifts between

time and demand deposits is represented by, (using Brunner's notation),

(2-1)

1

di
1- =

32

Second,

loss or gain

M
5

[(rdi
+ wi)(l - g .) - (rt1 + wi)]n1, where (for n banks),

1 l 21 2 2

the legal reserve ratio against demand deposits for the ith

bank;

the marginal propensity of the ith bank to hold additional

reserves against demand deposits;

the legal reserve ratio against time deposits for the ith

bank;

the marginal propensity of the ith bank to hold added

reserves against time deposits;

the marginal propensity of the ith bank to adjust its

balances at other banks because of a change in its deposit

liabilities;

the deposit flow representing a shift from demand deposits

to time deposits at the ith bank.

the term Brunner identifies as 2’ represents the aggregate

of surplus reserves resulting from a redistribution of

existing deposits among different classes of banks. Specifically,

(2-2)

1

8331

n d. i 1 1i

2 ~1:1[(1 - g3i) - (r + wl)gli]n3 , where,

the proportion of the ith bank's clearing balance that is

settled by the Federal Reserve mechanism;

the proportion of the ith bank's clearing balance that is

settled by debiting its deposit liabilities to other

banks;

the net deposit inflow to the ith bank resulting from the

redistribution of existing deposits among different banks.

“11
(Z n =0)-

i=1 3
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In order for this term to affect the aggregate level of surplus reserves,

the value of the bracketed expression must be different for different

banks.

Finally there are two terms in the expression for surplus reserves

incorporating the influence of interbank deposits. One deals with the

distributional effect of interbank deposits. Dividing banks into four

classes (central reserve city, reserve city, country, and nonmember

banks), the net interbank position for the 3th class of banks is an

aggregation over all banks in that class and is represented by,

s s bs

(2-3) ho - (l - gz)do where

hS = interbank deposits that represent assets of banks in the 3th

class;

bs . th

do 8 demand dep031ts of the 3 class that are owned by other

banks.

The average interbank position for all classes of banks, weighted by

legal and desired reserve ratios, is therefore defined by

2 (rd + ws)[hs - (1 - S)dbs]
s=l l o 8z o

(2-4) 80 = -

(rds + ws)

1 l

S

I
I
M
-
L
‘

s

The rate of change in the average distribution of interbank deposits

will absorb or release surplus reserves. This is defined by,

4

(2-5) 2 (rd

s=l

s s .
+ wl)€o,

where to is the rate of change in so. The second term dealing with

interbank deposits defines the scale effect of the quantity of inter-

bank deposits in the system. The term Yo is defined,
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n

(2-6) Y =2 d .

summing over all n banks in the system. The rate of change in Y0 there-

fore determines the surplus released or absorbed by a change in the

level of interbank deposits in the system.

Although Brunner has done empirical work in connection with the

linear money supply hypothesis, little of it is pertinent to the issues

of this study and what is pertinent has been rather sketchily reported

by Brunner. Brunner minimizes the effect differential reserve require-

ments have had in the money supply process and believes that the dis-

turbance from this source has been overrated by Federal Reserve offi—

cials. While "there is little doubt that volatile redistribution of

deposits among classes of banks could seriously impair the degree of

control exercised by the monetary authorities over the money supply,

. . . (I) investigation of the variations generated in the average

requirement ratio on demand deposits attributable to a shifting distri-

bution of existing deposits, however, yields no support for the conten-

tion that volatile shifts in deposit distribution actually impairs the

degree of control over the money stock."

In An Alternative Approach to the Monetary Mechanism, Brunner and

Meltzer assess the importance of the disturbance represented by the

term, 21. For subperiods when legal reserve ratios remained constant,

they computed for each month in the period June, 1945 through September,

1962, the change in required reserves from the same month in the preced-

ing year. These calculations reveal, according to Brunner and Meltzer,

 

9U.S., Congress, House, Committee on Banking and Currency, subcomr

udttee on Domestic Finance, An Alternative Approach to the Monetary

Mechanism, by Karl Brunner and Allan H. Meltzer, 88th Congress, 2nd Ses-

sion (Washington, D.C.: Government Printing Office, 1964), p. 18
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that the amount of reserves released or absorbed by shifts in the dis-

tribution of deposits has been small, regular, and has declined since

World War II. In the 41-month subperiod ending in September 1962, the

average monthly release of required reserves was $43 million. That

same subperiod displays the largest range of monthly values: a maximum

value of $141 million and a minimum value of -$111 million. Assuming

a money multiplier of 2.5, Brunner and Meltzer infer that changes in

reserves attributable to a changing distribution of deposits amounted

to an average annual change in the money supply of $87 million in the

early 1960's (down from $175 million in the subperiod right after

World War II). In percentage terms, the source of reserves was, on

the average, responsible for .06% of the growth in the money stock in

the early 1960's or for an annual rate of change in the money stock of

.22 in the last 15 years. Furthermore, Brunner and Meltzer claim that

the average monthly values behave in a regular pattern, implying that

the irregular influence of the distribution of deposits on the money

stock.would be even smaller. Since the size of the disturbance from

this source appears smaller than the effects of random forces on the

money stock, Brunner and Meltzer conclude that "removal of differential

requirement ratios cannot be justified in terms of the degree of con-

trol over the money supply."10 Brunner and Meltzer also conclude that

the effect on the money stock of changes in either the level or distri—

bution of interbank deposits is very small. Changes in interbank de-

posits, even changes that are large relative to observed changes, would

have minimal impact on the money stock. For example, a 1% change in the

 

loibid.
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money stock would require a reallocation of interbank deposits of $8

billion from central reserve city banks to country banks and of $28

billion from reserve city banks to country banks. Since total member

interbank deposits were $15 billion at the end of 1962, shifts in

deposits of such magnitude seem highly unlikely. Brunner and Meltzer

conclude therefore that variations in the money stock due to changes in

interbank deposits are so small they are indistinguishable from random

variations in the money stock and that omitting their effects on the

money stock does not cause significant error.ll

Benston

. . 12 . . .
Benston s 1969 article is the first systematic attempt to empir-

ically investigate the extent to which the reserve requirement system

interferes with monetary control. He considers three sources of varia-

tion in the reserve-demand deposit relationship:

(1) differential reserve requirements for different classes of

member banks;

(2) the imposition of different reserve ratios on demand and time

deposits; and

(3) the tendency of different banks to hold different levels of

excess reserves relative to deposits.

The basis of Benston's empirical investigation is the equation,

n n -1

(2-7) DDt = TRt 2 (rd dd + re ddi) + Z rt td,

i-l i i i j=1 j J ’

where rd = the legal reserve ratio against demand deposits for the ith

class of banks;

 

llibid., p. 27.

12George J. Benston, "An Analysis and Evaluation of Alternative

Reserve Requirement Plans," Journal of Finance XXIV (December 1969):

849-70.
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rt. = the legal reserve ratio against time deposits for the jth

J class of banks;

ddi = the ratio of demand deposits in the ith class of banks to

total member banks demand deposits;

th
re. = the ratio of excess reserves to demand deposits at the i

class of banks;

td. = the ratio of time deposits of the jth size to total demand

3 deposits at all member banks.

Benston's analysis centers on the demand deposit multiplier, the expres-

sion inside the bracket in equation (2-7). Except for rdi and rtj, the

values of the terms in the demand deposit multiplier are not known. The

values of ddi’ rei, and td must be predicted; they may, however, vary

i

so little or be so predictable, that effects of changes in their values

can be easily offset.

Benston attempts to compare the predictability of a change in net

demand deposits arising from a change in total reserves, under various

reserve requirement systems. He considers the following three systems:

1) the country bank-city bank system; 2) a graduated system, based on

bank size; and 3) a uniform reserve requirement scheme. Benston was

unable to obtain deposit data distributed by banks size, so he uses the

country-city reserve city distinction as a proxy for size for both de-

mand and time deposits. The tdj terms actually reflect two influences

on the demand deposit multiplier-~the distribution of time deposits

among classes of member banks and the ratio of member bank time deposits

to member bank demand deposits. Benston does not distinguish between

these two effects. The data he uses is semimonthly averages of daily

figures for member banks for the period January 1, 1951 to August 1967.
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13
The mean change in dd from one period to the next is .021%.

i

Expressed as a percentage of ddi,l4 the mean change in the ratio is only

.0612 for country banks and -.033% for city banks. Therefore while the

series ddi exhibits a few large period-to-period changes and extreme

values, the overall variation in ddi has not been large. The Fed may

therefore be able to predict total demand deposits successfully while

ignoring any shift in deposits between classes of member banks. To

test this possibility, Benston "predicts" total demand deposits for each

period, using the value of dd for the previous period. The overall

1

error in estimating DDt in this manner proved to be quite small, though

there were a few periods for which the errors were substantial. Benston

therefore concludes that Changes in dd are small and predictable.

i

Benston uses the same simple prediction model to test whether

changes in dd are offset by differences in re When the ddi term is
i i'

lagged, the prediction errors are smaller, implying that unexpected

changes in dd are offset some by different re Benston concludes that

i i'

a system of differential reserve ratios may actually be superior to uni-

form reserve ratios. However, there is little difference in excess

reserve behavior between bank classes so the possible advantage of dif-

ferential reserve ratios is apparently small.

Finally, Benston estimates total demand deposits by the simple

model, DDt = DD The errors encountered with these predictions are
t-l'

large and ten times larger than the errors involved when DDt were

 

13
[dd dd .100

i,t ' i,t-l]

1“ = dd - 100
[ddi,t - ddi,t-1] ' i,t-1
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estimated u51ng ddi,t = ddi,t-l'

larger problems involved in estimating total demand deposits that are

This implies that there are other,

not accounted for by shifts in ddi' Therefore, Benston finds no sig-

nificant evidence to recommend one reserve requirement system over

another.

The tdj terms show much larger changes for all classes of bank than

the ddi terms. But since the ratio of time to demand deposits for all

banks grew during the sample period, Benston concludes that the changes

in tdj were primarily the result of movements into time deposits rather

than the result of shifts in deposits among classes of banks. The tdj

ratio as it is constructed does not allow Benston to disentangle the

two movements. Assuming tdj,t = tdj,t-l in his prediction model for

DDt results in errors that are as much as nine times larger than those

resulting from assuming ddi,t = ddi,t-1' When two or three lagged

error terms are added to the prediction model, the prediction errors

are reduced by two-thirds. Benston therefore concludes that changes in

time deposits need not hamper monetary control either.

Benston sees nonmember banks presenting two control problems.

First, is the erosion of control over the total deposits of the nation

as more and more banks leave (or fail to join) the System. He considers

this problem unimportant, claiming, "the shifts of deposits of this sort

are gradual and obviously can be predicted and accounted for easily."15

The second and, in Bestons's regard, more significant problem is the

transitory shifts in deposits between existing member and nonmember

banks. Benston compares the Federal Reserve's estimate of nonmember

 

15ibid., p. 859.
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bank demand deposits to nonmember bank call data and concludes that

estimation between call dates of nonmember bank deposits is a much more

serious problem for the Fed than predicting shifts in deposits between

classes of member banks.

Poole and Lieberman
 

In "Improving Monetary Control," William Poole and Charles

Liebermanl6 investigate the variation in the ratio of member bank re-

serves to member bank adjusted demand deposits. They ignore the con-

trol problem created by nonmember banks. They calculate the member

bank reserve ratio using weekly data for individual member banks for

the period October 7, 1970 to November 3, 1971. The ratio proves to be

more stable under the new graduated reserve requirement system than

under the old city-country system. The ratio has a standard of devia-

tion of .44 and a coefficient of variation of .018 under the city-

country bank reserve plan, compared to .37 and .017 for the graduated

reserve system.

Poole and Lieberman decompose the member bank reserve-demand de-

posit ratio into the sum of required reserves against private demand

deposits, government demand deposits, interbank deposits, time deposits

and nondeposit liabilities (Eurodollars and commercial paper). Total

required reserves and each of its components are then divided by total

member bank demand deposits. (This ignores excess reserves). The var—

iance of the total required reserve ratio is then the sum of the vari-

ance of each of the component required reserve ratios plus twice the

covariances of the component ratios.

 

16William Poole and Charles Lieberman, "Improving Monetary Control,"

Brookinga Papers on Economic Activiry (2:1972):293—342.
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Their results indicate that differential reserve requirements cause

little variation in the total reserve ratio: the variance of the total

required reserve ratio is .1403 while that for its demand deposit com-

ponent is .0021. The greatest source of variation in the total required

reserve ratio comes from time deposits (its reserve ratio has a vari—

ance of .1101) followed by government deposits (.0308) and interbank

deposits (.0209). The reserve ratio for the nondeposit liabilities show

even smaller variances. The same calculations for changes in deposits

yield the following results: total required reserve ratio, .0931;

government deposits, .0306; interbank deposits, .0406; time deposits,

.0091; demand deposits, .0020. When first differences are considered

then, time deposits cause much less disturbance in the reserve ratio,

and the major control problems are changes in government and interbank

deposits. Poole and Lieberman therefore conclude that neither gradu—

ated reserve requirements nor reserve requirements against nondeposit

liabilities causes serious disturbance in the required reserve ratio;

changes in the level of time deposits and the reserves needed to back

them are substantial, but those changes are apparently more predict-

able than are changes in either government or interbank deposits.

While Poole and Lieberman present no quantified measure of the

disturbance introduced in the reserve ratio by lagged reserve require-

ments, they do present theoretical arguments to support the view that,

"The lagged reserve requirement system in all probability reduces the

stability of short run functional relationship and to that extent the

precision of week-by-week control."17 While it is true that lagged

 

17ibid., p. 311.
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reserve requirements provide member banks and the Federal Reserve with

perfect certainty about the level of required reserves, they provide no

one with information on the amount of reserve adjustment that is neces—

sary. Hence, it is the contention of Poole and Lieberman that some

reserve adjustment is necessary with either lagged or contemporaneous

reserve requirements, but that lagged reserve requirements preclude any

reserve adjustment through manipulation of deposit levels. More of the

adjustment is therefore forced into the money market. To assess their

impact in the money market, Poole and Lieberman examine three indi-

cators of money market stability (weekly change in the money stock, fed-

eral funds rate, and the level of free reserves) for 296 weeks before

the introduction of lagged reserve requirements and 197 weeks after

their introduction. In each case, they find slightly more instability

with lagged reserve requirements.

Starleaf

The most recent investigation of this problem is a study by Dennis

Starleaf18 in which he systematically removes other sources of variation

in the reserve ratio in order to assess whether or not nonmember banks

present a serious control problem. He defines the reserve ratio,

R + V

n_._J£____.

where R.In is member bank reserves, Vh is nonmember bank vault cash and

DD is the demand-deposit component of the money supply.

 

18Dennis R. Starleaf, "Nonmember Banks and Monetary Control,"

The Journal of Finance XXX (September l975):955-975.
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Initially Starleaf dismisses three of the causes of variation in

the r-ratio, assuming that they can be accurately predicted by the Fed.

These include changes in legal reserve ratios, changes in the distri—

bution of deposits between classes of member banks,19 and changes in

the level of nondeposit liabilities. Under these assumptions, the

artificial reserve ratio r* is constructed which excludes the effects

of nondeposit liabilities and incorporates constant effective reserve

ratios for all member banks. Thus,

 

 

* .147 NDD + .04T + ER + v 20
(2_9) r = m m m n ,

DDA + DDA + DD + CIP - FLT + FORN
m n f m,f

where

NDDm = member bank net demand deposits;

Tm = member bank time deposits;

ER.In = member bank excess reserves;

DDAm = member bank demand deposits adjusted;

DDAn = nonmember bank demand deposits adjusted;

DDf = demand deposit balances at branches and agencies of foreign

banks in New York City plus such balances at international

investment corporations in New York City;

CIPm f = member bank cash items in process of collection associated

’ with foreign agency and branch transfers;

FLT 8 Federal Reserve Float, and

FORN = deposits at Federal Reserve Banks due to foreigh official

institutions.

19He relies on Benston's findings for this conclusion.

20
After the introduction of lagged reserve requirements in Septem—

‘ it = —ber, 1968, R m’t .147 NDDm’t_2 + .o47m,t_2 + ERm,t + (vm’t vh,t_2).
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He then constructs a reserve ratio, rfn, derived from r* by exclud—

ing the influence of nonmember banks. This is accomplished by first,

subtracting Vn from the numerator and DDAn from the denominator of r*.

Second, the reserves that member banks must hold against net interbank

deposits due to nonmember banks is deducted from the numerator of r*.

The data needed to make this adjustment however is not available so

instead he adds net interbank deposits at member banks due to all com-

mercial banks21 to the denominator of r* to obtain,

.147 NDD + .047T + ER

m m m
_. * =

,
(2 10) r_n DDA + NBD + DD + CIP - FLT + FORN

m m f m,f

 

where

NBD = member bank deposits due other commercial banks less

deposits due member banks from other commercial banks.

Starleaf claims that changes in the level of time and government

deposits can be foreseen perfectly, because of lagged reserve require-

ments. Therefore he removes the variation in r* and rfn from these

two sources, resulting in the following definitions,

.147NDD - .147DG + R. + V
m m m n

_. * =
’(2 11) r_t,_g DDA + DDA + DD + CIP - FLT + FORN

m n f m,f

 

.147NDD - .147DG + R
m m m

+ CIP - FLT + FORN

m,f

 _ * =

(2 12) r -n,-t,-g DDA + NBD + DD

m m f

 

21The rationale for adding NBDm to the denominator of (2-10) is as

follows: if there were no nonmember banks, NDDm (on which R5 is based)

would exceed DDAm (the money supply component) by the amount of govern-

ment demand deposits; here NDD exceeds (DDAm + NBDm) by the same smount.

Thus adding NBDh to the denominator of rrn counters the reserves member

banks hold against their net balances due nonmember banks. This assumes

that member bank balances due to other member banks equal member bank

balances due from other member banks (which is in theory true).
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Finally Starleaf removes the affects of float and foreign deposits

CIrepresented by the DD FLT and FORN terms in the denominator
f’ Pm,f’

of equation (2-12). This results in,

.147NDD - .147DG + ER

m m m
(2-13) r* = °

m DDA + NBD
m m

 

The only remaining sources of variation in r; are excess reserves and

lagged reserve requirements.

The values of these reserve ratios are then calculated for June 30

and December 31 for the years, 1961 through 1973. For nonmember banks,

call report data are used; for member banks, weekly data for the week

nearest the call data are used. Comparing first r* and rfn, both

ratios follow the same basic pattern and it is difficult to determine

from a plot of them whether one series varies more than the other. The

first and second differences of the series r* and rfn indicate that r*

is slightly more stable than r: ; the mean of the absolute values of

the second differences of r* is .00332, compared to .00420 for rfn.

These results imply that the existence of nonmember banks has been sta-

bilizing to a small degree. Using r* and rfn to calculate money multi-

pliers, mg and mS,-n’ respectively, Starleaf finds that both mg and

m§’_n display considerable variability. The m§’_n multiplier is

slightly more variable than mg; the mean of the absolute values of the

second differences is .03097 for m§’_n and .02833 for mg. Starleaf

concludes that nonmember banks have at least not been a source of

instability and may be a minor source of stability.

Comparing rft,-g and rfn,-t,-g again shows less variation in the

ratio that includes nonmember banks. The mean of the absolute value of
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the second differences is .00212 for rft -g compared to .00368 for

D 9

rin,-t,-g' Again the empirical evidence implies that nonmember banks

have been a minor source of stability.

Values of r; exhibit considerable variation; the mean of the abso-

lute values of the second differences of r; is .00274. This indicates

that excess reserves and lagged reserve requirements alone account for

much of the variance in the r-ratio. Finally, Starleaf investigates

the stability of the r; ratio with excess reserves also removed

(r;,-er)' Since the rH,-er ratio displays considerable variation,

Starleaf is able to conclude that lagged reserve requirements alone

contribute considerable variation to the r-ratio.

Starleaf's study can be criticized on a number of grounds. A pri-

mary deficiency is his unavoidable reliance on call report data for

nonmember banks. The numerous discontinuities and distortions in call

report data are a well—known problem which renders results based on

call report data somewhat unreliable. It is possible that the small

differences that Starleaf finds between the variation in r* and rfn are

due to errors and distortions in the data.

Second, Starleaf dismisses as unimportant differential Federal

Reserve reserve requirements and requirements against nondeposit liabil—

ities as sources of variation in the reserve ratio. In the case of dif-

ferential reserve requirements, he relies on Benston's results as a

justification. In the second case, he merely assumes that changes in

nondeposit liabilities can be perfectly predicted with lagged reserve

requirements. This assumption could of course be made about many things

that disrupt the reserve ratio: time deposits, government deposits,

interbank deposits, and the distribution of deposits among classes of
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member banks. In actuality, the Federal Reserve does not have the data

needed to perfectly predict these items nor the capabilities to per-

fectly offset their changes.

Starleaf ultimately compares the ratio of reserves to adjusted

demand deposits for all commercial banks with that for member banks and

concludes that since the latter ratio varies more, nonmember banks are

a source of stability. Kopecky22 has shown that, under certain circumr

stances, Starleaf's results for r* and rfn are trivial. In a more

complete model specifying bank behavior, Kopecky includes the institu-

tional arrangement whereby member banks provide reserve assets to non-

member banks through interbank deposits. Member banks' excess reserves

are then taken to be a stochastic function of demand deposit liabil-

ities owed to the public and to nonmember banks. Under these conditions,

Kopecky shows that the mean of the absolute value of the second differ-

ences of r* (which is the measure of variability Starleaf uses) is

always larger than that for rfn.23

Summary and Recommendations
 

The control problems generated by differential reserve require-

ments appear, according to the empirical work reported to date, to be

minimal. Some of the earlier writers, such as Currie, recommended that

uniform reserve requirements be placed on all demand deposits. In addi-

tion, much of the theoretical work done on the money supply process

 

22Kenneth J. Kopecky, "Nonmember Banks Revisited: A Comment on

Starleaf.f Unpublished manuscript, Board of Governors of the Federal

Reserve System, Washington, D.C.

23ibid., pp. 11-12.
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implies that differential reserve requirements introduce troublesome

variation in the reserve ratio.24 Empirical results do not however

support this popular contention. Both Benston's and Poole and

Liberman's results indicate that the distribution of demand deposits

among classes of member banks changes little and, in comparison to

other sources of variation in the reserve ratio, have relatively insig-

nificant effects. Comparing a graduated reserve scheme, a uniform

reserve plan, and the city-country classification system, Benston con—

cludes that none of the reserve systems can be recommended on the basis

of improved monetary control. It should be noted, however, that since

Benston uses data on city and country banks as a proxy for data dis-

tributed by size of bank, his results with respect to a graduated re-

serve system are not totally reliable. Poole and Lieberman are also

not able to conclude that removing differential reserve ratios on

classes of member banks would improve monetary control. Their results

also show that the variation in the reserve ratio caused by differen-

tial reserve requirements is slightly smaller under the graduated re-

serve scheme than under the previous city-country system.

Most authors agree that monetary management would be improved if

nonmember banks were placed under Federal Reserve reserve requirements,

but no one has presented convincing empirical evidence to support that

view. Poole and Lieberman include universal reserve requirements in

their list of proposed reforms. Benston however claims, "The absence

of a Federally controlled, single reserve ratio applied to the demand

 

24See, for example, Albert E. Burger, The Money Supply_Process

(Belmont, California: Wadsworth Publishing Company, Inc., 1971),

pp. 57-580
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deposits of nonmember banks has resulted in a few fairly large errors

of prediction, but these may be a function of discontinuous reporting

by nonmember banks rather than their noncontrol."25 Therefore he is

unable to recommend universal membership. Starleaf does not recommend

universal membership either, inferring from his empirical results that

nonmember banks have been a source of stability, rather than instabil-

ity.

Removal of reserve requirements against time deposits is also a

common recommendation for reform. Currie recommended that this reform

be enacted in order to prevent "distortions" of the money supply caused

by consumers' shifts in and out of time deposits. On the other hand,

some authors have proposed that the distinction between demand and time

deposits be removed for reserve purposes, and the same reserve ratio be

applied to each. From his empirical results, Benston concludes that

changes in time deposits are sufficiently predictable that the question

of the best reserve ratio for them cannot be answered on the grounds of

monetary control. Poole and Lieberman, however, recommend that reserve

requirements on both time deposits and government deposits be eliminated,

their empirical results imply that these two nonmoney items introduce

significant variation into the reserve ratio.

There is virtual agreement among all authors that lagged reserve

requirements should be eliminated. Poole and Lieberman reason that

lagged reserve requirements are a major source of disruption and

Starleaf's results support this contention.

 

25Benston, p. 869.



Chapter 3

THE THEORETICAL MODEL

Introduction
 

The theoretical model employed in this study is a standard money

multiplier model like that originally formulated by Karl Brunner and

Allan H. Meltzerl and modified and refined by Albert E. Burger2 and

others.3 The underlying assumption of such a model is that the mone—

tary authorities have relatively precise control over the net source

based and that they control the net source base in an attempt to con-

trol the money stock. The relationship between the net source base,

Ba’ and the narrowly defined money stock, M1, is conventionally denoted,

(3—1) M1 = mBa,

where m represents the money multiplier. The multiplier m is not a

 

lKarl Brunner and Allan H. Meltzer, "Liquidity Traps for Money,

Bank Credit, and Interest Rates," Journal of Political Economy 76

(January/February l968):1-37.

2Albert E. Burger, The MoneyrSupply Process (Belmont, CA:

Wadsworth Publishing Company, Inc., 1971).

 

3For a more detailed presentation of Brunner and Meltzer's "non-

linear" money supply model, see Appendix A.

4The net source base is defined as the sum of Federal Reserve

holdings of U.S. Government securities, the gold stock, treasury cur-

rency outstanding, Federal Reserve float, and "other Federal Reserve

Assets" minus treasury cash holdings, treasury deposits at Federal

Reserve Banks, foreign deposits at Federal Reserve Banks, other deposits

at the Federal Reserve, and other Federal Reserve liabilities and cap-

ital. For a more detailed description and derivation of the net source

base, see Appendix B.

36
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constant; it is dependent on factors representing the behavior of the

public, commercial banks, and the federal government.

The monetary authorities supply a specific quantity of "base

money" (set the net source base at some prescribed level), but theo-

retically any size money stock may be generated from that level of

base money. The level of the net source base, plus various institu-

tional factors, act as constraints on the size of the money stock,

but there is no exact or constant relationship between the net source

base and the money stock. The inexactness or variability in the base-

money stock relationship is reflected in variation in the money multi-

plier. Any variation in the value of m causes variation in the money

stock, given a constant level of base money. When the monetary

authorities determine the level of the net source base, presumably

they have some estimated value of m in mind.5 If the value of m turns

out to be larger than predicted, the money stock will be larger, given

the controlled level of the net source base. Thus, variation in the

value of m hinders control of the money stock.

Variation in the value of m can be best analyzed using a more de—

tailed definition of m. This can be derived as follows. The net source

base is completely absorbed by the sum of member bank unborrowed re-

serves, nonmember bank vault cash, and currency in the hands of the

public. This is the channel through which the base acts as a constraint

 

5Assuming of course that their aim is to control the money stock

by controlling the net source base.
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on the money stock. The money stock is defined here as currency held

by the public plus privately-owned demand deposits.6 Schematically,

(3-2) Ba=(Rm-B)+VCn+Cp=(R-B)+Cp,

(3-3) M = (2" + D",

where Rm = member bank reserves

B = member bank borrowing

VCn = nonmember bank vault cash

Cp = currency held by the public

R = total bank reserves that absorb base money

Dp = privately-owned demand deposits.

Substituting the expression for Ba and M into (3-1) gives,

Cp+Dp=m(R=B)+Cp,

= Cp+Dp

(R - B) + CP

 

m s

The following parameters are defined,

R/Dp, bank reserves that absorb base money relative to Dpr =

k = Cp/Dp, currency holdings of the public, relative to Dp

b = B/Dp, member bank borrowing, relative to Dp

Substitution yields,

kDp+ Dp

m = '

er - pr + k1)"

 

 

6This "conventional" definition of the money stock will be used

throughout this study, unless otherwise indicated. Foreign deposits at

Federal Reserve Banks are also included in this definition of the money

stock but are ignored here. The rationale for this is first, that the

item is quantitatively very small and second, that it has no effect on

the issues being investigated in this study.
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Dividing the numerator and denominator of the right hand side of the

equation by Dp gives

___1_+__k__
(3-4) m - b +

r - k °

As can be seen in equation (3—4), the value and stability of m is

dependent on the value of stability of l) the public's decision with

regard to currency holdings (k); 2) member bank borrowing behavior (b);

and 3) various behavorial and institutional factors that govern the

level of bank reserves relative to privately-owned demand deposits (r).

Variation and unpredictability will occur in m as a result of varia-

tion and unpredictability in k, b, or r.

Consider first the parameter k. As equation (3-2) shows, every

dollar of the net source base becomes a part of either bank reserves

or currency in the hands of the public. Every dollar of the net source

base that is held as currency by the public adds exactly one dollar to

the money stock. But every dollar of the net source base that is

absorbed into bank reserves can potentially support (% -$1) of demand

deposits, where r represents the weighted-average reserve requirement.

Therefore, how the net source base is apportioned between Cp and (R.— B)

is one important determinant of the size of the money stock which will

ensue from a given amount of base money. Any variation in the portion

of the net source base that the public elects to hold as cash will

therefore cause variation in m.

The second factor that causes variation in m is member bank borrow-

ing (b). 'By adding to member bank reserves, borrowing in effect extends
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the net source base7 and gives member banks the potential to expand

demand deposits above the level that would be possible without borrow-

ing. Therefore an increase in the level of member bank borrowing will

increase the size of m (as can be seen in equation (3—4)) and a larger

money stock will correspond to a given level of base money.

Finally, m may vary because of variation in the relationship be—

tween bank reserves and privately-owned demand deposits (r). The pur-

pose of this study is to investigate the behavior of the parameter r

and thereby infer its effect on m. The parameter r summarizes the

effects on m of a number of factors determined by bank, public, and

federal government behavior in combination with the current reserve

requirement systems. The parameter r is examined in more detail in the

next section.

Factors that Affect the Value of the r-Ratio

The level of reserves that absorb base money relative to privately-

owned demand deposits (r) can, given the current reserve requirement

systems, be affected in two basic ways. One way is through changes in

the distribution of deposits among classes of banks that are subject to

different required reserve ratios. Changes in the distribution of de—

posits may cause base money to be absorbed or released by increasing

or decreasing the amount of reserves that must be held per dollar of

 

7The net source base plus member bank borrowing is defined as the

source base. The monetary authorities exercise some control, though

imprecise, over member borrowing through administration of the discount

window. Furthermore, it is usually claimed that the Fed can offset

member bank borrowing with enough precision to exactly control the

source base. In light of this, the source base could be used as the

controlled variable as validly as the net source base.
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privately-owned demand deposits. The value of r is, therefore, cur-

rently affected by the distribution of total deposits between member

and nonmember banks; by the distribution of member demand and time

deposits among member banks of different reserve categories; by the

distribution of nonmember demand and time deposits among nonmember

banks in different states;8 and by the distribution of net interbank

deposits and cash items in process of collection between members and

nonmembers, members of different reserve categories and nonmembers in

different states.

The second way that the value of r is altered is by things that

are not part of the money stock, against which member banks must hold

base-absorbing reserves. By adding to reserves, these factors reduce

the amount of net source base available to back the money stock; they

increase the value of r and lower m. Five factors affect the value of

r in this manner. They include: excess reserves, government demand

deposits, interbank deposits, time deposits, and several categories of

nondeposit liabilities against which member banks are required to hold

reserves. In addition, the value of r is affected by weekrto—week

changes in either the level of member bank demand or time deposits, or

their distribution among reserve classes. Each of these factors is

dealt with separately below.

(i) Nonmember banks: The existence of nonmember banks introduces
 

variation in r in three ways each of which stems from the institutional

 

880me states subject their nonmember banks to differential reserve

requirements, based either on bank size or geographical location. In

those states, the distribution of deposits among nonmembers subject to

different reserve ratios is also germane.
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arrangement which places nonmember banks under different sets of re-

serve requirements than member banks. Nonmember banks are subject to

reserve requirements imposed by the state in which they are chartered.

These state-imposed reserve requirements vary widely from state to

state; Illinois has no reserve requirements at all, seven states impose

reserve ratios that are the same as those of the Federal Reserve System.

Table C—l in Appendix C is a listing of state reserve requirements as of

May, 1977.

In general state reserve requirements are quantitatively smaller

than those of the Federal Reserve. In addition, there are a number of

qualitative differences between state and Federal Reserve reserve

requirements. First, while member banks must meet reserve requirements

every week, nonmember banks in many states are required to meet their

requirements much less frequently. In addition, different assets qual-

ify as legal reserves for nonmember banks than for member banks. As

can be seen in Table 0-1, at least part of required reserves can be

satisfied with holdings of federal or state government securities in 26

states and by cash items in process of collection in 22 states. Non-

member banks' voluntary holdings of vault cash qualify for required

reserves in every state; the remainder of required reserves can in

every state be held in the form of demand deposits in other commercial

banks. In contrast, Federal Reserve reserve requirements require all

member banks to hold their required reserves as vault cash or deposits

at the Federal Reserve Bank. This means that nonmember banks' reserves

can be held in a form that is at least useful to nonmember banks and

often, a form.which is interest-bearing. Member banks, however, must

hold their reserves in noninterest bearing assets.
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These quantitative and qualitative differences between Federal

Reserve and state reserve requirements have caused discussion and crit-

icism on the grounds of equity. There is no doubt that Federal Reserve

reserve requirements put member banks at a cost and competitive disad-

vantage vis e vis nonmember banks. This is reflected in the diminish-

ing proportion of the nation's commercial banks which choose to be mem-

bers. The inequity caused by the existence of dual reserve require-

ments in each state is not, however, an issue here.

The important issue here is the control problem that may be caused

by the qualitative differences between Federal Reserve and state re—

serve requirements. The two assets in which member banks must hold

their required reserves are, as can be seen in Appendix B, both base-

absorbing. The level of member bank reserves is therefore limited by

the size of the net source base and can be controlled by the Federal

Reserve. Under the existing state reserve systems, nonmember banks are

not specifically required to hold base money as reserves. Only the

vault cash portion of nonmember bank reserves absorbs base money di-

rectly. The part of nonmember bank reserves made up of interbank

deposits may indirectly absorb base money as member banks reserves must

be held against those interbank balances. This is one of the ways that

nonmember banks affect the value of the r-ratio: by altering the level

of interbank deposits in member banks and thereby affecting the level

of member bank reserves. This will be discussed more in the section

below on interbank deposits. As a whole, however, nonmember bank re-

serves are not constrained or controlled as are member bank reserves.

If bank reserves are defined as those that absorb money, most nonmember
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bank reserves are actually reserves only in a legal sense; only the

vault cash portion of nonmember bank reserves are base-absorbing.

Nonmember bank "reserves" can be expressed as,

9

R = VCn + Dn + Dn ,
m n

where R = nonmember bank "reserves;"

VCn = nonmember bank vault cash;

D; = demand deposits due nonmember banks from member banks;10

D: = demand deposits due nonmember banks from other nonmember

banks.

Both member and nonmember banks are required to hold reserves against

net demand deposits, defined as total demand deposits minus cash items

in process of collection and demand deposits due from other domestic

commercial banks. Total nonmember bank "reserves" are then,

R9 = z d (D - 1'"h - DP’h - Dn’h) + z t T , + ERP;
h n,h n m r n,r

h k

where,

Rn = nonmember bank "reserves;"

the legally required reserve ratio against nonmember demand

deposits in the hthstate;ll

s
P
‘ ll

 

9Security reserve requirements are ignored throughout this anal-

ysis, i.e., it is assumed that nonmember bank reserves are reduced by

the amount of those reserves that can be held in securities.

10The notation Dx will be used to denote an interbank deposit that

is the asset of bank y x and the liability of bank y.

11'When nonmember banks within one state are subject to differential

reserve requirements, the expression for nonmember bank reserves will

have to be fragmented further to account for the additional reserve

categories.
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8

ll

RR“ =

Member bank

111

R:

Rm=

where,
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the legally requirfid reserve ratio against nonmember time

deposits in the k state;

gross nonmember bank demand deposits in the hth state;

gross nonmember bank time deposits in the kth state;

- cash {gems in process of collection for nonmember banks in

the h state;

interbank balances due to nonmember banks in the hth state

from all other nonmember banks in the nation;

interbank balances due to nonmember banks in the hth state

from all member banks in the nation;

total nonmember bank "excess reserves."

reserves may be express as,

VCm + Fm, and

7. d.(D .- Im’J - 13“"J - Dm’J) + 2 t,T ,+ ER ,
. j m, m n . 1 m,1
J 1

member bank reserves;

member bank vault cash;

member bank deposits at Federal Reserve Banks;

the legally required rese ve ratio against demand deposits

for member banks in the j reserve category;

the legally required reserge ratio against time deposits

for member banks in the i reserve category;

gross member bank demand deposits in the jth reserve

category;

gross member bank time deposits in the ith reserve category;

c h items in process of collection for member banks in the

j reserve category;

interbank balances due to member banks subject to dj from

all other member banks;
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DE’J = interbank balances due to member banks subject to d.

from all nonmember banks in the nation; J

ERm = total member bank excess reserves.

Using the expression DD j and DDn h for net demand deposits gives,

(3—5) DD . = (D . - Im’J - Dm'J - Dm’J) for member banks, and

m,j m,j m n

= _ n,h _ n,h _ n,h . .

(3-6) DDn,h (Dn,h I Dn m ) for nonmember banks.

Substitution gives,-

(3—7) vcm + Fm = ‘2: deDm j + EtiTm i + ERm for member banks, and

j 9 i 9

(3-8) vc“+nn+bn=2d
m n

DDn + Et Tn + ERn for nonmember banks.

h

h

Equation (3—7) shows how the net source base constrains the

deposit expansion of member banks. Member bank net demand deposits,

DD , can increase only as long as member banks can increase

m,f!

(VCm + Fm) by d (DD ). Since VCm + Fm are both uses of the net

3 111.3

source base, member banks can only increase their demand deposits if

the monetary authorities allow the source base to increase, if banks

are willing to reduce excess reserves, or if the public is induced to

hold lower levels of currency or time deposits.

Equation (3-8) however demonstrates that nonmember banks are not

necessarily constrained in their expansion of the money supply by the

monetary base because the quantity (VCn + D: + D2) is not entirely
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base money. In the extreme case,12 if all privately-held demand de—

posits were held in nonmember banks, the expansion of privately-held

demand deposits would be constrained by the base if, and only if, non-

member banks held all their reserves as vault cash or as deposits at

member banks. In that case, when the entire base was absorbed by non-

member bank vault cash or member bank reserves against interbank de—

posits liabilities, privately-owned demand deposits (and the money

stock) would be constrained. But since nonmember banks can hold re-

serves in the form of interbank deposits at other nonmember banks,

privately-held demand deposits at nonmember banks (and therefore the

money stock) is not theoretically constrained at all by the size of the

base. As can be seen by equation (3—8), nonmember banks can increase

(DDn,h) to infinity by increasing (D2) infinitely. That is, nonmember

banks can trade interbank deposits and using the (D2) as legal reserves,

increase demand deposits forever. In reality, of course, this does not

occur because the public has no such clear—cut preference for demand

deposits at nonmember banks over demand deposits at member banks. As

nonmember banks expand their deposits, there is leakage of deposits to

member banks by the normal process of loss of deposits to other com—

mercial banks. As this leakage of deposits to member banks occurs,

privately-held demand deposits are constrained, because member banks

are definitely constrained by the level of the base. Nonmember banks

 

12It is also possible that the level of privately-held demand de—

posits would be constrained if all base money was absorbed into cur-

rency in the hands of the public. That is, as nonmember banks expand

demand deposits, the public will also increase their holdings of cur-

rency (represented by the k-ratio discussed above). Once currency in

the hands of the public grows to absorb all base money, demand deposit

expansion would stop due to lack of demand.
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are in effect then not constrained at all by legal reserve ratios, but

only by the lack of demand for their deposits as opposed to member bank

deposits and currency. It is for this reason that many authors have

assumed the level of nonmember bank deposits to be some stable function

of member bank deposits.13

This is the second way in which nonmember banks affect the r—ratio.

Since nonmember banks are not required to hold base money in a fixed

proportion to the demand deposits they issue, the higher the propor-

tion of the nation's bank deposits that are in nonmember banks, the

lower will be the value of r and the larger will be the value of m.

More importantly, variation in the proportion of bank deposits held at

nonmember banks causes variation in the value of r and therefore in m.

(ii) Differential state reserve requirements: The third way that
 

nonmember banks can affect the value of r is through the impact of

differential state reserve requirements. Nonmember banks in different

states are, of course, subject to different required reserve ratios.

Therefore the level of nonmember bank "reserves" required behind a given

level of nonmember bank deposits will depend on how those deposits are

distributed among states.14 However, since not all nonmember "reserves"

are base-absorbing reserves, the effect on r of the distribution of

nonmember bank deposits among states cannot be translated with precision

from its affect on nonmember "reserves."

 

13See for example, Ronald L. Teigen, "Demand and Supply Functions

for Money in the United States: Some Structural Estimates,"

Econometrics XXXII (October l964):476-509.

l4When nonmember banks within one stare are subject to differential

reserve requirements, the distribution of nonmember deposits between

those groups of banks is also pertinent to this discussion.
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If nonmember deposits are concentrated in states with relatively

high required reserve ratios, total nonmember "reserves" will be rela-

tively high. Due to the nature of nonmember "reserves" however, it

cannot be inferred that the value of r will increase, without knowl-

edge of how the composition of nonmember "reserves" may change as

their level grows. If, for all h, the group of nonmember banks subject

to dh holds a constant and uniform ratio of vault cash of total de-

posits, the distribution of nonmember bank deposits across state lines

does not affect the aggregate level of VCn, reserves that absorb base,

r, or m. On the other hand, if each group of nonmembers holds an

amount of vault cash to keep the vault cash to required "reserves"

ratio constant, the distribution of nonmember deposits across states

affects the aggregate level of vault cash, reserves that absorb base

money, r and m. In that case, if nonmember deposits are concentrated

in states with high (low) d VCn will be high (low), r will be largerh’

(smaller), and m will be smaller (larger).

The only other channel by which a change in nonmember "reserves"

affects r is the indirect one mentioned above whereby nonmember inter—

bank deposits in member banks affect the level of member bank reserves.

If, because their required reserves change, nonmembers change the level

of their deposits in member banks, member bank (base—absorbing) reserves

will change, affecting the value of r. The conclusion then is the same

as that for vault cash. If each group of nonmembers holds a uniform and

constant ratio of deposits at member banks to total deposits, the dis-

tribution of nonmember deposits among states has no effect on r. If

each group of nonmembers holds a constant ratio of deposits at members

of required "reserves, the distribution of nonmember deposits among
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states affects r through its effects on member bank reserves against

interbank deposit liabilities.

(iii) Differential Federal Reserve reserve requirements: The
 

amount of base money that members banks are required to hold per dollar

of deposits is not the same for every bank or for every dollar of de-

posits. The value of r therefore depends on how a given level of time

and demand deposits are distributed among member banks in different

reserve categories. More importantly, changes in the distribution of

deposits across reserve categories induces changes in the value of r

and thereby in the value of m.

During the sample period under consideration in this study (1961—

1974), the number of different reserve categories for time and demand

deposits has increased from three to nine. This can be seen in

Table 0-2 of Appendix C. Until 1966, member banks were categorized as

reserve city or country banks and the two classes were subject to dif-

ferent required reserve ratios on demand deposits; all member banks were

subject to the same single level reserve ratio on time and savings de-

posits. In 1966,15 time and savings deposits were divided into three

categories for reserve purposes: savings deposits, time deposits less

than $5 million, and time deposits greater than $5 million. This in-

creased the number of separate Federal Reserve reserve categories to

five. In 1968,16 the number of member bank reserve categories was

 

15Board of Governors of the Federal Reserve System, Federal Reserve

Bulletin (July 1966):979.

16ibid., (January l968):95-6.
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increased to seven as demand deposits less than $5 million and demand

deposits over $5 million at both reserve city and country banks were

each subjected to a different legal reserve ratio. In November, 1972,17

the reserve city—country distinction was discarded for reserve purposes

and a system of graduated reserve requirements was adopted in which

required reserve ratios depend on the deposit-size of the bank. Five

separate deposit-size groups were defined: less than $2 million, $2

million to $10 million, $10 million to $100 million, $100 million to

$400 million, and over $400 million. Finally in 1974,18 the reserve

category for time deposits over $5 million was divided into two reserve

categories: time deposits maturing in 30 to 179 days and those matur-

ing in 180 days or more. Thus by the end of the sample period, there

were four separate reserve categories relating to time deposits and

five relating to demand deposits.

Given some level of member bank deposits, the level of base-

absorbing reserves, and therefore the value of r, will vary with the

distribution of those deposits among member banks subject to different

required reserve ratios. Critics of the Federal Reserve's reserve

structure therefore point to the increased number of reserve categories

as a potential source of more variation in r. This increased "splinter-

ing" of reserve requirements, in light of the Federal Reserve's appar-

ent increased concern over their ability to control the money supply,

seems contradictory. "Increased splintering of reserve requirements . . .

 

17ibid., (November 1972):994.

18ibid., (November l974):799-800.
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tended to introduce greater variability in the reserve ratio, therefore

making it more difficult for the Federal Reserve to predict the results

of any policy action."19

(iv) Lagged Federal Reserve reserve requirements: Beginning

September 18, 1968,20 the Federal Reserve introduced a system of lagged

 

reserve requirements under which a member bank's required reserves are

based on its average daily close-of—business deposit holdings two weeks

earlier. At the same time all member banks were put on a weekly report-

ing and reserve-settlement schedule. Under the lagged system, a mem—

ber bank's reserves consist of its average daily close-of—business de-

posits at the Federal Reserve in the current week plus its average

daily close-of-business vault cash holdings two weeks earlier. In addi-

tion, any excess or deficiency in required reserves may be "carried

over" into the next settlement week to the amount of 2% of required

reserves; no excess or deficiency may be carried over more than one

week.

Since the introduction of lagged reserve requirements, member banks,

at time t, hold reserves based on DD and T but the money
m,t-2 m,t-2’

supply existing in the system at time t, is based on current demand

deposit levels. If DD .m,j,t-2 = DDm,j,t for all j, and T = T
m,i,t-2 m,i,t

for all i, the lag in member bank reserve requirements has no effect on

the parameter r. If the ratios Tm,i,t-2/Tm,i,t and DDm,j,t-2/DDm,j,t

 

1'9Albert E. Burger, The Money Supply Process, p. 57.

20Board of Governors of the Federal Reserve System, Federal Reserve

Bulletin (May 1968): 437-8.
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vary for some i,j, lagged reserve requirements induce variation in r,

m
i .s nce R depends on DDm,j,t-2 and Tm,k,t-2 For example, if DDm,j,t-2/

DDm j t < l, for any j, r will be smaller and m will be larger than

9 9

would be possible without lagged reserve requirements.

Apparently the rationale for instituting lagged reserve require—

ments was to reduce uncertainty for member banks, provide the Federal

Reserve with better information and reduce weekly reserve adjustment

pressure. Whether or not lagged reserve requirements have actually

served these goals is in question. As burger21 points out, the fact

that the Federal Reserve has more accurate information on required

reserves each week is obvious: since required reserves are based on

deposit levels two weeks earlier, the Federal Reserve knows with pre—

cision the level of required reserves well before each settlement date.

They do not, however, know total reserves with any more accuracy; since

reserve adjustment pressure is generated by the difference between re-

quired and total reserves, there is no evidence that the Federal Re-

serve is better equipped to ameliorate or exaggerate reserve adjustment

pressure now than before lagged reserve requirements existed. Specif-

ically, Burger finds that the Federal Reserve has had more difficulty

estimating total reserves since lagged requirements were introduced.

In addition, Burger finds that by three different measures, the amount

of reserve adjustment experienced in the systemuhas actually increased

since the advent of lagged reserve requirements. He therefore concludes,

". . . the evidence indicates that after lagging the Federal Reserve has

 

18Burger, pp. 55-6.
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been less able to accurately determine the extent to which it should

intervene in the money market to prevent short-term pressures."22

Burger raises other objections to lagged reserve requirements.

Lagging procedures have created comparability problems in published

bank data relating to reserves and excess reserves. The carry-over

convention in itself has, by Burger's findings, introduced greater

variation in excess reserves and the excess reserves-deposit ratio.

Not only does this create problems with the data series, but more

importantly increased variation in the excess reserve ratio introduces

additional variation in m and the money supply process.

Whether or not lagged reserve requirements have fulfilled their

prescribed functions of reducing uncertainty and reserve adjustment

pressure, there is no question that they have introduced an additional

element of variation in r and therefore in the base-money supply rela-

DD T

tionship. "Because-—B%L£:g and _%§£;£ . . . do not remain constant,

m,t m,t

but exhibit considerable variability, an additional unpredictable

source of variation is now included in the reserve ratio. Therefore to

this extent the Federal Reserve . . . made the prediction of changes in

the money stock more difficult."23

(v) Excess reserves: As an addition to bank reserves above those
 

legally required, excess reserves absorb part of the net source base,

without supporting or adding to any part of the money stock. Therefore

the higher the level of excess reserves member banks choose to hold, the

 

22ibid., p. 56.

23ibid., p. 53.
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larger the value of r, and the lower the value of m. Variation in the

level of excess reserves causes r and therefore m to vary also.

(vi) Government demand deposits: Banks are required to hold base—

absorbing reserves against government deposits, but they are not included

in the money stock. Therefore a higher level of government deposits

means that more of the net source base is absorbed and less base money

is left to support money stock items. An increase in the ratio of

government demand deposits to privately-owned demand deposits therefore

increases the value of r and decreases the value of m.

(vii) The level and distribution of interbank deposits: Letting
 

the superscripts p and g refer to privately-owned and government-owned

deposits, respectively, and letting the notation D: refer to interbank

deposits as defined above, gross demand deposits can be expressed as,

(3-9) D , = Dp , + Dg , + D: . + D: j’ for member banks in the jth

m’J m’J m’J ’3 ’ reserve category, and

P 8 n m th
.. = +

(3 10) Dn,h Dn,h + Dn,h + Dn,h Dn,h’ for nonmember banks in the h

state.

Substituting equations (3-9) and (3-10) into the expressions for net

demand deposits, equations (3—5) and (3—6) above, gives,

_ = g __ maj m _ msj + n _ msj
(3 11) DDm’j Di’j + ij I + (Dm’j Dm ) (Dm,j I)n )

for member banks;

_. 3 P g _ n,h _ n _ n,h m _ n,h

(3 12) DDn,h Dn,h + Dn,h I (Dn,h Dn ) + (Dn,h Dm )

for nonmember banks.
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In the aggregate all interbank balances cancel out and total net

demand deposits equal total privately-owned and government demand

deposits, less cash items in process of collection. That is,

2(1):: . - 132:3) = 0,
j :

2(D: h - Dg’h) = o, and
h 9

n _ m,j + m _ n,h =

§(Dm,j Dn ) §(Dn,h Dm ) 0'

In general however, for each individual bank or for the group of banks

subject to one required reserve ratio,

(Dm
_ m,j .

m,j Dm ) ¥ 0 for all j,

n

(Dn,h

n

(”m,j

- Dz’h) # for all h, and

_ m,j m _ n,h ,

Dn ) + (Dn,h Dm ) ¥ 0 for all j,h.

Therefore, an individual bank or group of banks subject to the same

required reserve ratio may be required to hold reserves against inter-

bank balances. For example, if (D: - Dg’j)>0 for some j, at least

9 j

one bank subject to d. will be required to hold reserves against inter-

bank deposits. Conversely, if (D: - DE’J)<0 for some j, then some

9 j

bank's required reserves will be less than they would be without the

presence of interbank deposits. Therefore, when commercial banks are

subject to differential required reserve ratios, both the level of

interbank deposits and their distribution among banks affect the value

of r. The following numerical example illustrates this. For simplic-

ity, the example deals with two member banks, but the results are



generalized to include all commercial banks below. Assume banks A and

B hold Dp (DS = 0 here) and interbank deposits owned by the other mem—

ber bank as follows:

EXAMPLE 1

m B

Dm(DA)

DD

Case 1) No interbank deposits:

Bank A

$150.

0.

150.

Case 2) Interbank deposits Allowed:

Bank A

$150.

100.

50.

200.

Bank B

Dp $300.

Dm 0
m

A B
(DB - DA) 0

DDB 300.

Bank B

up $300.

m A

Dm(DB) 50.

A B
(DB - DA) -50.

DDB 250.

Case 3) Change in the distribution of interbank deposits:

Bank A

$150.

50.

-50.

100.

Bank B

Dp $300.

02(03) 100.

(of; - D2) 50.

DDB 350.



58

Case 4) Change in the level of interbank deposits:

 
 

 
 

Bank A Bank B

DP $150. DP $300.

m B m A

Dm(DA) 75. Dm(DB) 150.

B A A B

(DA - DB) -75. (DB - DA) 75.

DDA 75. DDB 375.

Uniform 10% Reserve Graduated Reserve

Reqpirement Requirements

r = R/Dp r = R/Dp

Case 1) $45/$450 = .1 $27.50/$450. = .061

Case 2) 45/450 = .1 25/450 = .056

Case 3) 45/450 = .1 30/450 = .067

Case 4) 45/450 = .l 31.25/450 = .069

Case 1 shows the system where there are no interbank deposits at all;

Case 2 introduces $150 of interbank deposits; in case 3, the distri-

bution of that $150 of interbank deposits has been changed and in

Case 4, the level of interbank deposits has increased 50%. In all four

cases, the money stock (=DP here) is $450. The member banks are assumed

to be subject first to a uniform reserve requirement of 10%; secondly,

to a graduated reserve requirement system in which 5% of the first $200

of deposits, and 10% of any additional deposits, must be held as legal

reserves.

Comparing the four cases, it can be seen that as long as member

banks are subject to uniform reserve requirements, neither the level

nor the distribution of D: affect the level of reserves relative to

privately-owned demand deposits. As the chart shows, r is .l for all
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four cases and therefore interbank deposits have no impact on the value

of I. If member banks are subject to graduated reserve requirements as

they are in reality, a change in either the distribution of D: (Case 3)

or a change in the level of D: (Case 4) will alter the value of r. The

reason that D: affect the value of r under graduated reserve require-

ments is that their level and distribution alter the distribution of

net demand deposits among banks that are subject to different required

reserve ratios. This changes the level of reserves while Dp remains

the same, so that the value of r varies.

Comparing the four cases, it can be seen that as long as member

banks are subject to uniform reserve requirements, neither the level

nor the distribution of D: affect the level of reserves relative to

privately-owned demand deposits. As the chart shows, r is .1 for all

four cases and therefore interbank deposits have no impact on the

value of m. If member banks are subject to graduated reserve require—

ments as they are in reality, a change in either the distribution of

D: (Case 3) or a change in the level of D: (Case 4) will alter the

value of r. The reason that D: affect the value of r under gradu—

ated reserve requirements is that their level and distribution alter

the distribution of net demand deposits among banks that are subject

to different required reserve ratios. This changes the level of re-

serves while Dp remains the same, so that the value of r varies.

The terms (D: - D:.j) for all j, measure the amount by which

3

net demand deposits are redistributed by D: among reserve categories.

a , dj ,j D? for all j an no

redistribution will occur. In that case, D: does not affect the value

If (om - Dm’j) = o for all j, then DD
m, m m

of r. However, if (D: - Dz’j) # O for some j, net demand deposits

9 j
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are redistributed from the group of banks for whom (D: .

9

- Dg’j)>0.

This can be seen in the numerical example.

With no D: present (Case 1), the distribution of net demand deposits

between banks A and B is identical to the distribution of Dp. By com-

parison, in the other three cases, the distribution of net demand de-

posits between the two banks is altered by both the level and distribu-

tion of D: and is no longer identical to the distribution of DP. When

the deposits of the two banks are not subject to the same required

reserve ratios, the change in the distribution of net demand deposits

alters the level of required reserves while total DDm and Dp remain

constant. Therefore the value of r is affected, causing variation in

m. Whether r is increased or decreased by a change in D: depends on

whether the resulting redistribution of net demand deposits is toward

banks subject to larger or smaller required reserve ratios. If

m

(Dmsj

(Case 3 or 4, compared to Case 1). If (D:

9

- Di’j)>0 for banks subject to relatively high d , r increases,

3

— DE’J)>0 for banks sub-

:1

ject to relatively low dj’ the value of r falls (Case 2, compared to

Case 1).

The effects of interbank deposits are the same as those described

above whether the banks involved are members or nonmembers or a com-

bination of both, as long as they are subject to different required

reserve ratios. The problem is dealing with nonmember "reserves" that

are not necessarily reserves in the base—absorbing sense. When non-

member banks are involved, determining the effect of interbank deposits

on the distribution among banks of net demand deposits reveals only the

levels of legally required reserves for the banks involved.
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Just as in example 1, a change in the level or distribution of

interbank deposits redistributes net demand deposits and, as long as

the banks involved are subject to different required reserve ratios,

alters the level of legally required reserves. The effect on base—

absorbing reserves (and therefore on I) however, is indeterminate. When

nonmember banks are involved, the crucial determinant of reserves that

absorb base money is how nonmember banks apportion their reserves

between vault cash and interbank deposits. The following numerical

example illustrates. Assume bank A is a member bank and B a nonmember

and first, that both banks are subject to a uniform reserve require-

ment of 10% and secondly, that member banks are subject to a 15%

required reserve ratio.

EXAMPLE 2

The numerical information used in Example 2 is presented on the

following two pages.
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Uniform reserve requirements: 19%
 

Value of r = R/Dp

 

.3. 2.. a

Case 1) $40/$400 = .10 -- --

Case 2) 40/400 = .10 $20.45/$400 = .051 $25.66/$400 = .064

Case 3) 40/400 = .10 23.18/400 = .058 27.90/400 = .070

Case 4) 40/400 = .10 19.09/400 = .048 24.95/400 = .062

Differential reserve requirements,

member bank: 15%, nonmember bank: 10%

Value of r = R/Dp

3.. _.b_ _9_

Case 1) $50/4OO = .125 -- --

Case 2) 49.25/400 = .123 $30.67/$400 = .077 $35.41/$4OO = .089

Case 3) 50.75/400 = .127 34.77/400 = .087 39.26/400 = .098

Case 4) 48.50/400 = .121 28.64/400 = .072 34.21/400 = .086

Cases 1 - 4 correspond to the cases described in example 1. In addition

example 2 divides each case into three subcases each of which corres-

ponds to a different composition of nonmember bank reserves. In sub-

case a, it is assumed that nonmember banks hold all their legal reserves

as vault cash; in subcases b nonmember banks hold all their "reserves"

in interbank deposits and in subcases c, they hold 3% of their required

reserves as vault cash and the remainder as interbank deposits.

In subcases a, all of nonmember bank "reserves" absorb base money

so they are qualitatively identical to member bank reserves. If, in

addition, member and nonmember banks are subject to the same required

reserve ratio, the presence of interbank deposits will merely redis-

tribute net demand deposits among banks, leaving total reserves



65

unaltered. Neither the level nor distribution of interbank deposits

therefore affects r. On the other hand, if the two banks are subject

to different required reserve ratios, changes in either the distri—

bution or level of interbank deposits causes variation in r like that

caused by D: when member banks are subject to graduated reserve

requirements (Example 1). If (D: - D:)>0, net demand deposits are

redistributed toward the member bank, and reserves rise here, since

the member bank is subject to the higher reserve requirement.

In subcases b, nonmembers hold no base-absorbing reserves. There-

fore regardless of the level or distribution of interbank deposits,

reserves, and therefore r, are lower under reserve option b than any

other. Nonmember bank "reserves" affect r only indirectly if by decid-

ing to hold all "reserves" as interbank balances, D: is increased,

forcing member banks to hold more reserves (Cases 2b, 2c, and 4b).

Under reserve option c, reserves increase above their level under

option b, because nonmembers now absorb some base money as vault cash.

Under both reserve options b and c, the level of distribution of inter-

bank deposits affect total reserves and therefore the value of r,

whether the banks involved are subject to uniform or differential re—

serve requirements. This is because "uniform" reserve requirements are

uniform only in that they subject both banks to the same percentage

required reserve ratio; they do not guarantee that all banks hold the

same amount of base money per dollar of deposits as reserves. Therefore

as long as members and nonmembers are subject to qualitatively differ-

ent reserve requirements, not only will the level and distribution of

interbank deposits affect r, their precise effect on r cannot be deter-

mined without knowledge of how nonmembers apportion their required
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reserves between vault cash and interbank balances. For example, assume

deposit levels dictate that the system is represented by case 2-a and

the distribution of interbank deposits changes such that it should move

to case 3-a. The value of r would be expected to rise. But if non-

members simultaneously choose to alter the composition of their required

reserves, moving the system to case 3-b or 3—c, the value of r would

fall, not rise. Therefore the predictable and determinable effects of

a change in the level or distribution of interbank deposits can be com—

pletely reversed by a change in nonmember banks' reserve policy.

In summary, unless member and nonmember banks are subject to uni-

form reserve requirements and nonmembers hold all their required re-

serves as vault cash, the level and distribution of interbank balances

somehow affect the value of r. Without knowledge of how a nonmember

might alter its reserve composition in response to a change in the

absolute or net level of its balances due to other banks, the effect of

DE and D; on base-absorbing reserves and on r is indeterminate.

The effects of D: on nonmember bank required reserves are compar—

able to the effects of D: on member bank reserves. That is, if non-

members are subject to different required reserve ratios and

(D:,h - Dz’h) # 0 for some h, net demand deposits are redistributed and

the level of nonmember bank "reserves" is altered accordingly. However,

the effect that D: has on reserves that absorb money is again not

determinable, without knowledge of the form in which nonmembers hold

their reserves. If the level and distribution of D: are such that

h

their presence increases nonmember reserves (i.e., (D: - DE’ )>0 for

,h

relatively large dn), it could be inferred that base-abosrbing reserves
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would also rise (nonmembers' vault cash rise and D; rise, increasing

members' reserves), but this cannot be determined with certainty or

accuracy. Furthermore, since D: themselves act as their legal reserves,

nonmembers could theoretically increase deposits infinitely and meet

legal reserves with increased D: alone, with no need to absorb addi-

tional base money. In that case, the value of r would approach zero

and m would approach infinity.

(viii) The level of time deposits: Since the reserve requirements

on time deposits are uniformly lower than those on demand deposits, a

dollar of time deposits absorbs less base money than a dollar of demand

deposits. Therefore, if the money supply is defined to include time

deposits, M2, a given level of source base can support a larger money

stock the greater the proportion of bank deposits that are time de-

posits. On the other hand, if money is defined narrowly, M1’ the pre-

sence of time deposits in the system absorbs base money, while adding

nothing to the money stock. Throughout this study, the money stock is

defined to exclude time deposits, so the more time deposits there are

in the system, the larger the value of r and the smaller m is.

(ix) The level and distribution of cash items in process of col-
 

lection: Both member and nonmember banks are allowed to deduct cash

items in process of collection from gross demand deposits before fig-

uring their reserve liabilities. Therefore the amount of such cash

items in the bank system and their distribution among different reserve

classes affect the value of r. With a given level of privately-owned

demand deposits, a change in the level of cash items in process of
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cellection or changes in their distribution between groups of banks sub-

ject to different required reserve ratios will cause variation in the

value of r.

(x) The level of member bank nondeposit liabilities: Beginning

in 1969, the Federal Reserve made various kinds of nondeposit sources

of funds subject to reserve requirements. Specifically, the liability

items involved are: liabilities arising out of Eurodollar transac-

tions, large certificates of deposit, funds obtained through issuance

of debt by affiliate ("bank-related commercial paper"), and funds

raised through sales of finance bills (banker's acceptances that are

ineligible for Federal Reserve discount).

Liabilities arising out of Eurodollar transactions were originally

subject to a 10 percent reserve requirement on October 16, 1969.24 The

original imposition of reserve requirements exempted certain base

amounts of Eurodollar-related liabilities from reserve-requirements

computation. On June 21, 1973, the definition of this base amount was

changed to the following: loans aggregating $100,000 or less to U. S.

residents and total loans of a bank to U. S. residents if they do not

exceed $1 million.

Before June 21, 1973, certificates of deposits of $100,000 or more

and funds obtained through issuance of bank-related commercial paper

were subject to the reserve requirement on time deposits over $5 million.

Beginning on that date, an 8 percent reserve requirement was imposed

on increases in the two liability categories above the level of May 16,

 

24Board of Governors of the Federal Reserve System, Federal Reserve

Bulletin (August l969):655-6.
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1973 or $100 million, whichever is larger.25 On July 12, 1972,26 the

marginal reserve requirement was extended to cover funds raised through

sales of finance bills, which were previously subject to no reserve

requirement. Beginning September 19, 1974,27 large certificates of

deposit, bank-related commercial paper, and funds from the sales of

finance bills were divided into two subcategories for reserve purposes:

those of maturity length less than four months and those maturing in

four months or more. The short—term maturity group continued to be

subject to the 8 percent marginal reserve requirement, but the long-

term category for all three types of liabilities were reverted to the

original (5 percent) reserve requirement on time deposits greater than

$5 million. The maturity distinction was retained until December 12,

1974,28 when all time deposits in excess of $5 million were divided into

maturity-length subclasses. These structural changes, as well as

changes in the required reserve ratios are detailed in Table C-2 in

Appendix C.

These four types of nondeposit liabilities (liabilities arising

out of Eurodollar transactions, large certificates of deposit, bank-

related commercial paper, and sales of finance bills) all represent

additional reserve-absorbing liabilities that are not included in the

money stock and therefore their level will affect the value of r. The

 

25ibid., (May l973):375-7.

26ibid., (July 1973):549.

27ibid., (September l974):680.

28ibid., (November 1974):799-800.
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higher the level of nondeposit liabilities, the higher the value of r

and therefore the lower the value of m. In addition, if the different

categories of nondeposit liabilities are subject to different reserve

ratios, the distribution of a given level of nondeposit liabilities

among the various reserve categories will affect the value of r in the

same way that differential reserve requirements for demand deposits

affect the value of r. The Federal Reserve has for some time periods

applied the same reserve ratios to different categories of nondeposit

liabilities; this can be seen in Table C-2.

The Model

The parameter r can be expressed so that the impact of each of the

factors discussed above can be seen explicitly. First the following

sums are defined for period t:

Gross member bank

deman deposits in p g m n
= + + +

the j reserve Dm,j,t m,j,t Dm,j,t Dm,j,t Dm,j,t’

category:

Gross member bank

D = ED .
demand deposits: m,t j m,j,t

P 8 m n
- + +

Dm,t + Dm,t Dm,t Dm,t’

Net member bank m j m j m j

deman deposits in DD . = D — I ’ — D ’ - D ’

the jgh reserve m,j,t m,j,t t m,t n,t

cate o :

m,j,t m,j,t t ,j,t m,t

n m,j

+ (Dm,j,t I)n,t)’

Net member bank _

demand deposits: DDm,t - EDDm,j,t

= p g _ m‘+ n _ hm

Dmrj D , It (Dm,t n,t)’



Member bank time

deposits in the i

reserve category:

Member bank time

deposits:

where j = l - 5, i =

Gross nonmember

bank demand t

deposits in the h

state:

h

Gross nonmember

bank demand

deposits:

Member bank non—

deposit liabilities

in the qth reserve

category:

Nonmember”bank

deposit

liabilities:

Net nonmember

bank demand

de osits in the

ht state:

Net nonmember

bank demand

deposits:

Nonmember bank

time deposits:
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T = ET , ;

m,t i m,i,t

l - 4, for the current Federal Reserve reserve

requirement system;

P g n m
= D + + ,

Dn,h,t n,h,t Dn,h,t Dn,h,t + Dn,h,t

D = ED

n,t h n,h,t

=Dp +Dg +Dn +Dm,
n,t n,t n,t n,t

ND ,

m9q9t

ND = END ,

m,t m,q,t

q

= _ n,h _ n,h _ n,h

DDn,h,t Dn,h,t It Dn,t Dm,t

p g n,h n n,h
- + - + -

Dn,h,t Dn,h,t It (Dn,h,t Dn,t)

m n h
+ _ 9

(D ,h,t Dm,t)’

DDn,t = EDDn,h,t

h

p g n m n

+ — + — D

Dn,t Dn, It (Dn,t m,t)’

= ET

Tn,t k n,k,t’

where h = l - 100, k = l - 56, for the current state reserve requirement

systems;



Total gross

demand deposits:

Total net

demand deposits:

Total time

deposits:

Total gross

deposits:

Total net

deposits:

t m,t n,t

=Dp+Dg+Dm +Dn +D“ +Dm
t t m, m,t n,t n,t

=Dp+Dg+le,
t t t

where le = Dm + Dn + Dn + Dm ,

t m,t m,t n,t ,t

DD = DD + DD

II

U

”
'
1
3

+ U

H
O
G

l

H

NTD = DD + T .

t t t

Using the definition of r and equations (3-7) and (3-8), rt can be

expressed as,

 

Ed DD + z T + En ND ER'n + vcn
ij m,j,t-2 iti m,i,t-2 qrq m,q,t-2 - t t

p

Dt

Ed DD + T + En ND
j j m,j,t-2 iti m,i,t—2 q m t-2

D: D: Dp
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Successively multiplying the numerator and denominator of each term by

the same quantities yields,

 

  

  

p 8 1b
- DDm,j,t-2 DDm,jrt DDm,t DDt (Dt + Dt + Dt )

rt 7 zdj DD DD DD D
j m,j,t m,t t t D:

+ Et TmriLt-Z Tm,i,t Tm,t_3£ + En NDm,q,t-2 NDm,q,t NDm,t

i 1 Tm,i,t Tm,t Tt D: q q NDm,q,t NDm,t D:

m n,h

+ ERt TDm,t + VCt TDn,h,t TDn,t.

TDm,t D: TDn,h,t TDn,t D:

Substitution yields,

D D D T T T
- = + + +(3 l3) rt §djxj,t 6j,t vt €t(l yt 1t) itixi,t 61,t Vt It

N N m n

ing q,t 6q,t 0't + Etot + lph,tmh,tpt

where. AD . DDm,j,t-2 AT _ Tm,i,t-2 AN NDm,g,t-2
o . "" 3 .- 9

j,t Dm,j,t i,t Tm,i,t q,t NDm,q,t
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T

T =-—5

t Dp

t

ND

0, -41.;
t Dp

t

ER:1

E =

t TDm,t

TD TD

m _ at n 21:

p "" 9 p

t p t p
D D

t t

VCn,h

w = t
h,t TDn,h,t

= TDn,h,t

“h,t TD '

n,t

The contribution the the size, variability and predictability of rt of

each of the factors discussed earlier can be seen explicitly in

equation (3-13). The terms in equation (3-13) account for the follow-

ing factors:

at : level of excess reserves;

Y : level of government demand deposits;

1 : level of interbank deposits;

a : level of nondeposit liabilities;

t

It : level of time deposits;

6D , GT and 6N : distribution of member bank deposits

i,t i,t’ q,t

and nondeposit liabilities among

reserve categories;
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period-to-period changes in the level or

distribution among reserve categories of

member bank deposits and nondeposit

liabilities;

vD, and VT : the proportion of bank deposits held in

t t

member banks;

T : nonmember bank holdings of vault caslgFl

relative to total deposits, in the h

state;

wh : the distribution of nonmember bank

,t

deposits among states.

There are two factors that affect the value and variability of r

that are not specifically accounted for in equation (3-13), though

they were discussed in the preceding text. They are: the distribu-

tional effect of interbank deposits and the effect of the level and

distribution of cash items in process of collection. They are not

explicitly included in equation (3-13) because the data needed to test

and isolate their impact on rt are not available.



CHAPTER 4

BEHAVIOR OF THE PARAMETERS OF rt

Data, Definitions, and Assumptions
 

The structure of Federal Reserve reserve requirements was changed

several times during the sample period. At the beginning of the sample

period member banks were categorized as city and country banks, based

on their geographical location; so there were initially two demand de—

posit reserve categories, and the same required reserve ration was

applied to all time and savings deposits. This system of three cate-

gories of member bank deposits was in effect until July 14, 1966,1 when

three different reserve ratios were applied to savings deposits and

to time deposits less than and greater than $5 million. Disaggregated

data for savings deposits and time deposits are however available only

beginning September 7, 1966; they are available for time deposits less

than and greater than $5 million only beginning January 11, 1968.

Beginning January 11, 1968,2 city and country bank demand deposits,

were subdivided into two size categories, less than $5 million and

greater than $5 million. This change resulted in four demand deposit

reserve categories and three categories of savings and time deposits.

On November 9, 1972,3 a graduated reserve requirement system.was adopted

for demand deposits; this scheme defined five categories of demand

 

1Board of Governors of the Federal Reserve System, Federal

Reserve Bulletin (July 1966):979.

2ibid., (January l968):95-6.

3ibid., (November 1972):994.
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deposits based on bank size and eliminated the old city—country distinc-

tion. Finally, on December 12, 1974,4 time deposits greater than $5

million were divided into two subcategories based on maturity length,

those maturing in thirty to 179 days and those maturing in more than

179 days. In addition a number of kinds of nondeposit liabilities were

subjected to reserve requirements during the sample period; these

changes are described below in the section on nondeposit liabilities.

On September 18, 1968,5 a number of the administrative rules gov—

erning the calculation of required reserves were changed. Beginning

on that date, all member banks were placed on a weekly reserve settle-

ment system under which required reserves are based each Wednesday on

a weekly average of daily close-of—business deposit levels, two weeks

earlier. Before that date, not all member banks were on a weekly

settlement basis and required reserves were based on contemporaneous

opening—of—business deposit levels. Required reserves against demand

deposits are based on net demand deposits (DDt above), defined to be

total demand deposits less cash items in process of collection and de-

mand deposits due from other domestic commercial banks.

At the same time that lagged reserve requirements were instituted

a procedure known as reserve carryover was also introduced. Under

reserve carryover, a reserve excess or deficiency, up to 2 percent of

required reserves, may be carried ahead to the next reserve computation

week. This causes excess reserves to be negative for some weeks after

1968.

 

4ibid., (November l974):799-800.

5ibid., (May l968):437—8.
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With a few exceptions noted below, the data used in this study are

weekly averages of daily figures (Thursday through Wednesday) for the

period January 1, 1961 through December 31, 1974. Until September,

1968, the data are "opening of business" figures, and "close of busi-

ness" figures thereafter; this reflects the change in the definition

of deposits used to calculate required reserves. For nonmember banks,

the only actual data collected are call report data which occur every

June 30 and December 31.6 The Federal Reserve's weekly estimates of

nonmember bank deposits are used whenever possible in this study.

The Federal Reserve makes weekly estimates of three portions of non-

member bank deposits: time deposits, government demand deposits, and

"adjusted demand deposits." "Adjusted demand deposits" is the demand-

deposit component of the money stock, designated as D: above. Initially

these estimates are based on the deposits of a sample of country member

banks. When call report data become available, the weekly estimates

are benchmarked to these actual deposit figures.7 The changes in ad-

justed demand deposits resulting from the benchmark procedure have been

substantial in recent years.8 Since the information from call reports

 

6For part of the sample period, data from call reports for March 31

and September 30 are also available.

7The benchmarking procedure currently followed for adjusted demand

deposits consists of calculating from each call report, the ratio R,

where R 8 nonmember bank adjusted demand deposits/country bank adjusted

demand deposits. The difference between the actual value of R and its

estimated value is then distributed over the 26—week period ending at

the call report date.

8Darwin Beck and Joseph Sedransk, "Revision of the Money Stock

Measures and Member Bank Reserves and Deposits," Federal Reserve Bulle—

tin (February l974):81-89.
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is single-day data, and it is commonly conceded that call report data

contain substantial aberrations, the benchmark process may introduce,

rather than remove, errors into the nonmember deposit series. Not only

is the actual weekly value of nonmember bank deposits never known,

given the deficiencies of call report data, there are no reliable fig—

ures available to judge the accuracy of the estimates.9 It is there—

fore very difficult to assess the direction and extent of errors in

the estimation and benchmarking procedures.

The nonmember bank portion of D: in the denominator of Yt’ L , and

t

Tt is an estimate; the nonmember bank parts of time and savings deposits

(Tt)’ included in the numerator of Tt and the denominator of v: is an

estimate, as is the nonmember bank part of the numerator of Yt' In

addition, not all of the components of nonmember bank deposits needed

to calculate the parameters listed above are estimated.

D .

The parameters Yt’ 5t, and 1 require measures of commerc1al bank

1:

deposits for which the nonmember bank portion is not available, except

for call report dates. The nonmember bank part of net demand deposits

(DDt)’ gross demand deposits (Dt) and interbank deposits (Dib) are not

known or estimated on a weekly basis. These nonmember bank data have

been partially constructed by using the definitions given below.

 

9There is daily deposit data available for a sample of insured

commercial banks which was collected by the F.D.I.C. for the Advisory

Committee on Monetary Statistics (The "Bach Committee"). The data

cover the period from fall, 1974, through spring, 1975. Based on

this experience, it appears that revisions in money stock figures

could be reduced substantially if the Federal Reserve had better and

more frequent information on nonmember bank deposits. The Bach Commit-

tee therefore recommended several improvements in the data-collection

procedures for nonmember banks. See, Advisory Committee on Monetary

Statistics, Irproving the Monetary Aggregates (Washington, D.C.: Board

of Governors of the Federal Reserve System, 1976).
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(4-1) Net demand deposits = Gross demand deposits - demand

deposits due from other domestic com-

mercial banks - cash items in pro-

cess of collection;

(4-2) Adjusted demand deposits Gross demand deposits — demand

deposits due to other domestic com-

mercial banks — cash items in pro-

cess of collection - government

demand deposits - Federal Reserve

float.

Federal Reserve float is ignored here because it is quantitatively

small. Rearranging the terms in definition (4-2) gives the following

expression for gross demand deposits:

(4-3) Dt = Adjusted demand deposits + demand deposits due to other

domestic commercial banks + cash items in process of col-

lection + government demand deposits.

Subtracting the definition of adjusted demand deposits from that of net

demand deposits and rearranging terms gives the result that net demand

deposits is:

(4-4) DDt = Adjusted demand deposits - demand deposits due from other

domestic commercial banks + demand deposits due to other

domestic commercial banks + government demand deposits.

Since not all of the items involved in the definitions of net and

gross demand deposits are available for nonmember banks, the nonmember

bank portions of both net and gross demand deposits are approximated

by nonmember bank adjusted demand deposits plus government demand de-

posits. As can be seen from expression (4—3), this measure of gross

demand deposits is less than actual gross demand deposits by the amount

of nonmember bank demand deposits due to other domestic commercial

banks and nonmember bank cash items in process of collection. As

expression (4—4) shows, the figures used here for net demand deposits

are greater than actual net demand deposits by the net amount of non-

member bank demand deposits due to other domestic commercial banks less
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those due from other domestic commercial banks. In addition, since no

weekly data are available on nonmember bank holdings of interbank

deposits, total commercial bank interbank deposits are not known.

The deficiencies in the data affect two of the parameters that com-

prise rt: v2 and It 10 Both 02 and It were calculated in two ways.

First, v: and It were calculated using call report data for the missing

nonmember bank interbank deposits figures. The weekly calculations of

D .
Vt and 1t then include the most recent quarterly or semiannual nonmember

bank interbank deposit data. Second, 02 and It were recalculated leav-

ing out the unavailable nonmember bank components of net and gross de-

mand deposits and interbank deposits. The estimated denominator of v:

is therefore larger and the estimated numerator of It is smaller here

D

than the actual values. These alternative calculations of vt and 1t

s s

are denoted V2 and It'll

In addition, the ratio of nonmember bank vault cash to total de-

posits for each state, w , and the proportion of total nonmember bank

h,t

deposits in each state, ah t’ must be calculated using call report data.

9

 

10The value of E is also affected but since 5 has no particular

economic meaning, the misspecification of the data has no real

consequence. An alternative definition of ED, 5:, may be defined

that is analogous to v2* and It.

11It is, of course, the variation in vD and 1 rather than their

levels that is most important. If the missing components of the

data cause any problem it is not the problem of altering the size of

VD and 1 but of masking some of their variation. But since the size

of the missing components are small relative to their totals, the

effects of the deficiencies in the data are probably not very important.

The shortcoming of using call report data to calculate VD and 1 is that

by adding the same call report figures into consecutive weekly obser-

vations, some of the actual variation in the parameters may be smoothed

out. Again, since the components for which call report data are used

are small relative to the totals, the effects are probably minor.
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Call report data are the only source of nonmember bank data, distrib—

uted by state.

Lagged Reserve Requirements
 

The effect on rt of lagged Federal Reserve reserve requirements is

D

i,t

one means that deposit levels in period (t-2) are larger than those in

T

and Xi t

9

reflected by the parameters A A value of It greater than

period t; member bank required reserves relative to current deposit

levels are therefore higher than legal reserve ratios. Therefore, the

value of rt is larger than if the At parameters were equal to one. If

the value of At is less than one, member bank required reserves rela-

tive to current deposit levels are lower than legal reserve ratios and

the value of rt is smaller. More importantly, variation in the value

of the At parameters above and below one introduces variation in rt.

a) Demand Deposits

Lagged reserve requirements were introduced on September 18, 1968,

but values of the A-parameters have been calculated for the entire

sample period. Table 1 gives statistics for the parameters, A§,t' The

first part of Table l is based on the entire sample period and gives

D and 1D
1 t 2 to referring to demand deposits in city banks

9 9

results for l

and demand deposits in country banks, respectively. The second part of

Table 1 is based on the subperiod 1968 - 1974. Part 2A refers to the

second reserve requirement scheme for demand deposits and part 2B

refers to the graduated reserve requirement scheme.

As can be seen in the first column of Table l, the mean of all but

one AD-parameter is less than one, indicating the overall growth in

deposits in each reserve category during the sample period. Columns 2
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and 3 of Table 1 give measures of the deviation of the AD-parameters

from their neutral value of one. Column 2 gives the absolute value of

the difference between one and the mean; column 3 gives the largest

deviation from one. The last column gives the coefficient of varia—

tion of each AD-parameter.

While none of these measures of variation in the AD-parameters is

large on an absolute scale, they are also not zero, indicating that

lagged reserve requirements do introduce variation in rt that would

otherwise not be present. As would be expected, the reserve categories

corresponding to larger deposit levels show more variation: city banks

under the first scheme; both categories of demand deposits greater than~

$5 million under the second scheme; and the larger the deposit cate-

gory, the larger the variation under the graduated scheme.

Table 2 shows statistics for the first differences of each AD-

parameter. The first two columns of Table 2 show the mean of (AD —

i,t

D D1 D

Aj,t-l) and 'Aj,t - Aj,t-l' for all j. Column 3 is the standard devi-

ation of the first differences of each A? t and the last column shows
9

D

i,t

The mean of the first differences of A? t is small for all j. The

D _AD

jat jst-l

the largest weekly change in A for all j.

mean of IA 1 is much larger for all j, indicating that each

A? t fluctuates considerably from week to week, producing successively

9

D AD
j t - j t-l) which cancel each other

9 9

positive and negative values of (A

out.

D _ AD

jst jat-l

an absolute scale; they are, however, slightly larger than the standard

deviation of A? t for all j, indicating that the values of A? t deviate

9 9

considerably from week to week. The largest weekly changes are also

The standard deviations of (A ) are also not large on
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not large, but they are much larger than the average weekly changes in

; apparently most week-to-week changes in A? are small, but there

9

lg’t

have occasionally been large weekly jumps in A§,t. The last two col-

umns of Table 2 again show the tendency for the AD-parameters corres-

ponding to larger deposit levels to exhibit more variation and larger

weekly changes.

Table 3 gives annual figures for the AD—parameters which show

that their variation has increased during the sample period. The stand-

ard deviations of AI,t and Ag’t have increased quite steadily, especi-

ally since 1965. Annual figures for the other nine AD-parameters also

indicate more variation in the latter years of the sample period; this

trend is more pronounced in the reserve categories corresponding to

larger deposit levels. The increased variation in Ag’t implies that

the rate of growth (or decline) of deposits in the jth reserve category

has increased during the sample period.

b) Time Deposits

Table 4 presents figures A: , i = l, 5. The first part of Table
9
t

4 has statistics for A: t’ referring to total time and savings deposits

9

for the entire sample period. Part 2 is based on the subperiod begin-

T T

2,t and A3’t

ring to time and savings deposits, respectively. This was the only part

ning September 9, 1966 and contains statistics for A , refer-

of the sample period for which separate data were available for time de-

posits and savings deposits. Further disaggregation of time deposits

was available only after January, 1968, as indicated in Part 3 of Table

4. The division of time deposits by maturity length is only appropriate

(and the data only available) after December 12, 1974.
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The results for A; t are similar to those for A? t' The means

9 9

of A: t are less than one, indicating the overall growth in all cat—

9

egories of time deposits during the sample period. Neither the coeffi-

cient of variation nor the measures of deviation from one are large on

an absolute scale; on the other hand, they are not zero either. Like

those for Ag’t the coefficients of variation for Ai,t are in general

larger for larger deposit-size categories. That is, the variation in

time deposits (A§,t) is much larger than that in savings deposits (Ag’t)

and the AT-parameter for time deposits greater than $5 million is much

larger than that for time deposits less than $5 million. The excep-

tion to this pattern is the coefficient of variation for total time and .

savings deposits, A1,t’ which is relatively low.

D T
j,t’ the variation in Al,t

coefficient of variation (A; t) is less than all but three of those for

In comparison to A is small; the largest

A? t’ and those three correspond to the smallest demand deposit reserve

9

categories. The largest weekly deviations from one for A: t are also

9

in general smaller than those for A? t except for the smallest cate-

9

gories of demand deposits. The average weekly deviations from one are

T than for most A? ; this is because the means of ATlarger for A1,t 3,t i,t

are in general smaller, reflecting the more rapid rate of growth in

time deposits.

Table 5 presents statistics on the first differences of the AT-

parameters. Like the AD-parameters, the mean of the first differences

of Ai,t is small for all 1. Again the means of the absolute value of

the first differences are much larger than the means of the first dif-

ferences, reflecting sizable weekly fluctuation in the AI-parameters.
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The standard deviations and largest weekly values for (A: t - A: t-l

9 9

T

i,t

again show greater variation.

)

are all small; the A corresponding to larger deposit categories

The results for the first differences of the AT-parameters again

imply that they vary less and may therefore be more predictable than

the AD—parameters. The means of the absolute value of the first dif—

ferences and the largest weekly changes are all larger for the AD-

parameters than for the AT-parameters, except for the smallest demand-

deposit categories. The standard deviations of the first differences

T T D

3180 show that (Ai’t Ai,t—l) in general vary less than do (Aj’t -

D

Ai,t-1)“
T

Annual figures for A show no important secular trends that can

i,t

be identified by simple observation. The only discernible pattern is

in the AT-parameter for time deposits less than $5 million; the stand-

ard deviation of Az,t declines during the sample period. Since a

decrease in the variation of a A-parameter indicates a fall in the rate

of deposit growth (or decline), the drop in the variation of Az’t occurs

because most of the possible growth of deposits in that category is

achieved by 1968. After 1968, the increasing stability of Az,t reflects

the overall slow-down in the growth of that deposit category. Varia-

bility in the other AT-parameters also show changes over time but those

patterns are probably traceable to changes in Regulation Q interest rate

ceilings and market interest rates; these influences are difficult to

isolate by observation and will therefore be dealt with in Chapter 6.

The AT—parameters corresponding to the larger deposit-level categories

tend to vary more at the end of the sample period, but this may well be
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due to the effects of interest rates. Annual figures for A: t are

9

reported in Table D-l of Appendix D.

Differential Reserve Reguirements
 

The effect on rt of differential Federal Reserve reserve require-

ments is summarized in the parameters 6? t and 6? t' The parameters

9 9

6? t and 6: t represent the proportion of member bank demand and time

9 9

deposits in the jth and 1th reserve category, respectively. If the

distribution of member bank deposits shifts in favor of banks or

deposit categories subject to relatively high (low) legal reserve

ratios, the value of rt will rise (fall). More importantly, variation

in the distribution of deposits, represented by variation in the

6-parameters, will induce variation in rt.

a) Demand Deposits

Table 6 gives the results for 6? t' Neither the standard deviation

9

nor the coefficient of variation of 6? t for any j are large on an ab-

9

solute scale. The coefficient of variation of 6D is in general larger

j9t

than that for A? for all j, except for 6D There is a tendency

9t 11,t.

for the standard deviation of 6? t to increase as the size of the jt

9

reserve category increases, although the relationship is not as consis-

h

D

tent as it was for the A -parameters.

D

j9t.

mean of the first difference of 6? t is not large for any j, but in

9

general is larger than that for the AD-parameters. Like the AD-

Table 7 gives statistics for the first differences of 6 The

parameters, the mean of the absolute value of the first difference is

D
; this indi-

j9t

cates that the 6? t fluctuate considerably from week to week. Neither

9

larger than the mean of the first difference for all 6
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Table 6. Differential Federal Reserve Reserve Requirements, Demand

Deposits (Values of the Parameters 6? t’ j = 1,11)

9

 

 

 

 

 

 

Coefficient

Standard of

Mean Deviation Variation

1. Sample Period, 1961-1974

(730 observations)

A. Demand Deposits

City Banks (61 t) D .59001 .02071 .03510

Country Banks (62 t) .40999 .02071 .05051

2. Sample Period, 1/11/68-12/25/74

(364 observations)

A. Demand Deposits

City Banks, less than

$5 million (59 ) .00617 .00061 .09887

City Banks, morgD’Ehan

$5 million (6D) .56823 .01046 .01841

Country Banks, less than

$5 million (6D) .14256 .00792 .05556

Country Banks, m6re than

$5 million (6D t) .28303 .01671 .05904

B. Demand Deposits

Deposit Size, less than

$2 million (6D t) .07452 .00681 .09138

Deposit Size $2’tto $10

million (6%) .14381 .00357 .02482

Deposit Size,’t$10 to

$100 million (6 .27583 .00426 .01544

Deposit Size, $108’ E0

$400 million (6D ) .21687 .00386 .01780
10,t

Deposit Size, more D

than $400 million (6 .28898 .01028 .03557

11,t)
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the standard deviation nor the largest weekly change in 6D indicate

i,t

any weekly fluctuation that is large on an absolute scale. By all

three of these measures of variation, the variation in (6? - 6D

Jat j:t-1

D D

is much smaller than that in (Aj’t - Aj,t-l

)

) for all j. In addition,

unlike the AD-parameters, the standard deviation of (6? - 6D

J5t jyt-l) 13

much smaller for all j than the standard deviation of 6 ; the be-

i,t

havior of the 6D-parameters may therefore be relatively easy to pre-

dict. The first differences of 6? t show the same tendency for vari-

9

ation to rise with the size of the deposit category.

Annual figures for 6?,t are presented in Table 8. The standard

deviations of 6E’t and 6§,t have risen slightly during the same period,

although this has not been a consistent or strong tendency. The pro-

portion of member bank demand deposits in city banks has fallen; this

D

1,t’ 5

is reflected in the decline in the mean of 6 , and 62 . This

D

3,t ,t

is no doubt the result of the growth in the size and number of country

banks. As would be expected, the behavior of the 6D-parameters in the

graduated reserve scheme reflects the overall growth of deposits dur-

ing the same sample period. The mean of the 6D-parameter for the

smallest deposit-size category falls during the sample period and that

for the largest deposit-size category rises.

b) Time Deposits

T
i t’ i = 2, 5. 0f the

9

Table 9 gives figures for the parameters 6

6T-parameters for the four major time deposit categories, that for

time deposits greater than $5 million shows the largest standard devi-

ation; that for savings deposits has the largest coefficient of vari-

ation, although all four coefficients of variation are close in size.

The standard deviation and coefficient of variation for all four
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Table 9. Differential Federal Reserve Reserve Requirements, Time

Deposits (Values of the Parameters 6? t’ i = 2, 5)

9

Coefficient

Standard of

Mean Deviation Variation

1. Sample Period, 9/7/66-12/25/74

(434 observations)

Time Deposits (53 t) T .56395 .07147 .12702

Savings Deposits ’ (63 t) .43605 .07147 .16390

9

2. Sample Period,_l/1l/68-12/25/74

(363 observations)

Time Deposits, less than

$5 million (52 t) .09704 .01348 .13891

Maturities of 30-179 days1 .30062 .00155 .00516

Maturities of more than

179 daysl .07243 .00032 .00442

Time Deposits, greater than

$5 million (a; t) .48574 .07390 .15214

f 7 ’

Maturities of 30-179 days1 .40082 .00181 .00452

Maturitief of more than

179 days .19345 .00020 .00103

 

1Includes 2 observations for the period, 12/12/74-12/25/74.
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T D T
6 -parameters are much larger than for any 6 —parameter or A -parameter.

The smallest coefficient of variation for the 6T-parameters is .12702

(for 6; t) which is more than three times the largest coefficient of

9

variation for the 6D-parameters (.03557 for 631 t); the largest coef-

9

ficient of variation for the 6T-parameters (.16390 for 6g t) is more

9

than four times the size of the largest 6D—parameter coefficient of

variation. The coefficient of variation for 6: t’ i = 2, 5, is at

9

least 12 times the size of that for each corresponding AT-parameter;

the coefficient of variation for 6: t is seventy-four times the size of

9

T

that for A4,t°

Table 10 gives the results for the first differences of 6: t’

9

i = 2, 5. The mean of the first differences of 6: t is large for all i,

9

relative to that for the AT-parameters or the 6D-parameters. The mean

of the absolute value for the first differences of 6:,t is larger than

the mean of the first differences for all i; this is the same result

reported for the parameters discussed above, but the difference between

the two means is smaller for 6T . Therefore, while the weekly fluc—
i,t

T D

and 6 are also present intuations present in the behavior of A

i,t j9t

6: t’ they are apparently much smaller. Even though the mean of

9

T T T D

(61,t - 61,t-l) is in general larger than that for A1,t or 6j,t’ the

T T T D

mean of l61,t di,t-1| is smaller than it is for A1,t or 6j,t'

T _ 6T

i,t i,t—l

the standard deviation of 6T for all i. The standard deviation and

i,t

1‘ _ 6T

i,t i,t-l

The standard deviation of (6 ) is much smaller than

the largest weekly value of (6 ) are small for all i and

are smaller than the same measures of variation in A: t and 6? t'

9 9

Comparing 6T with AT or 6D therefore yields the following

i,t i,t j,t
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conclusions: while the levels of 6: t vary more and the mean change of

9

6: t is in general larger, the standard deviation, mean of the absolute

9

value of the first differences, and the largest weekly change in 6: are

,t

smaller than the corresponding measures of changes in A: t and 6? t'

9 9

Thus it would appear that predicting the value of 6: t is an easier task.

9

T
Table 11 gives annual figures for 61 t' The overall growth in

time deposits that occurred during the sample period is reflected in the

behavior of the mean of 6T for all i. As would be expected, the means
i,t

of 6T and 6T both decline and that for 6T rises. Furthermore the

3,t 5,t 11,t

decline in 6T and 6T and the increase in 6T is well-explained by
3,t 4,t 5,t

changes in the level of time deposits (Tt). That is, years of large

T
(small) decreases in 63 t and 65,t and increases in 54,t are also years

of large (small) increases in Tt. The year for which the 6T-parameters

have consistently high coefficients of variation is 1970; 1970 is also

a year of unusually high variation in It. Therefore it is inferred

that the behavior of 6:,t reflects influences such as market interest

rates and Regulation Q ceilings which affect the overall rate of growth

of time deposits. The impact of these variables will be dealt with in

Chapter 6. In addition, quarterly figures indicate that seasonal fac-

tors strongly affect the behavior of 5:,t; these also will be consid-

ered in detail in Chapter 6.

Nonmember Banks
 

a) The Level of Nonmember Bank Deposits

The parameters v2 and V: represent the proportion of the nation's

demand and time deposits, respectively, that are in member banks and are

therefore under the direct control of the Federal Reserve. Changes in
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the distribution of deposits between member and nonmember banks will

cause v2 and v: to vary which will induce variation in rt. Table 12

gives the results for the levels and first differences of v: and v: as

well as the alternative specification of v2, v2*, described above.

Consider first the behavior of v2. As can be seen from Table 12,

the mean of v2 for the entire sample period is .82484 and its stand-

ard deviation is .02653. The standard deviation and coefficient of

variation for v? are not large on an absolute scale. As would be ex-

pected, the alternative definition of v2*, which leaves out nonmember

bank interbank deposits (call report data), shows slightly more vari—

ation than V? but the difference is small. Presumably it makes little

difference which definition of v? is used.

The mean of the week-to-week change in VD is -.00014 and the

standard deviation is .00202. Therefore the average disturbance caused

by v? from one week to the next is small, as is the variability of the

disturbance. The mean of the absolute value of the first differences

of v? is much larger than the mean of the first differences, implying

that v? fluctuates considerably from week to week, although the size

of those fluctuations is apparently not large. The standard deviation

of the changes in v? is much less (.00202) than the standard deviation

of the levels of v: (.02653); therefore, the variation in the first dif-

ference of V2 is small. The largest weekly change in v2 occurring dur-

ing the sample is also small.

The mean of v? has, of course, fallen during the sample period, as

can be seen in Table 13, which gives annual figures of v2. The mean

of v2 has decreased steadily each year from a high of .86252 in 1961 to
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Table 13. Annual1 Figures for V2

Percentage Change

from Previous Year

Standard Standard

Mean Deviation Mean Deviation

1961 .86252 .00302 -- --

1962 .85682 .00310 -.661% 2.648%

1963 .85072 .00291 -.712% - 6.129%

19642 .84567 .00316 -.594z 8.591%

1965 .84140 .00552 -.505% 74.684%

1966 .83509 .00442 -.750% -19.928%

1967 .83360 .00349 -.l78% -21.041%

1968 .82788 .00610 -.686% 74.785%

19692 .81805 .00519 -l.l87% -l4.918%

1970 .81389 .00384 -.509% -26.012%

1971 .80746 .00684 -.790% 78.125%

1972 .79520 .00659 -l.518% -3.655%

1973 .78444 .00724 -l.353% 9.863%

1974 .77469 .00618 —l.243% -l4.64l%

 

1Based on 52 observations per year unless

2Based on 53 observations.

otherwise indicated.
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a low of .77469 in 1974. Over the same period the standard deviation

of v: has more than doubled from its 1961 value of .00302 to its 1974

value of .00618. Therefore, the variability of v2, though small, is

rising.

Neither the overall decline in v2 nor the increase in its stand-

ard deviation occurs smoothly during the sample period. The largest

declines in the mean of v? occur in 1969 and in every year after 1971.

A plot of 02 indicates that it has declined more and varied more since

1965. Particularly large increases in the standard deviation of v?

occurred in 1965, 1968, and 1971; since 1971 the standard deviation of

v? has remained at or near that higher level.

Presumably much of the behavior of v? should be attributable to

changes in the number of member banks relative to the total number of

commercial banks in the country. Information on this variable is con—

tained in Table D—2 in Appendix D. As can be seen in the last column

of Table D—2 the largest decline in the proportion of banks that are

members occurred during 1969 and 1970. While 1969 was a year when v2

fell a lot, 1970 was not a year of unusual decline in v2. Overall the

decline in the proportion of commercial banks that are members is

greater in the later years of the sample and this mirrors the decline

in v2 and the increase in its variation after 1965. The behavior of

v? however does not consistently reflect the member banks-commercial

banks ratio; there are years of exceptional decline in V? which are not

matched by years of unusual exit of banks from the System and vice

versa. Apparently shifts of deposits between member and nonmember banks

occur that are independent of the attrition of banks from the System.
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Much more of the behavior of v? is explained by movements and

levels of interest rates.12 The analysis here will be based on the

interest rate on newly-issued three—month Treasury bills, used as an

indicator of the short-term interest rate. Information on this vari-

able is contained in Table D-3, in Appendix D. The years of the larg-

est declines in v2, 1969, 1972, 1973, and 1974, are each also years of

historically high (1969, 1973, and 1974) or rapidly rising (1972)

interest rates or both, as can be seen in Table D—3.

During the early years of the sample period, while interest rates

rose considerably each year, they were not at historically high levels;

during the same years, v? fell but not at record rates. As rates con-

tinued to rise in the mid-sixties, the decline in v2 gained momentum.

The only two years since 1965 that v? did not drop at a substantial

rate were 1967 and 1970; these were also the only two years in the

sample period when interest rates were not either rising rapidly or

already at record-high levels.

A relationship between high and/or rising interest rates and de-

clining values of v? is not surprising considering the cost differen-

tials between member and nonmember bank reserve requirements described

above. It is puzzling, however, that the effects of high or rising

interest rates do not show up as clearly in the member banks-commercial

banks ratio. During years of marked decline in the relative number of

member banks which were not also years of an unusual fall in v2, one of

two other factors had to be at work: either some independent shift of

 

12The relative number of member banks is no doubt related to the

behavior of interest rates too, so there is probably considerable inter-

relation between both factors and VD. This will be dealt with in

Chapter 6. t
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deposits toward remaining member banks was occurring or the banks that

were leaving (not joining) the System were of below-average size. By

the same reasoning during years of exceptional decline in v2 not

matched by a fall in the relative number of member banks, either an

independent shift of deposits away from member banks was at work or the

banks leaving the System were of above-average size. The latter situ—

ation would be consistent with the close correspondence between falling

v2 and high interest rates if it is assumed that larger banks are more

responsive to high interest rates. Therefore when interest rates rise,

large banks are more apt to react by leaving the System, causing a

proportionally larger fall in v2 than in the relative number of member

banks.13 It may be that this is the case and that in the years of

large decline in the relative number of member banks not matched by

any exceptional drop in v3, some independent (or lagged interest rate)

effect was causing a disproportionate number of small banks to leave

the System.

The two years in the sample period that interest rates were not

high or rising (1967 and 1970) were also years when the standard devi—

ation of v2 fell and the year after each of those years was a year of

exceptional increase in the standard deviation of VE. It may be that

the years of relative interest rate ease (1967 and 1970) caused bankers

to ease up in changing their membership-status (and the standard devi—

ation of VS fell), while the return to high and rising rates in each of

 

13While it is rational to believe that large banks would be more

apt to recognize and react to the cost of membership during periods of

high interest rates, to the extent that large banks are also national

banks, large banks should find it costlier and should require more

time to exit the System, since charter conversion would be necessary.
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the next years reinforced bankers' expectations and increased their pro-

pensity to change membership status (thereby causing the variance of

v? to rise). It cannot be concluded here that this is a very strong

relationship however since there are other years when the standard

deviation of v? rose or fell, unaccompanied by any particular interest

rate behavior. In 1965, for example, the standard deviation of v2

rose substantially and it fell in 1966, while interest rates behaved

similarly in both years.

The values of v? display a discernible seasonal pattern. Despite

the secular decline in vi, a plot of v? shows that its value increases

during the first quarter of every year in the sample period. During

the second quarter of each year, the increase in v2 slows, flattens

out, and the overall decline in v? is accomplished during the third

and fourth quarters of each year. This pattern is more pronounced dur—

ing the years since 1964. This seasonal pattern can be seen in Table

D-4 in Appendix D, which gives quarterly figures for v2.

Referring to Table 12, the mean of v: is .79442 and its standard

deviation is .02416. The mean of v: is less than that of VS, indica-

ting that on the average over the sample period, member banks hold a

larger proportion of the nation's demand deposits than time deposits.

This is probably due to the tendencies of large, metropolitan banks to

be member banks and have deposit structures where demand deposits are

relatively important.

Part 2 of Table 12 also indicates that v: varies less than v2.

T

t-l)

each of which is small on an absolute scale and is less than one-half

The mean of (v: - v is -.00006 and its standard deviation is .00040,

the magnitude of comparable figures for v2. The mean of Iv: - vE-ll
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is .00029 and the largest value of (0: - 0:_1) is .00315, both of which

T
are much smaller than comparable figures for v2. A plot of (v: - Vt-l)

is virtually flat; the absolute value of the change in v: equals or

exceeds .0005 only 126 weeks out of the 729 weeks in the sample period

and exceeds .001 only four times.

Like v2, the value of 0: falls overall during the sample period

but the decline in v: is smaller. The value of v: drops 11.99% during

the sample period, compared to 8.66% for VE' Furthermore, the decline

of 0: does not occur as regularly and smoothly as does that of v2. As

the annual figures in Table 14 show, the value of v: rises during the

first five years of the sample period and does not begin to fall until

1966. It continues to decline in 1967 and 1968, and then drops drastic-

ally during 1969; nearly half of the overall decline of V: is accom-

plished in 1969. The mean of 0: falls again in 1970 but during that

year, the value of v: actually increases; this shows up the next year

as the 1971 mean rises. The decline in v: is resumed and it falls

slightly during 1971 and 1972. During the last two years of the sample

period, the behavior of v: becomes more erratic. It shows its char-

acteristic relative stability during the first half of 1973, but rises

during the third quarter, then falls during the fourth quarter. This

decline continues into the first quarter of 1974, followed by an inr

crease in the second quarter, a leveling off and resumed decline dur-

ing the third and fourth quarters.

While the standard deviation of VI does not rise as steadily and

consistently as did that of vi, the overall result is that it increases

more than it decreases, and the later years of the sample period dis—

play consistently larger variability in v: than do the early years.
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Table 14. Annual1 Figures for v:

 

Percentage Change

from Previous Year
 

 

Standard Standard

Mean Deviation Mean Deviation

1961 .81070 .00381 -- -

1962 .81376 .00138 .377% —63.780%

1963 .81680 .00099 .374% -28.261%

19642 .82009 .00088 .403z -ll.lll%

1965 .82046 .00054 .045% -38.636%

1966 .81643 .00275 -.491% 409.259%

1967 .81139 .00121 -.6l7% —56.000%

1968 .80365 .00241 -.954% 99.174%

19692 .78379 .00885 -2.471% 267.220%

1970 .77132 .00281 -l.59l% -68.249%

1971 .77280 .00198 .192% -29.537%

1972 .76514 .00202 —.991% 2.020%

1973 .76046 .00201 -.612% .495%

1974 .75478 .00217 -.747% 7.960%

 

1Based on 52 observations per year unless otherwise indicated.

Based on 53 observations.
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As can be seen in Table 14, most of the increase in the standard devi-

ation of v: occurs in 1966 and 1969.

By the same reasoning applied to v2, the behavior of v: over time

should be at least partially attributable to the relative number of memr

ber banks and interest rates. In addition, the effectiveness of Regula-

tion Q interest-rate ceilings may influence v: via their impact on the

growth of total time deposits. As Regulation Q ceilings encourage or

impede the growth of time deposits, v: will also be affected, to the

extent that the change in the level of time deposits is unevenly di-

vided between member and nonmember banks. Since member banks dominate

the market for large, negotiable certificates of deposit and this cate-.

gory of time deposits is apt to be most interest-elastic, the effects

of Regulation Q ceilings will likely be felt most heavily by member

banks.

The Regulation Q ceiling relative to the Treasury bill rate appears

to have an important impact on v:. The increase in v: at the beginning

of the sample period occurred while the Regulation Q ceiling was not

effective; this was the period of time when the market for large certif-

icates of deposit grew rapidly so the member bank portion of time de-

posits also grew. The decline in v: began in 1966 when Regulation Q

ceilings became effective, and accelerated as the Treasury bill rate

rose further above the ceiling. The decline in v: and the increase in

its variation is consistently larger the larger the gap between market

and ceiling rates and abates (or v: grows) when the gap is smaller or

the ceiling ineffective.

While the number of member banks and cost-of-membership issue rep-

T

resented by high interest rates no doubt exert some influence on vt’
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the effect of interest rates relative to Regulation Q ceilings appears

to be dominant. The relationship between v: and interest rates indi-

cates that member banks lose time deposits more rapidly than nonmem-

bers when Regulation Q ceilings are effective. This is no doubt because

of the member bank dominance of the interest-elastic market for certif-

icates of deposit. The complex relationships between vi, membership

attrition and market interest rates will be analyzed with more saphis-

ticated techniques in Chapter 6.

b) Differential State Reserve Requirements

As discussed in Chapter 3, the existence of nonmember banks can

also affect the value of rt through the impact of differential state

reserve requirements. Since nonmember banks in different states are

subject to different required reserve ratios, the ratio of nonmember

bank reserves to total deposits will vary depending on how a given

level of deposits are distributed among states. If nonmember bank

total deposits are concentrated in states with relatively high (low)

required reserve ratios, the level of reserves per dollar of total de-

posits held by nonmember banks will be relatively large (small). Hence

as the distribution of nonmember bank deposits among states changes,

the reserves-to-total deposits ratio for nonmember banks will vary.

This phenomenon is analogous to the effect of differential Federal

Reserve reserve requirements.

Whatever the effect of differential state reserve requirements on

the ratio of nonmember bank reserves-to-total deposits, the impact on

the value of rt cannot be inferred directly. Since nonmember bank

vault cash is the only part of nonmember bank reserves that is base-

absorbing, it is nonmember bank vault cash relative to total deposits
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that is relevant to the value of rt; it is‘changes in the ratio of vault

cash to total deposits, rather than the reserve-deposit ratio, that will

cause variation of rt. If the behavior of nonmember banks is such that

the vault cash-total deposits ratio is relatively constant in every

state, then differential state reserve requirements have no effect on

rt. On the other hand, if the vault cash-total deposit ratio is not

approximately equal for nonmember banks in different states, then the

distribution of nonmember bank deposits among states will effect the

value of rt. In this latter case, any variation in either the ratio

of vault cash to total deposits for each state or in the distribution

of nonmember bank deposits among states will cause variation in rt.

In the equation for rt, the nonmember bank reserves portion of the

expression for rt is given by,

 

 

 

51 m

glthhtt.

th
where wh t = nonmember bank vault cash in the h state:

’ nonmember bank total deposits in the hth state ’

= nonmember bank total deposits in the hth state:.

wh,t nonmember bank total deposits ’

n a nonmember bank total deposits.

pt privately-owned demand deposits'

The effects of changes in the level of vault cash relative to total de-

posits in the hth state is represented by WE t and uh t represents the

9 9

proportion of total nonmember bank deposits in the hth state.

The only data available from which to calculate w and uh are
h,t ,t

Federal Deposit Insurance Corporation call report data. Until June,

1963, call report data are available on a quarterly basis; for the last

eleven years of the sample period, data are available on a semiannual
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basis only. Table 15 gives the mean and standard deviation for wh,t

between states for each of the thirty—four call report dates in the

period December 31, 1960 through December 31, 1974. Table 16 presents

the mean and standard deviation of wh,t and wh,t for each state based

on all thirty-four call report dates.

As can be seen from Table 15, the mean of wh,t has declined dur-

ing the sample period and does vary from one call date to the next.

Thus, the average ratio of vault cash to total deposits for all nonmem—

ber banks is not constant. The standard deviation of w reported in

h,t

Table 15 implies that the variation in wh,t between states is not con-

sistently high, but it is relatively high for some call dates. Further-.

more, Table 16 indicates that the vault cash-total deposit ratio is not

uniform between states, since the mean of wh,t for the thirty-four call

dates ranges from .01144 for California to .03352 for Arkansas. The

standard deviation of wh,t reported in Table 16 measures the variation

in wh,t that has occurred through time for each state. The standard

deviation of wh,t is small for most states but varies considerably be-

tween states; it ranges from .00151 for Vermont to .04584 for Arkansas.

All of this implies that the ratio of nonmember bank vault cash to total

deposits is not particularly stable; it apparently has varied consid—

erably over time and is not especially uniform between states.

A number of factors may cause the variation in wh,t between states.

It may be that nonmember banks choose to hold a relatively constant

proportion of their legal reserves in the form of vault cash. If this

is so, differential state reserve requirements would account for differ-

ent values of Wu t for different states. Variation in the ratio between

9

states is no doubt influenced by state institutional and demographic
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Table 15. Nonmember Bank Holdings of Vault Cash

 

 

 

 

VC

whtg'fiimzi \p
’ h,n,t __ h,t

Call Standard Call Standard

Date Mean Deviation Date Mean Deviation

12/31/60 .02135 .00652 12/31/66 .02042 .00500

4/12/61 .02479 .00686 6/30/67 .01876 .00421

6/30/61 .02220 .00581 12/31/67 .01953 .00479

9/30/61 .02646 .00702 6/30/68 .01805 .00412

12/31/61 .02329 .00621 12/31/68 .02103 .00598

3/26/62 .02395 .00563 6/30/69 .01929 .00605

6/30/62 .02112 .00512 12/30/69 .02073 .00818

9/28/62 .02201 .00578 6/30/70 .02022 .00675

12/31/62 .02389 .00640 12/31/70 .01785 .00600

3/18/63 .02858 .03109 6/30/71 .02046 .01528

6/29/63 .02603 .03055 12/31/71 .01680 .00487

12/31/63 .02051 .00522 6/30/72 .01610 .00775

6/30/64 .02326 .00605 12/31/72 .01629 .00557

12/31/64 .02424 .02128 6/30/73 .01455 .00512

6/30/65 .02291 .00583 12/31/73 .01735 .00625

12/31/65 .02295 .02007 6/30/74 .01364 .00341

6/30/66 .02142 .00512 12/31/74 .01680 .00500

 

Data Source: Federal Deposit Insurance Corporation, Assets, Liabilities

and Capital Accounts, Commercial Banks and Mutual Savings Banks, Report

of Call Nos. 54-84, December 31, 1960-December 31, 1968; and Federal

Deposit Insurance Corporation, Board of Governors of the Federal Reserve

System, and Office of the Comptroller of the Currency, Assets, Liabil-

ities and Capital Accounts, Commercial Banks and Mutual Savings Banks,

June 30, 1969-December 31, 1974.
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Table 16. Effects of Nonmember Bank Holding of Vault Cash

December 31, 1960-December 31, 1974 (34 observations)

wh,t = ::h n t mh,t = ::h n t
h,n,t n,t

Standard Standard

State Mean Deviation Mean Deviation

Alabama .02372 .00423 .01379 .00109

Alaska .02047 .00871 .00126 .00077

Arizona .02200 .02723 .01008 .00075

Arkansas .03352 .04548 .01186 .00050

California .01144 .00155 .04473 .00294

Colorado .01828 .00291 .00903 .00058

Connecticut .02558 .02541 .01280 .00219

Delaware .01908 .00206 .01537 .00273

District of

Columbia .01542 .00321 .00627 .00356

Florida .02142 .00419 .04467 .00498

Georgia .02501 .00396 .02614 .00199

Hawaii .02543 .00653 .01305 .00258

Idaho .01741 .00379 .00206 .00023

Illinois .01519 .00241 .07014 .00411

Indiana .01959 .00392 .03240 .00214

Iowa .01511 .00282 .03744 .00239

Kansas .01396 .00229 .02421 .00123

Kentucky .02213 .00364 .02325 .00065

Louisiana .02473 .00464 .02442 .00150

Maine .02751 .00561 .00375 .00046

Maryland .02495 .00364 .02220 .00097
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Table 16. Continued

wh,t =¥.§h&£ ”h,t =:—:ELQLE
h,n,t n,t

Standard Standard

State Mean Deviation Mean Deviation

Massachusetts .02607 .00457 .01409 .00101

Michigan .02028 .00344 .02849 .00217

Minnesota .01504 .00300 .03228 .00220

Mississippi .02511 .00316 .01817 .00194

Missouri .01739 .00285 .05065 .01975

Montana .01551 .00279 .00297 .00015

Nebraska .01873 .02501 .01257 .00042

Nevada .02852 .00925 .00350 .00120

New Hampshire .01355 .00178 .00323 .00040

New Jersey .02114 .00268 .01911 .00072

New Mexico .02228 .00491 .00471 .00020

New York .01370 .00249 .02905 .00494

North Carolina .03014 .00440 .02979 .00271

North Dakota .01189 .00234 .00738 .00074

Ohio .02151 .00270 .02875 .00432

Oklahoma .02001 .00353 .01227 .00172

Oregon .01783 .00238 .00662 .00048

Pennsylvania .02110 .00365 .05437 .00444

Rhode Island .02888 .01133 .00676 .00365

South Carolina .03081 .00475 .00964 .00052

South Dakota .01223 .00241 .00578 .00107

Tennessee .02242 .00306 .02284 .00093
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Table 16. Continued

 

 

 
 

 

W = VCh,n,t g TDh,n,t

h,t TD “h,t TD
haflgt njt

Standard Standard

State Mean Deviation Mean Deviation

Texas .01971 .00398 .06234 .00593

Utah .02012 .00406 .00435 .00086

Vermont .01532 .00151 .00520 .00051

Virginia .02475 .00438 .01640 .00095

Washington .02450 .00422 .00520 .00045

West Virginia .02526 .00515 .00844 .00020

Wisconsin .01727 .00266 .04465 .00233

Wyoming .01781 .00340 .00148 .00014

 

Data Source: Federal Deposit Insurance Corporation, Assets, Liabilities

and Capital Accounts, Commercial Banks and Mutual Savingszanks, Report

of Calls Nos. 54-84, December 31, 1960-December 31, 1968; and Federal

Deposit Insurance Corporation, Board of Governors of the Federal Reserve

System, and Office of the Comptroller of the Currency, Assets, Liabil-

ities and Capital Accounts, Commercial Banks and Mutual Savings Banks,

June 30, 1969-December 31, 1974.
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features such as branching laws, average bank size and urban-rural mix.

Variation in wh,t through time is partially attributable to the effects

of high and rising interest rates during the sample period. Whatever

the cause of variation in w the fact that nonmember banks do not
h,t’

hold a constant amount of vault cash per dollar of deposits means that

changes in the distribution of nonmember bank deposits among states

affects rt. Consequently variation in either wh,t or wh,t will gener-

ate variation in rt.

Table 16 also gives the results for wh,t which indicate the extent

to which the distribution of nonmember bank deposits between states has

changed historically. The standard deviations of wh,t are all small;

thus shifts in the distribution of deposits among states has apparently

been minimal.

The infrequency of available nonmember bank data seriously limits

analyzing the impact of state reserve requirements on rt.14 To the

extent that nonmember bank deposits within a state are subdivided into

categories for reserve purposes, the distribution of deposits among

these categories will also affect rt. State deposit data that are dis-

aggregated into these additional reserve categories are not available

at all. The lack of weekly nonmember bank deposit data makes it impos-

sible to analyze the nonmember bank reserves portion of rt in a way

 

14In addition, some authors have questioned the reliability of the

data that are available. This study however is concerned with the

amount and source of variation in measured r , which is by necessity

calculated with available data. The only available measure of r

therefore incorporates whatever errors or inadequacies are in the

deposit data. The deficiencies of the data, while possibly trouble-

some, are therefore not at issue here.

t
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that is comparable to the analysis of the member bank portion. There—

fore, the analysis in the following chapters does not include the

nonmember bank part of rt.

Nonmoney_Deposits
 

Since member banks are required to hold base-absorbing reserves

against deposits that are not included in the money stock, the base

money supplied by the monetary authorities will support a smaller money

stock, the higher the levels of nonmoney deposits. The nonmoney de—

posits include deposits of the U. S. Government, interbank deposits,

and time deposits. Their influence is reflected here in the param—

eters, Yt’ It, and Tt’ respectively, where each category of nonmoney

deposits is expressed as a ratio to privately-owned demand deposits.

, and T andTable 17 gives statistics for the parameters Yt’ It t

their first differences. Of the three types of nonmoney deposits, Tt

has the largest standard deviation but Yt has the highest coefficient

of variation. The standard deviations and coefficients of variation

for Yt’ 1 , and It are all large relative to the parameters discussed

t

above. For example, the coefficients of variation of v? and v: are

less than one-third the level of the lowest coefficient of variation of

the three nonmoney items (It).

The mean of the first differences for Yt and it are small, -.00003

and .00002, but as expected Tt shows a considerably larger average

weekly change (.00193). The standard deviation and largest weekly

values of (It - ) are also larger than for either Yt or t . The

Tt-l
t

mean of the absolute value of the first differences is, for all three

parameters, much larger than the mean of the first differences; thus
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Yt’ 1 , and Tt apparently all fluctuate considerably. The mean of

t

ITt - Tt-l' is much larger than that for Yt or 1t’ indicating that It

indeed varies considerably more. The statistics on the first differ-

ences also indicate that the size of, and variation in, the weekly

change of Yt’ It, and Tt are larger than that for the parameters dis-

cussed earlier.

a) Government Deposits

A plot shows that the behavior of Yt is dominated by its contin-

ual fluctuations rather than any discernible systematic pattern. The

standard deviation of (Yt ) is nearly as large as the standard

— Yt-l

deviation of Yt itself and the plot of the first differences exhibits

as many and as large fluctuations as the one of the levels of Yt'

Table 18 gives annual figures for Yt' During the first five years of

the sample period, Yt rose slightly, reaching its high in 1965, and

declined thereafter, especially in 1966, 1973, and 1974. The standard

deviation has also declined some; the early years of the sample in gen-

eral show more variation for Yt'

While Yt displays large week-to-week variation, a plot of Yt indi-

cates that it follows the same pattern of fluctuation within the same

quarter of nearly every year of the sample. Given the regularity of

this seasonal pattern, it appears that the behavior of Yt may reflect

institutional factors such as tax payment dates. If this is the case,

the behavior of Yt should be predictable even though it displays a lot

of variability. This issue will be considered in the regression analy-

sis in Chapter 6.
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Table 18. Annual1 Figures for Yt

 

Percentage Change

from Previous Year
 

 

_ Standard Standard

Mean Deviation Mean Deviation

1961 .04263 .01169 --

1962 .05174 .01513 21.370 29.427

1963 .05006 .01567 ~3.247 3.569

19642 .04799 .01484 -4.135 -5.297

1965 .05061 .01906 5.460 28.437

1966 .03760 .01533 —25.706 -l9.570

1967 .03749 .00944 —.293 -38.421

1968 .03987 .01128 6.348 19.492

19692 .03716 .01243 -6.797 10.195

1970 .04145 .00941 11.545 —24.296

1971 .03961 .01141 -4.439 21.254

1972 .04025 .01118 1.616 —2.016

1973 .03617 .01363 —10.137 21.914

1974 .02822 .01036 -21.980 -23.991

 

1Based on 52 observations per year unless othe wise indicated.

2Based on 53 observations.
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b) Interbank Deposits

As can be seen in Table 17, there is little difference between the

behavior of It and its alternative definition 1:, which excludes call

report data on nonmember bank interbank deposits. By all measures, the

variation in I: is slightly smaller than in It. The behavior of It is

dominated by large weekly changes. The standard deviation of the first

differences of It is much smaller than that of its level, so (It - lt-l)

displays much smaller weekly fluctuations than It.

The value of It has increased overall during the sample years.

Table 19 gives annual figures for It and shows that the mean of It has

grown slightly each year since 1964 except in 1966, 1972, and 1973. A

plot shows that most of the rise in the value of 1t was accomplished

during 1968, 1969, 1970, and 1973. As can be seen in Table 19 there is

also a tendency for the variation in It to rise during the sample per—

iod; since 1967 the standard deviation of It has been larger. The larg-

est increases in the standard deviation occurred in 1968 and 1972.

There have been two occurrences during the sample period that would

logically influence It. One is the decline in the relative number of

member banks. Since nonmember banks can hold legal reserves in the form

of interbank balances, It might be expected to rise as the relative num-

ber of nonmembers grows. Gilbert15 however has found that member banks

hold more interbank deposits than nonmembers of comparable size. Con-

sequently It may fall as relatively more banks are nonmembers.

 

1SAlton Gilbert, "Utilization of Federal Reserve Bank Services by

Member Banks: Implications for the Costs and Benefits of Membership,"

Review, Federal Reserve Bank of St. Louis 59 (August 1977):12.
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Table 19. Annual1 Figures for It

 

Percentage Change

from Previous Year
 

 

Standard Standard

Mean Deviation Mean Deviation

1961 .12961 .00460 -- --

1962 .12756 .00581 -1.582 26.304

1963 .12428 .00483 -2.571 -16.867

19642 .12272 .00455 -1.255 -5.797

1965 .12457 .00415 1.507 -8.791

1966 .12452 .00442 -.040 6.506

1967 .12847 .00432 3.172 -2.262

1968 .13335 .00652 3.799 50.926

19692 .14565 .00733 9.224 12.423

1970 .15529 .00733 6.619 4.366

1971 .16792 .00779 8.133 1.830

1972 .15441 .01154 -8.045 48.139

1973 .14433 .00756 -6.528 —34.489

1974 .16156 .00744 11.938 -1.587

 

1Based on 52 observations per year unless otherwise indicated.

2Based on 53 observations.
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The second phenomenon that should be at work on It is the record

of high and/or rising interest rates during the sample years. Since

interbank deposits are noninterest bearing, high and/or rising inter-

est rates should cause banks to economize on their holdings of inter-

bank deposits and the level of It should fall.16

Although the results are not clear cut, Table 19 and Table 13

indicate that in general the increase in It mirrors the decline of v?

and the variation in both parameters rises. The years when It is high

or rises (1968 through 1974) are, except 1970, also years when v2 de-

clines substantially. The first year of unusual decline in v2 was 1969

and that was also the year of the first large increase in It. There

are, however, years when v? falls substantially and It also falls (1963,

1966, 1972, and 1973, for example), so the relationship between It and

the relative decline in member banks is not clear. Any impact of mar-

ket interest rates on It is difficult to discern from observation

(comparing Tables 19 and D—3). The general tendency of interest rates

to rise or be high during the sample period and the increase in 1t con—

tradicts the expected relationship between 1t and interest rates. The

influence of both of these independent variables on It will be con-

sidered further in the regression analysis in Chapter 6. In addition,

the analysis in the next chapter will deal with the seasonal behavior

of It which appears to be strong.

 

16Banks, of course, earn a "return" on interbank balances in the

form of services rendered. Banks typically hold a level of interbank

balances necessary to "pay" for the services needed from a correspondent.

To determine the required level of interbank balances, correspondents

often apply a market interest rate to the level of interbank balances

and compare this to the cost of services provided. Therefore, higher

market interest rates allow lower interbank balances to pay for a given

level of correspondent services.
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c) Time Deposits

The value of Tt’ of course, rises continually throughout the sample

period. Table 20 gives annual figures for Tt and shows that the annual

mean rises every year but 1969; the mean of Tt more than triples its

value between 1961 and 1974. As expected, Tt also displays considerable

variation; as can be seen in Table 17, its standard deviation is .36787

which is higher than that for Yt’ 1t, v2, or VE' The coefficient of

variation of It is .28726, exceeded only by the coefficient of varia-

tion of Yt' The standard deviation of (It - ) is only six percent

Tt-1

of the standard deviation of Tt’ indicating that a large portion of

the variation in Tt is due to its upward trend. A plot of (It - Tt-l)

still displays considerable weekly fluctuations however; the mean of

(Tt - rt_1) is .00193 and the mean of lrt - rt_1| is .01399, both of

which are much higher than comparable statistics for Yt’ It, v2 or YE'

As can be seen in Table 20, the variation in Tt has also increased; the

standard deviation of Tt is larger after 1968, except for 1972.

Table 20 shows that the largest increases in the mean of Tt

occurred during 1962, 1963, 1965, 1970, 1971, 1973, and 1974. The best

explanation of the behavior of Tt ought to be market interest rates and

interest rates relative to Regulation 0 ceilings. The relationship

between the Treasury bill rate as an indication of short-term interest

rates and Tt is, however, ambiguous. If an increase in the Treasury

bill rate represents a general increase in all rates including that paid

on time deposits, It should be expected to rise as consumers shift out

of cash and demand deposits into all interest-bearing instruments, in-

cluding time deposits. If, on the other hand, an increase in the

Treasury bill rate represents more attractive terms being paid on an
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Table 20. Annual1 Figures for It

 

 

Percentage Change

from Previous Year
 

 

Standard Standard

Mean Deviation Mean Deviation

1961 .69941 .02543 -- --

1962 .79322 .03792 13.413 49.115

1963 .89351 .03379 12.643 —10.891

19642 .98015 .03157 9.697 -6.570

1965 .09300 .04096 11.514 29.743

1966 .17717 .04142 7.701 1.123

1967 .28536 .04187 9.191 1.086

1968 .34193 .03330 4.401 -20.468

19692 .32260 .04932 -1.440 48.108

1970 .35303 .07401 2.301 50.061

1971 .56403 .05120 15.595 -30.820

1972 .64276 .03842 5.034 —24.961

1973 .78432 .07819 8.617 103.514

1974 .00300 .09062 12.256 15.897

 

1Based on 52 observations per year unless otherwise indicated.

2Based on 53 observations per year.
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instrument that is an alternative in time deposits, Tt would be expected

to fall. Whenever market interest rates are below the Regulation Q

ceiling, Tt should rise more rapidly; when Regulation Q ceilings are

effective, Tt would be expected to fall (or rise more slowly).

The limited analysis here indicates no particular relationship

between It and the Treasury bill rate. While five of the years of

exceptional increase in It (1962, 1963, 1965, 1973, and 1974) were also

years of high or rising interest rates, the other two years during

which It increased a lot, 1970 and 1971, were years of falling and low

(respectively) rates. In addition, many other years in the sample per-

iods recorded equally high or rising rates, when Tt did not rise ex-

ceptionally, including 1969 when Tt actually fell.

The behavior of Tt is more closely related to the effectiveness of

Regulation Q ceilings. The rapid growth in It in the early years of the

sample occurred when Regulation Q ceilings were not effective. The

slow-down in its growth in the late 1960's corresponds to effective

Regulation Q ceilings, the decline in It in 1969 occurred when the dif—

ference between interest rates and ceilings was large. A more sophisti-

cated analysis of the effects of interest rates and ceilings on It is

included in the regression analysis in Chapter 6.

The values of Tt display a distinct seasonal pattern of behavior;

Table D—5 gives quarterly figures for It. Substantial increases occur

in Tt during the first quarter of every year; this is reflected by the

fact that the first quarter of every year (except 1969) has the largest

quarterly standard deviation and the lowest quarterly mean. During the

second quarter, the rise in Tt continues but at a slower pace; in the

last seven years of the sample period, It has fallen first during the
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second quarter, then rises again, above the level reached at the end of

the first quarter. During the third quarter, the level of Tt stabilizes

at a level above that of the first and second quarters and fluctuates

around that level but its level does not change much. During the fourth

quarter of all but one year, Tt drops drastically; but, except 1969, It

never drops back to the level of the first quarter of the same year, so

that the overall increase in Tt continues unabated from year to year.

Nondeposit Liabilities
 

The data available for the various categories of nondeposit liabil—

ities are deficient in a number of ways which hamper analyzing the

effects of lagged and differential reserve requirements against nonde-

posit liabilities. In addition, the structure of reserve requirements

against these liabilities has been changed so many times that it is

difficult to isolate the effects of lagged and differential reserve

requirements for any reasonably long period of time. What follows is

gdzag) of rt,

as it should be analyzed (i.e., assuming perfect data). This specifi-

a specification of the nondeposit liability portion (Enql

cation will then be compared with what analysis is possible, given the

available data.

As was indicated in Chapter 3, the first nondeposit reserve require-

ment was a marginal reserve requirement imposed on liabilities arising

out of Eurodollar transactions which began on October 16, 1969. At the

time this study began no data on this liability were available and

therefore the "Eurodollar" category of nondeposit liabilities is ignored

below.



137

Beginning June 21, 1973,17 a marginal reserve requirement was

applied to certificates of deposit in excess of $100,000 (CDt) and funds

obtained through issuance of commercial paper (CPt)° Beginning on that

date then the nondeposit liability portion of rt would be represented

 

 

by:

N N

nl,txl,tal,t’ where

nl t = the marginal required reserve ratio against (CD + CP)t’

9

+

AN g (CD CP)t-2,

1,t (CD + CP)t

03 = (CD + CP)t.

1,t DP

t

Beginning July 12, 1973, the marginal reserve requirement on CDt and

CPt was extended to cover funds from the sale of sales finance bills

(SFt) and therefore nondeposit liabilities should be represented in the

equation for rt by:

N N

n2,tA2,ta2,t’ where

n2 t = the marginal required reserve ratio against (CD + CP + SF)t’

9

N = (CD + C? + SF)t-2

2,t (CD + CP + SF)t

A  

 

17Since all reserve requirements against nondeposit liabilities

were introduced after lagged reserve requirements were instigated,

changes in reserve requirements are imposed on one date, but applied to

nondeposit liabilities two weeks earlier. In each case, the dates

referred to here are the dates when the reserve requirement was changed.

For example, the reserve requirement which became effective June 21,

1973, was first applied to nondeposit liability levels as of June 7,

1973.
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(CD + C? + SF)t

a = '

2,t DP

t

 

Beginning September 19, 1974, all three liability categories (CDt’ CPt’

and SFt) were divided into two maturity-length categories: those

maturing in less than four months and those maturing in more than four

months. The shorter-maturity group continued to be subject to the

marginal reserve requirement against nondeposit liabilities, but the

longer-maturity group was reverted to the original reserve requirement

against time deposits in excess of $5 million (Tt,>$5)' After this

change then the nondeposit liability portion of rt should be revised

to:

n AN N N N N N

3,t 3,t61,ta3,t
+ na’tl4’t62,t

a4,t,
where

:
3 ll marginal required reserve ratio against nondeposit

liabilities maturing in less than 4 months;

n = required reserve ratio against time deposits in excess

of $5 million plus nondeposit liabilities, maturing in

more than 4 months;

AN _ (CD + CP + SF)t-2,_$4 months;

3,t (CD + 08 + SF)t

 

, < 4 months

(CD + CP + SF)t

 

 

 

 

 

6N = L154 months;

1,t (CD + CP + SF)t

dN = (CD + C? + SF)t;

3,t DP

t

AN 3 Tt-2, >$5m + (CD + CP + SF)t-Z, >4 months;

4,t Tt, >$5m+ (CD + CP + SF)t, >4 months

SN 3 Tt, >$5m + (CD + GP + SF)t,>4 months ;

2,t (T>$5m + CD + CP + SF)t

GN = (T>$5m + CD + CP + SF)t .

4 P

D

t



139~

The special reserve requirements against nondeposit liabilities were

dropped on December 12, 1974, and were combined with time deposits in

excess of $5 million. At that time the reserve category, time deposits

over $5 million plus the three categories of nondeposit liabilities,

was divided into two subcategories based on maturity-length: 30 to 179

days and over 179 days. For this scheme, the nondeposit liability

specification is represented by:

 

 

N N N N N
+

(“5,tA5,t53,t n6,t)‘6,t64,t)a5,t’ Where

n5 t = the required reserve ratio against (T>$Sm + CD + CP + SF)t’

’ maturing in 30-179 days;

n6 t = the required reserve ratio against (T>$5m + CD + CP + SF)‘,

’ maturing in more than 179 days;

AN = (T>$5m + CD + GP + gnu-2L 30-179 days;

5,t (T>$5m + CD + CP + SF)t, 30-179 days

5N = (T>$5m + CD + GP + SF)t, 30-179 days;

5,t (T>$5m + CD + CP + SF)t

AN = (T>$5m + CD + CP + SF)t-2, >179 days;
 

 

 

6,t (T>$5m + CD + CP + SF)t, >179 days

6N = (T>$5m + CD + CP + SF)t:_,>l79 days;

6,t (T>$5m + CD + C? + SF)t

8N = (T>$5m + CD + CP + SF)t.

5,t DP

1:

Table 21 is a summary of the four different reserve schemes that have

applied to nondeposit liabilities.

The first deficiency in the data available for nondeposit liabil-

ities arises from the fact that many of the reserve requirements imposed

on them are marginal. That is, the required reserve ratios are applied
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to changes in the liability items rather than their levels; or, pre-

scribed base amounts of the liabilities are exempted from reserve

requirements. In each case, the data that are available reflects

levels of nondeposit liabilities. Therefore the data cannot be used

to show changes in, or increases above a base level of nondeposit lia-

bilities for an individual bank, which is the relevant figure for the

determination of required reserves. This problem arises in calcula-

ting the parameters for nondeposit liability Reserve Schemes 1, 2,

and three of the parameters in Scheme 3. The marginal aspect of

these reserve requirements is denoted by the asterisks attached to

the appropriate parameters in Table 21. In all of the empirical work

that follows, the marginality of these reserve requirements is ignored

due to the lack of data.

The empirical results for the A2, 62, and aE-parameters are

summarized in Table 22. The two parameters in Reserve Scheme 1 can-

not be calculated because the data do not distinguish between funds

arising from issuance of commercial paper and those from sales finance

bills; Schemes l and 2 therefore are combined into the same Reserve

Scheme. In Scheme 3, the breakdown of (CP + SF)t into those matur—

ing in less than four months and those maturing in more than four months

is not available. The only data available for (CP + SF)t are for those

maturing in more than thirty days; the needed maturity-length break-

down is available for CDt only. In calculating the AN- and 6N?

parameters, the only data available for (CP + SF)t’ those maturing in

more than thirty days, are used in both maturity—groups. In general,

dates quoted in Table 22 do not match those defining the reserve schemes
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in Table 21. In some instances this is merely because of lagged re-

serve requirements; in other cases, it is because the dates for which

data are available do not match the dates for which reserve schemes

were in force. In each case, all available observations of data were

used to calculate the parameters. It should be noted that all of the

parameters calculated for Reserve Scheme 3 and the AN— and 6N-

parameters in Reserve Scheme 4 are based on very few observations of

data.

Some authors18 have asserted that the various categories of non-

deposit liabilities are quite volatile and therefore that application

of reserve requirements in general to nondeposit liabilities, and spec-.

ifically lagged and differential reserve requirements, introduces

highly variable parameters into the reserve ratio. Given the many

definitional and data problems described above, it is difficult to pre-

sent any conclusive evidence on the behavior of Az’t, 6:,t’ and a:,t.

It is however possible to compare the results for lagged and differ-

ential reserve requirements against nondeposit liabilities to similar

parameters for demand and time deposits to see whether A: and 62 are

highly variable.

Consider first the AN—parameters which are reported in the first

part of Table 22. The results in Table 22 indicate that the variation

in AN has not been large on an absolute scale. The coefficient of

’

variation is largest for Ag t’ corresponding to all three categories

9

of liabilities; the coefficients of variation for Ag t and A? t in

9 9

 

18See, for example, Burger, p. 57.
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Reserve Scheme 3 are both smaller and when nondeposit liabilities are

N
combined with time deposits over $5 million in Reserve Scheme 4 (A5 t

9

and A2 t) the AN—parameters are even more stable. The mean of A: t

9 9

is considerably below one for all but q = 3 (corresponding to nondeposit

liabilities maturing in less than four months); this reflects the over-

all growth in nondeposit liabilities. Thus the average deviation of

A: t from its neutral value of 1.0 has been relatively large for all

9

but q = 3.

The average deviation from one of ANq t is many times larger than

9

that for any AD- or AT-parameter (see Tables 1 and 4) for all q. This

is due to the unusually high rate of growth in nondeposit liabilities

in comparison to any category of deposits. The coefficients of vari-

ation for A: t are however not large relative to those for A? t or

9 9

AT . Except for AN , the coefficients of variation for AN are of
i,t i,t q,t

the same general size as those for A? t and A: t; even the coefficient

9 9

of variation for A? t is exceeded by that for five of the AD-

9

parameters.

The mean of the first difference of A2 t indicates sizable weekly

9

for all q. The mean of (A: - AN,t q,t-l) is much larger
N

changes in Aq’t

for all q than the mean of the first difference of any AD- or AT-

parameter (see Tables 2 and 4). The mean of the absolute value and

the standard deviation of the first differences of A: t are both small

9

D

J.t'

changes in the rate of growth) in nondeposit liabilities has been high

for all q relative to A It appears that the rate of growth (and

relative to any deposit category and therefore the average deviation

N N N

of Aq’t from one and the mean of (Aq’t Aq,t-l) are large relative to
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other A—parameters. The weekly fluctuations that are characteristic

of AD and AT however are smaller for AN so that the variation

3,t i,t q,t

in the level and first differences of AN t is not large relative to

other A-parameters.

The end of part one of Table 22 gives statistics for two additional

categories of nondeposit liabilities, certificates of deposit and the

sum of commercial paper and sales finance bills. As would be expected,

these two categories show a lot of variation relative to the other

A: t categories. This is true for both levels and first differences

9

and is especially true of commercial paper and sales finance bills.

The results for 6: the parameters representing the application

9t,

of differential reserve requirements to nondeposit liabilities, are

presented in part two of Table 22. The 6N-parameters for Reserve

Scheme 3, vary more than those for Reserve Scheme 4. This is apparent

from the coefficient of variation for the levels of 6: t’ as well as

9

from the size and standard deviation of the first differences of 6: t'

9

Of course the small number of observations involved in both reserve

schemes makes this a tenuous result. Comparing part two of Table 22

vary more than AN t for all q;to part one indicates that the 6N

q,t q,

this is, in general, true for levels as well as first differences.

The coefficient of variation for 6: t’ for all q, is not large on

9

an absolute scale or relative to the coefficients of variation of 6?

3,t

E t' The mean of the first differences of 6: t is however quite

9 9

or 6

large and is much larger than the mean of the first differences of

D T

63,t or 61,t'

standard deviation of these changes is not particularly large relative

Thus the weekly changes in 6: t are large but the

9
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to that for 6? . The mean of I6N — 6N I is the same as the mean

Jat q,t q,t-1

of (6N - 6N ) so that weekly fluctuations characteristic of the

q,t q,t-1

other 6-parameters do not occur in 6: t'
f

Part 3 of Table 22 gives the results for a: t which denote the

9

ratio of each category of nondeposit liabilities to privately-owned

demand deposits. The aN t show considerable variation on an absolute

scale as well as relative to the nonmoney deposits parameters, Yt’ It,

Tt (see Table 17). Only the standard deviation of Tt exceeds that for

a:,t for all q. The mean of the first differences of a:,t is also

large for all q, larger than that for any of the nonmoney deposit

parameters. The mean of the absolute value and the standard deviation ,

of the first differences of aN t are also large; they consistently ex-

,

ceed comparable measures of variation for Yt and 1t and are close to

or larger than those for T except under Reserve Scheme 1.

t

It is apparent that the categories of nondeposit liabilities rela-

tive to privately-owned demand deposits vary considerably relative to

other nonmoney items and therefore the application of reserve require-

ments may well have introduced highly variable parameters into the

reserve ratio. It does not appear however that the AN— and 6N-

parameters are any more variable than comparable parameters for deposit

categories. The limited analysis here however does not represent con-

clusive evidence, especially in light of the data problems discussed

above. Unfortunately the lack of comprehensive, consistent data on

these liabilities makes further analysis difficult; consequently in the

empirical work that follows reserve requirements against nondeposit

liabilities are ignored.
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Excess Reserves
 

Since member bank excess reserves absorb base money like required

reserves without "supporting" any part of the money stock, changes in

the level of excess reserves will cause variation in rt. A given

level of base money will correspond, all other things equal, to a

smaller money stock, the higher the level of excess reserves member

banks choose to hold. The control problem presented by excess reserves

is reflected here in the parameter at.

A plot of at shows it is extremely stable relative to the other

parameters. As can be seen in Table 23, 8t and its variation are both

very small. Its standard deviation is only .00093, the mean and stand-.

ard deviation of (e - Et-l) are small, -.00001, and .00061, and the

t

mean of let - is only .00047. The relative stability of St is
et-ll

demonstrated by the fact that (St - Et-l) equalled or exceeded .00015

only 21 times in the 729 observations and never exceeded .0027. Thus

at and its first differences vary much less than any of the other

parameters in rt. Due to the small mean of 6t, its coefficient of

variation is high relative to the other parameters.

The trend during the sample period has been for St to decline.

This can be seen in Table 24 which gives annual statistics for e ; the
t

mean of 8t dropped every year except 1973. A plot of 6t displays a

tendency for the standard deviation of at to be larger after 1968; the

average deviation of e from its mean is no larger in the latter years

t

of the sample period, but the frequency of such deviations is much

higher.

The best explanation of the fall in at is no doubt the overall

increase in interest rates during the sample period. With the exception
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Table 24. Annual1 Figures for 6t

 

Percentage Change

from Previous Year
 

 

Standard Standard

Mean Deviation Mean Deviation

1961 .00320 .00061 -- —-

1962 .00254 .00033 —20.625 -45.902

1963 .00206 .00050 -l8.898 51.515

19642 .00172 .00043 —l6.505 -l4.000

1965 .00149 .00036 -13.372 -l6.279

1966 .00132 .00046 -1l.409 27.778

1967 .00127 .00040 -3.788 -13.043

1968 .00107 .00043 -15.748 7.500

19692 .00075 .00043 —29.907 0.000

1970 .00056 .00030 -25.333 -30.233

1971 .00052 .00035 -7.l43 16.667

1972 .00047 .00038 -9.615 8.571

1973 .00048 .00040 2.128 5.263

1974 .00034 .00025 -29.l67 -37.500

 

1Based on 52 observations per year unless otherwise indicated.

2Based on 53 observations per year.
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of 1970, each of the years showing the largest drop in 6t was also

a year of high and/or rising interest rates. The two years in the

sample period during which interest rates were low and did not rise,

1967 and 1971, were also years of relatively small declines in at. This

relationship will be explored further in Chapter 6.

Both the decline in 8t and its increased variation may however be

artificially caused by the carry-over procedure introduced in the re-

serve requirement system in 1968. Since the carry-over practice has

been allowed, the weekly figures for excess reserves are often nega-

tive which would exaggerate both the fall in 6t and the increase in its

variation. The fact that the mean of at fell drastically in 1969 and

1970 seems to support that hypothesis. On the other hand, annual in-

creases in either the standard deviation or coefficient of variation

display no pattern to indicate that their increases were distorted in

1968 by the introduction of the carry-over procedure. In addition, the

procedures used in 1972 to ease member banks into the new graduated

reserve requirement structure also caused distortion in the data on

excess reserves.

The values of 8t follow a discernible seasonal pattern, as can be

seen from the quarterly figures given in Table D-6. The largest

quarterly mean occurs in the first quarter of nine years and the small-

est quarterly mean occurs in the fourth quarter. The first and fourth

quarters show the most fluctuation in st; those two quarters record

the highest standard deviation and coefficient of variation in all but

three and four years, respectively. This seasonal behavior will be

further analyzed in Chapter 6.



CHAPTER 5

THE VARIATION IN rt

 

Historical Variation in rt

Five different reserve requirement schemes were imposed on member

bank deposits during the sample period; these reserve systems will be

referred to below as Reserve Schemes A through E. In Reserve Scheme

A, demand deposits are divided into two categories, those at city

banks and at country banks, and all time and savings deposits are in-

cluded in one reserve category. Reserve Scheme B uses the same two

reserve categories for demand deposits, but introduces different re-

serve ratios for time and for savings deposits.1 Under Reserve Scheme

C, demand deposits at city banks and at country banks are each divided

into those less than $5 million and greater than $5 million; there are

three time and savings deposits categories, saving deposits, and time

deposits less than and greater than $5 million. Reserve Scheme D

employs the same seven reserve categories as Scheme C, but includes

lagged reserve requirements. Reserve Scheme E, consists of the grad-

. 2

uated reserve scheme for demand depo31ts.

 

1This does not correspond to the structural changes in reserve

requirements. (See Table C-2, Appendix C). Time and savings deposits

were divided into three categories (savings deposits, time deposits less

than $5 million, and time deposits greater than $5 million) on July 14,

1966, but data for these categories are only available beginning

Januaryju1,l968. Separate data on time deposits and savings deposits

are available beginning September 7, 1966. Hereafter Scheme B is de-

fined to correspond to available data rather than actual reserve cate-

gories.

2On December 12, 1974, time deposits were divided further, based on

maturity length. But since the sample period only includes four obser-

vations after this change, it is ignored.
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The dates defining the subperiods covered by each reserve scheme

and the appropriate expression for rt are summarized in Table 25.

Each of these five subperiods represents a period of time during which

no structural changes in reserve requirements occurred. It is, there-

fore, interesting to compare the amount of variation that has occurred

in rt under the various reserve schemes.

Table 26 gives the mean, standard deviation and coefficient of var—

iation for rt and each of the parameters in the expression for rt for

each reserve scheme. Comparing the standard deviation of rt for each

of the five reserve schemes shows variation in rt fell when the first

two structural changes were enacted. Upon the introduction of lagged

reserve requirements in Reserve Scheme D, however, the variation in rt

increased and it increased again under Reserve Scheme B, after gradu-

ated reserve requirements were instituted. This result indicates that

the latest structural changes in Federal Reserve reserve requirements,

especially lagged requirements, have generated more variation in rt.3

As can be seen in Table 26, neither the standard deviations nor the

coefficients of variation for v2 and v: are large relative to those for

the other parameters in rt. This indicates that the existence of non-

member banks has not been a major source of variation in rt for any of

 

3The comparability of the variation in r between subperiods may

be questioned because changes in legal reserve ratios cause variation

in r too and of course the number of magnitude of those changes is not

the same in each subperiod. No changes in legal reserve ratios occurred

in subperiods A or C. In the other three subperiods however, the vari—

ance of d is at most .000006 and variance of t is at most .000002.

Furthermofef it is not clear whether more or less ’ variation in r for

a particular reserve scheme can be attributed to the structural aspects

of the reserve scheme alone, or to the particular time period it covers.
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Table 25. Historical Specification of the Expression for rt

Dates

Reserve (Number of Es re i f

Scheme Observations) p $3 on or rt

A 1/1/61-9/7/66 r = Z

(296) A’t j=-l ,2dj,t6j,t\)t€t(1 + Yt + 1 t) +

51

T m E n

t1,tvtTt+€tpt + wh,twh,tot
h=1

B 9/7/66-1/11/68 r = Z

(70) B’t j==1,2dj,t;(Sj,tvtgt (1 + Yt + 1t)+

T T m

._2 t1,t61, tvtTt + €tot +
1-2,3

51

Z 9 oh on
h=1 h,t ,t t

6 6D

C 1/11/68-9/18/68 rC t = jZ dj6t tvtDgt (l + Yt 4 1t)

(36) ’ =3 3

5 T 521 n

ii3t 1, :51, tvtTt + 5do +h=Xlwh,twh,tpt

6 D

D 9/18/68-11/9/72 r = Z d A ng (1 + y + 1 ) +

(217) D,t j=3 j, t j,t6j,tvt t t t

5 T T VT

2 t1, :21, :61, tVtTt + 6to +
1= 3

51 n

hilwh,twh,tpt

11 D D VD

E 11/9/72-12/25/74 rE t = 2 dj tAj t6j tvt€t(l + Yt + 1t) +

(111) ’ j=7 ’ ’ ’

5 m

T T T

1:3ti,txi,tai,tvtTt + 5:9 +

51
n

2 wh,twh,tpt
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Definitions of Symbols for Table 25

 

Subscripts j and 1 Reserve Category Reserve Scheme

j = 1,11; j = 1 city banks A & B

j = 2 country banks

j = 3 city banks, <$5 million

j = 4 city banks, >$5 million C & D

j = 5 country banks, <$5 million

j = 6 country banks, >$5 million

1 = 7 <$2 million

j 8 $2 million - $10 million

j 9 $10 million - $100 million E

j = 10 $100 million - $400 million

j = 11 >$400 million

i = 1,5; 1 1 total time and savings deposits A

i 2 total time deposits B

i 3 total savings deposits B, C, D & E.

i = 4 time deposits, <$5 million C, D & E

i = 5 time deposits, >$5 million C, D & E

dj t required reserve ratio against the jth demand deposit category;

9

ti t required reserve ratio against the ith time deposit category;

9

member bank net demand deposits in the jth reserve category,

AD lagged twopperiods ;

j,t member bank net demand deposits in the jth reserve category,

current period

member bank time deposits in the ith reserve category, lagged

AT two periods 3

i,t member bank time deposits in the itfi reserve category, current

period

6D member bank net demand deposits in thepjth reserve category.

j,t member bank net demand deposits ’

6T member bank time deposits in the ith reserve catggpry.

i,t member bank time deposits ’

vD member bank net demand deposits

t net demand deposits in all commercial banks’

vT member bank time deposits

t fime deposits in all commercial banks’

6t net demand deposits in all commercial banks

 
 

 

 

 

 

 

 

 

gross demand deposits in all commercial banks’
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Definitions of Symbols for Table 25 - continued
 

U. S. government demand deposits.
 

privately—owned demand deposits ’

interbank demand deposits
 

privately-owned demand deposits’

time deposits in all commercial banks.
 

privately-owned demand deposits ’

member bank excess reserves.
 

member bank total deposits ’

member bank total deposits
 

privately-owned demand deposits;

nonmember bank vault cash in the hthstate

nonmember bank total deposits in the hth state
9

nonmember bank total deposits in the hth state.

nonmember bank total deposits ’

nonmember bank total deposits =

privately-owned demand deposits
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the four reserve schemes. In the first three reserve schemes, v? and

v: have lower coefficients of variation than any of the other parameters

in the expression for rt. In Reserve Schemes D and E, the coefficients

of variation for V2 and v: are smaller than those of all other param-

eters except some of the A-parameters and one 6-parameter in Reserve

Scheme D. The coefficients of variation for v2 and v: are however

exceeded by those for two A-parameters in Reserve Scheme D and by those

for four A—parameters in Scheme E. The variation of the A- and 6-

parameters for individual reserve categories understates the total var-

iation generated in rt by lagged and differential reserve requirements.

Therefore the above results show that in each of the reserve schemes,

v2 and v: display less variation than do the other parameters in rt.

There is also no support here for the claim that nonmember banks have

become a more serious problem in recent years. The standard deviations

of v? and v: are largest under Scheme D; their standard deviations in

the time period covered by Scheme E are however smaller than during

Scheme A. The parameters that show the consistently largest coeffic-

ients of variation for all reserve schemes are Tt’ Yt’ and et’ repre-

senting time and government deposits and excess reserves, respectively.

In the first three reserve schemes, the variation of wt, representing

the distribution of nonmember bank deposits between states, is also

large.

While the variation of the parameters in the expression for rt pro-

vides a way of comparing their relative variation, it does not measure

the variation that each parameter causes in rt. This is because each

of the parameters is combined multiplicatively with the other parameters

in the expression for rt so that any change in a given parameter is
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first multiplied by several other parameters before it is translated

into variation in rt. That is, the variation in any given parameter

causes variation in rt that is first weighted by the parameters by

which it is multiplied in the expression for rt. In the next section

a method is devised which deals with this problem.

"Partial Variation" of rL

L

 

Variation in rt is caused by simultaneous variation in all param-

eters in the expression for rt. To isolate the effects on rt of vari-

ation in each of the parameters alone, the values of all other param—

eters are held constant at their means, so that only the variation

in one parameter causes variation in rt. This will be referred to as

the partial variance of rt.

The following result for the variance of a linear combination of

random variables is employed in deriving the partial variance of r :

I:

If g is a function of random variables such that,

n

g(xl, x2, ...xn) = Z aixi + c, then

2 4
a. var (x ) + Z a a cov(x , x.) .

1 i i i,j=1 i j i j

1#j

(5-1) var (8) =

1 "
M
t
-
'
5

Consider the following expression, taken from Table 25 above, for

rt for Reserve SCheme A with the A-parameters included:

(5-2)r=2 DDD + IT +

A" j=l,2dj,txj,t5j,tvtgt (1 + Y: + 1t) t1,91,31,56

m51 n

etpt + hilwh,twh,tpt °

 

4Maurice-G. Kendall and Alan Stuart, The Advanced Theory of Sta-

tistics, Volume 1 (London: Charles Griffin and Company Limited, 1963),

D. 231.3.
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To derive the partial variance of r due to lagged reserve require—
A,t

ments, denoted by var A (r ), the values of all parameters in r

A,t A,t

D
but A1,t’ A2,t and Al t are held constant at their means. Represent-

ing the means of variables by a (-) over them, equation (5-2) for rA t

9

then becomes,

_ - D -D —D— -
(5-3) rA,t - .E dj,t Aj,t6j,tvtgt (1 + Yt + 1 ) +

J-l,2

51

‘ 1§T¥+Efi+zwap
1,t 1,t t t t t h=1 h,t h t t

Employing the result represented by equation (5—1), the partial vari-

ance of rA t due to lagged reserve requirements is then,

9

2

(5-4) var A (rA,t) = [v?St (1 + Yt + 1 tfl [;E1 235 t(6j t)2 var (Ag’t)

- -D D D

+ 2(‘11,‘1c 2, 631,152, C CW (21, t’ A2,8]

2
+ (5T ¥)2 [2:46:19 var (AT)]

tt

- - -D D T

[1:1 zdjn: t1,1531%: CW ”j,t-“1.91

+

+ [2v 5 (l + Yt 1t) vt Tt]

The partial variance of r due to differential reserve require—

A,t

ments is analogously represented by:

- _ _ 2 -132

(5-5) var 6 (ra ) = [VDEtU + Yt + 18] L212d?txj t var (6;),t)

- - D D D

+ 2“1, td2, txl, tXZ, t C°V (61, t’’52 ,t%
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Table 27 shows the expressions for varA(rt), var6(rt), varv(rt),

varY(rt), var1(rt), varT(rt), and var€(rt), the derivations for which

are presented in Appendix E. The expressions for the partial variance

of rt are different for different reserve schemes as the definitions

of j and i vary. This is detailed in the bottom part of Table 25.

Table 28 gives the results for the partial variance of rt for each

reserve scheme. The partial variance due to lagged reserve require—

ments is calculated for all reserve schemes even though lagged reserve

requirements were not instituted until September 18, 1968. Schemes C

and D are therefore combined into one subperiod, labelled Scheme D',

containing 253 observations. Using the alternative definitions of VE*,

1*, and 5: described above, the figures for varv*(rt) and var1*(rt)

t

are also given in Table 28; using the values of v2*, 1: and 5: however

makes very little difference in the calculation of the other partial

variances.

As can be seen in Table 28, the variation in rt caused by lagged

reserve requirements has increased steadily with each new reserve

system.5 Differential reserve requirements however caused the great-

est variation in rt under Reserve Scheme D' although the partial vari-

ance is larger under the current graduated reserve system than under

either scheme based only on the city-country distinction for demand

deposits.6 The partial variance in rt contributable to nonmember banks

 

5This is true on an absolute scale, but not if varx(r ) is expressed

relative to var(r ). The ratio var (r )/var(r ) is largesE for Scheme B

and smallest for Scheme E. This is because var(rt) is larger for the

periods of time covered by Schemes D' and E.

6The ordering between reserve schemes is again changed if var (rt)

is expressed relative to var(r ). Var6(rt)/var(rt) is largest for

Reserve Scheme B and smallest for E.
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Table 28. Partial Variance of r

(All amounts are expressed in the form E -05)

Reserve Scheme (Number of Observations)

A and B (366) D' and E (364)

A (296) B (70) D' (253) E (111)

varA(rt)l .3396 .4066 .4593 .5560

var6(rt) .0299 .0668 .1000 .0880

varv(rt) .1391 .0260 .5646 .1374

varv*(rt) .1416 .0602 .6221 .1354

var (rt) .2538 .1181 .1003

var1(rt) .0289 .1873 .0874

var1*(rt) .3156 1.9411 1.1106

varT(rt) 3.1964 .4377 6.1066

var€(rt) .2312 .0935 .0819

var(rt)2 1.298 1.212 2.793 3.864

1.310 3.533

 

l . .
The sample period for each reserve scheme contains the indicated

number of observations, minus two.

2The calculations of r here includes the A—parameters for every

reserve scheme, so the variance of rt

in Table 26 above.

given here does not match that
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was also highest under Reserve Scheme D'; this was a period during which

the variance and covariance of v? and v: were especially large. Since

1972, however, the variance of v? and v: has declined so that varv(rt)

under Reserve Schemes A and E are nearly identical. The same pattern

of results occurs for varv*(rt) of rt when the alternative definition

of V2* is used.

The variance of rt attributable to government deposits is largest

for the first half of the sample period (for Reserves Schemes A and B),

and is only half as large after January, 1968. The disturbance in rt

caused by interbank deposits is greatest during the latter part of

the sample period, especially during the 1968-1972 period. The same

pattern shows up in the results for var1*(rt), but the variation in

rt caused by interbank deposits is much greater when the alternative

definition, I: is used. The variation in rt caused by time deposits

is also greater for the latter years of the sample period. The dis-

turbance attributable to excess reserves, however, is smaller during

the end of the sample period, reflecting the relative low levels of

(and therefore little variation in) excess reserves after 1967-68.

It can be seen from Table 28 that under every reserve scheme the

major source of variation in rt is variation in It. In addition, dif-

ferential reserve requirements are a minor source of disturbance in rt

under all four reserve schemes. Under both Reserve Schemes A and B,

the second largest source of variation in rt is lagged reserve re—

uirements, followed by government demand deposits (or interbank de—

posits, if the alternative definition, 1:, is used). Under both of

those schemes, the partial variance in rt caused by nonmember banks is

relatively small.
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Under Reserve Scheme D', the disturbance in rt caused by nonmember

banks is much larger: varv(rt) is larger than either varA(rt) or

var6(rt) and is only exceeded by the partial variance of rt due to time

deposits or to interbank deposits if the 1: definition is used. Under

Reserve Scheme E, varv(rt) is again smaller and is again exceeded by

varA(rt) as well as varT(rt) and var1*(rt).

In summary the partial variance of r caused by nonmember banks is

t

of major importance only under Reserve Scheme D', during a period when

v2 and v: were particularly unstable. In eaCh of the other reserve

schemes the disturbance caused in rt by nonmember banks is smaller than

that caused by lagged reserve requirements and time deposits. On the

other hand, varv(rt) is not zero; the existence of nonmember banks

clearly introduces some variation in rt. The variation in rt caused

by differential reserve requirements is small for all reserve schemes;

nonmember banks cause more disturbance than differential reserve require-

ments except during the very short life of Reserve Scheme B. The par-

tial variance of rt caused by both government deposits and excess re-

serves is much less during the latter years of the sample period, in-

creasing the relative importance of varv(rt).

A Naive Forecasting Mbdel
 

It is possible that while the parameters in rt vary, any one of

them may vary in a sufficiently predictable fashion to pose no serious

control problem. To investigate the predictability of the parameters

in rt, two different forecast models are employed. First, a naive fore-

casting model is used to calculate the error in r that results from
1'.

assuming there is no change in each of the parameters. Second, in the
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next chapter a model is estimated for each of the parameters in rt,

which then provides a more sophisticated forecast for each parameter.

The two forecasting experiments are then compared, using the loss in

terms of accurate predictions of rt as a criterion.

In a control situation, the simplest solution in week t to the

lack of knowledge of the actual values of the parameters that comprise

rt, is to make a no-change assumption. This naive model provides a

forecast value of r , denoted ? ,

t 1,t

A _ D D D

(5'6) r1,t ‘ §dj,txj,t-16j,t-1vt-lgt-l
(1 + Yt-l + 1 )

t-l

T T T m
+

Eti,txi,t-l i,t-lvt-th-l + Et-1pt-1+ :wh,t-1

n 7

wh,t-lpt-1'

The average error in predicting rt by this method is represented by the

mean square error defined as,

(5-7) MSE1 =

Z
H
F
J

I
I
M
Z

A

N

I

>

V V

t 1

where N is the number of observations. The value of MSEl for each re-

serve scheme is given in the first part of Table 29.

The loss, in terms of accurate forecasts of rt, attributable to

the naive forecasts of one parameter (or set of parameters) is then cal-

culated by assuming perfect knowledge of it (them), while retaining the

no-change assumption for the other parameters. For example, for lagged

 

7The calculation of r , 21 t and 2 (defined below) includes the

A—parameters for all reserve schemes, ’ even though lagged reserve

requirements were not in effect until Reserve Scheme D.
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Table 29. Errors Resulting from the Naive Forecasting Model

(Results of the Calculation of El)

 

Reserve Scheme (Number of Observations)
 

 

A (100) B (69) D' (100) E (111)

MSEl .7235 E-05 .7837 E—05 .7767 E-05 .9376 E-05

E: -.0086 .2534 .2014 .3826

E? —.0333 .0110 .0199 .0294

E: -.0077 .0245 .0527 .0214

81 .1858 .1266 .0577 .0930

E; -.0672 -.0510 -.1808 -.0666

E: .2666 .3117 .2677 .2903

E: .2612 .1643 .1246 .2103
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reserve requirements it is assumed that the current value of each

A-parameter is known, but that the best available estimate for the other

parameters is their value in the previous week. Thus, 2: t is defined

as

A _ d D D D
— 2 +

2,t j j,t j,t j,t-1Vt-1g (1 Yt-l + It—l t-l)

T T T m

+ +
iti,txi,téi,t-lvt-1Tt-l E:1-1‘36-1

n

+ Ewh,t-lwh,t-lpt-l°

The error associated with this forecast of rt is given by

N

A _ 1 AA 2

(5-9) MSE2 - N Z (rt r2,t)

t=1

Comparing MSE; with MSEl shows the benefit (in terms of more accur-

ate predictions of rt) accruing from perfect knowledge of the A-

parameters. The value of MSE: relative to MS'E1 also implies the error

introduced into the forecast of rt by the naive forecasts of the A's.

To facilitate this comparison, the error-coefficient EA is defined as

 

 

1

A MSEl - MSE;

(5-10) E1 = MSEl

MSEl

l - MSE2 .

l

A value of E: close to one implies that the damage (in terms of poor

forecasts of rt) done by assuming no change in the A's is large; or that

the gain from perfect knowledge of the A-parameters is large. A near-

zero value of EA indicates that a no-change assumption for the A-

1

parameters contributes only small errors to the forecast of rt, or that
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the benefits of forecasting rt from perfect knowledge of the A's are

small. A negative value of El will occur if MSE2>MSE1, which implies

that the error in rt is smaller with a no-change assumption for the A's

than with perfect knowledge of them. The concepts MSE2 and El are

defined analogously for the other parameters in rt.

The value of El for each of the parameters in rt for each reserve

scheme is given in Table 29. For Reserve Schemes A and D', only the

last 100 observations are used. Because of programming limitations,

only 100 of the observations in Reserve Scheme A and D' could be used

in the forecasting model described in succeeding chapters; the same

limitation is therefore imposed here to make the results of the two

forecasting experiments comparable.

None of the error-coefficients are especially close to one so

apparently the error resulting from the naive forecasts is not large on

an absolute scale for any of the parameters. The value of Ei.is rela-

tively large for Schemes B and E; for Reserve Scheme E, the error-

coefficient for the A-parameters is larger than that for any other

parameter. The partial variance of rt also showed that lagged reserve

requirements caused more disturbance in Reserve Scheme E than the others.

The value of E6 is very small for all reserve schemes, although it

1

is larger for each successive reserve scheme. The value of E: is also

uniformly low for every scheme; it is largest under Scheme D', as is

var§(rt). These results indicate that the distribution of deposits be-

tween classes of member banks and between member and nonmember banks is

relatively stable; therefore assuming no change in the 6-parameters and

v2 and v: introduces very little error in the forecast of rt and even

perfect knowledge of them provides little net benefit.
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1

Several of the E-coefficients are negative under Scheme A and E1

is consistently negative for all schemes. In these cases, perfect

knowledge of the parameter(s) in question results in poorer forecasts

of rt than assuming no-change. The error-coefficient for the other

nonmoney deposits and excess reserves are relatively large for all

reserve schemes. The value of EY is smaller for each successive re-

1

serve scheme, as is vary(rt). Except for Reserve Scheme A, the larg-

est error-coefficients are consistently Bi, El’ and E This implies
E

1.

that the variation in time deposits, excess reserves, and the A-

parameters causes the largest errors in forecasting rt by a no-change

procedure; therefore the most benefit can be gained from more accurate

forecasts of the A's, Tt and €t°

Summary of Findings
 

Comparing the three measures described above for the variation and

predictability of the parameters in rt, the results are not always con-

sistent, but some general conclusions may be drawn. It is frequently

claimed that the increase by the Federal Reserve in the number of

classes of member banks has introduced increases variability into rt.

The results reported in this Chapter support this claim.

The value of varA(rt) is consistently larger for each successive

reserve scheme; var6(rt) in general rises as more reserve categories are

added, although var6(rt) for Scheme E is smaller than for D'. In addi-

tion E: is largest under the graduated reserve scheme and Bi is con-

sistently larger with more deposit categories. This means that the

naive forecasts of the A- and 6-parameters result in the largest errors

under the graduated reserve scheme. Thus under the graduated scheme,
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more variation is introduced in rt via the A- and 6-parameters and easy

forecasts of these parameters are less successful than under previous

schemes.

It is also commonly claimed that nonmember banks cause less dis-

turbance in rt than do lagged and differential Federal Reserve reserve

requirements. The results given in the first section of this Chapter

support this contention; the standard deviations of v2 and v: are in

general smaller in all reserve schemes than those of the A- and 6-

parameters. The partial variance of rt is also smaller for nonmember

banks than for lagged reserve requirements, except under Reserve

Scheme D'. The value of Ev is also much smaller than EA for all re-

1 1

serve schemes; the naive forecasts of v? and v: are therefore much more

successful than for the A-parameters and much more can be gained from

better forecasts of the A's. It is concluded that lagged reserve re-

quirements have in general caused more variation and unpredictability

in rt than nonmember banks.

For differential reserve requirements the results are less consis-

tent. The varv(rt) is larger than var6(rt) for every reserve scheme

except B. The naive forecasts of the 6-parameters also result in smaller

errors than those for VD and VT except under Reserve Scheme E when E6

t t 1

V

and E1 are nearly equal. In general the disturbance in rt caused by

differential reserve requirements is small and there is no convincing

' evidence here that they represent a more serious control problem than

nonmember banks.

These results do not support the view that the disturbance caused

by nonmember banks has increased in recent years. The standard devia-

tions of v? and v: are smaller for the period covered by Reserve Scheme
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A. The value of varv(rt) is nearly equal for Schemes A and E. The

value of E: is largest under Reserve Scheme D', but is nearly the same

for Schemes B and B.

All three measures of variation show that nonmoney deposits,

especially time deposits, and excess reserves are consistently serious

sources of disruption in rt. All three measures also imply that lagged

reserve requirements are a more serious control problem than differ-

ential reserve requirements.



CHAPTER 6

ESTIMATION OF ARIMA MODELS FOR THE PARAMETERS IN rt

Introduction
 

In this chapter a more sophisticated forecast equation is esti-

mated for each parameter; these forecast results are then compared to

the results in the last section of Chapter 5. The technique employed

here is the time series analysis developed by George E. P. Box and

Gwilym M. Jenkins.1

The first step in developing a time series model is to achieve

stationarity in the series to be described. Stationarity requires

that the series remain in equilibrium about a constant mean; that is,

displacement through time has no effect on the joint probability dis—

tribution of any set of observed values. Consider, for example, a time

series of observed values of yt. The series yt is said to be station-

ary if the joint probability distribution for m observations, yl,

y2...yt , is the same as that for the m observations,

m

y1+k’ y2+k, . . .

ytm+k, where k is some integer. In practice, stationarity is achieved

by differencing the data. Thus even though the original series yt may

not be stationary, some degree, d, of ordinary differencing will in

general make the series Adyt stationary. The differenced series Adyt

may also be represented by the backward shift operator, B. The Opera-

tor B is defined such that

(l - B)y = yt - yt_1.

 

1George E. P. Box and Gwilym.M. Jenkins, Time Series Analysis:

Forecasting and Control (San Francisco: Holden — Day, Inc., 1976).
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Therefore the dth ordinary difference of yt can also be represented by

(l - B)dyt. Most of the series analyzed in this study show pronounced

seasonal behavior and therefore seasonal differences of the data also

must usually be taken to ensure stationarity. The degree 3 of seasonal

differences of yt is denoted Asyt; here the seasonal period is 52 so

that,

S = .-

A yt yt yt—52'

Henceforth, zt will be used to represent the differenced series AdAS

where d and s are of necessary degree to achieve stationarity in yt. t

In practice, d and s are usually less than or equal to two.

The Box-Jenkins methodology consists of representing zt by either i

a moving average model or an autoregressive model or a combination of

both (referred to as an ARIMA model). In a moving average model the

stationary process zt is represented by the weighted sum of current and

past disturbances, denoted here by at. That is, the moving average

process is written,

(6-1) 2 = a - O — 0
t y lat—1 Zat-Z - "°"

where 01 are called the moving average parameters from zt. Typically

it is assumed that Bi = 0 for i > q where q is known as the order of

the moving average process. Equation (6-1) then reduces to,

(6-2) 2 = a — e - 8
t t lat-l Zat-Z "°° eqat-q°

A moving average process of order q is often denoted MA(q). In terms

of the backward shift operator, an MA(q) process may also be written

_ _ _ 2 _ _ q
(6 3) 2t - (l 01 B 02B ... OqB )at.
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The invertibility condition for a MA(q) process is that the roots of

equation,

(6-4) (1 - 6 B - 0 B2 - - 8 sq) = 01 2 ... q

lie outside the unit circle.2 There are no restrictions on the 8i

parameters needed to insure stationarity for the MA(q) process.

The autoregressive process is one in which zt is represented by the

current disturbance and a weighted sum of past observations of zt. That

is,

(6-5) zt = ¢lzt-l + ¢ZZt-2 + ¢32t-3 .... + at.

The autoregressive parameters ¢1 are assumed to be equal to zero for

i > p, where p is the order of the autoregressive process. Thus the

autoregressive process of order p, AR(p), is,

+ a .(6-6) 2 = ¢lzt-l + ¢22t-2 + .... + ¢pzt-p t

t

The AR(p) process may also be written using the backward shift oper-

ator,

P _
(6-7) (1 - ¢1 B - ¢2B - .... - ¢PB ) zt - at.

In order for an AR(p) process to be stationary the roots of the equa-

tion,

2 p-
(6-8) 1 - $1 B ¢2 B .... - ¢p B - 0,

Bi must satisfy the condition IBiI < 1. No restrictions are required

on the parameters 61 to ensure invertibility.3

The stationary series z may also be represented by a mixed ARIMA

t

process which is a combination of MA(q) and AR(p) processes so that,

 

2ibid., p. 67. 3ibid., pp. 53-54.
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.. = + +.... + "' '

(6 9) Zt ¢1zt-l ¢22t-2 epzt-p at 9136-1 62at_2

a O

¢q t-q

Equation (6-9) may also be written in terms of the backshift operative

B so that,

2 p _ _ _ 2 _ _

(6-10) (1 - ¢lB ¢ZB — ... - ¢PB )zt - (1 91B 62B ...

Oqu)at.

To ensure stationarity and invertibility of a mixed process, the roots

of equations (6-4) and (6-8) above must all lie outside the unit circle.4

Moving average, autoregressive or mixed processes will be denoted

here by (p,d,q)(d,s), where p and q represent the orders of autoregres-.

sive and moving average processes, respectively; d is the degree of

ordinary differing and s is the degree of seasonal differing needed to

achieve stationarity.

Identification of the orders p and q is made by examining the auto-

correlation and partical autocorrelation functions of zt. The autocor-

relation of zt a lag k is defined to be

E[(zt - u) (zt k - u)]

pk “ 2 2
«@162, - u) 18 [(zt+k - u) 1

 

(6-11)

"' E[(zt - u) (zt+k - 11)]

0'

Z

 

where u is the mean and Oz is the standard deviation of the series zt.

The estimated value of pk is given by,

 

41618., pp. 73-74.
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(6-12) rk = c ,

o

1 N-k _ _

ck ='fi til (zt - z)(zt+k — z) for k = O, 1, 2 ... K,

and E is the sample mean of 2t and N is the number of observations on zt.

The partial autocorrelation function comes from expressing an AR(P)

process as p nonzero functions of the autocorrelations.5 These func-

tions are the Yule-Walker equations which may be written,

(6-13) pl - 01 + ozpl + ...__ ¢pop_1

'
0 ll ¢lpl + ¢2 + ... + ¢ppp-2

= + +...+ .op ¢lop11 ¢20p_2 ¢p

The partial autocorrelations are then estimated by substituting the

estimated values rk for 0k and solving recursively for ¢i°

The values of p and q are implied by the autocorrelations and par-

tial autocorrelations. In general the values of the autocorrelations

will be large for k < q only, so a standard for "largeness" is needed.

It can be shown6 that the variance of the estimated autocorrelation rk

can be approximated by,

 

5For a more detailed derivation of the partial autocorrelation

function see Box and Jenkins, ibid., pp. 54-56, 64—66.

61bid., pp. 34-36.
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(6-14) var (rk) = l + 2 k > q.

Z
I
H

n
n
u
n

H

i l

The standard error of the estimated partial autocorrelation is approxi-

mated by -—i- .7

The size of the autocorrelations and partial autocorrelations,

relative to their standard errors, are then used to determine the size

of p, q, d, and sby following these general rules:

1) If both the autocorrelations and partial autocorrelations fail

to tail off (remain large relative to their standard errors even at

large values of k), the series needs further differencing.

2) A moving average process of order q is implied if the autocor-

relations are large at lag l, 2...q only and the partial autocorrela-

tions tail off.

3) An autoregressive process of order p is implied if the auto-

correlations decay exponentially and the partial autocorrelations are

large at lags l, 2...p only.

4) A mixed process of order p, q is implied if the autocorrela-

tions decay exponentially after lag q and the partial autocorrelations

tail off after lag p.

Once the values of p, q, d, and s are identified the values of ¢i

and 01 are estimated by an iterative nonlinear least squares procedure.

The estimation procedure required initial values for the parameters

which represents a starting point for the estimation process. The

 

7ibid., pp. 65-66.
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preliminary parameter estimates used here were obtained by solving the

equations provided by Box-Jenkins.8

The estimation results for an ARIMA model are evaluated like those

for any regression model. The overall goal of the ARIMA process how-

ever is to specify the model so that all systematic behavior in the

series, zt, is removed and that the residuals of the ARIMA process, at,

be "white noise.’ White noise is a series of random drawings from a

fixed Normal distribution with zero mean and variance 0:. The ade-

quacy of an ARIMA process is therefore tested by determining whether

or not its residuals are indeed white noise. This is done by examin—

ing the autocorrelations of the residuals of the model, denoted here

by raa(k).

"small," relative

to their estimated standard error which is approximated by 4L-. It

In general it is desirable that the raa(k) be

has been shown however that this approximation of the standard error

is not very reliable,9 especially at short lags, and should be con—

sidered an upper bound only. A more reliable and comprehensive test

of whether at is white noise is to examine the first K autocorrelation

raa(k) (k = l, 2....K). The quantity, Q, is defined as,

K 2
Q = n E raa(k), n = N - d - s.

k=1

It has been shown10 that Q is distributed as x2(K-p-q). The value of

Q is usually calculated for lags k = l - 10, k = 11 - 20, and k = 21 -

30. If the values of Z are less than the x2(K - p - q) values, the at

 

8ibid., pp. 176-77, 187-93, and Charts B, C, and D, pp. 518-20.

91616., p. 290. loibid., p. 291.
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can be considered white noise. If, however, the values of Q are large

relative to the critical x2 values, there is reason to suspect that

the model is not appropriately specified.

If there is reason to suspect the adequacy of the model, one way

to improve it is through overfitting. Overfitting consists of refit-

ting the data to a more elaborate model and comparing its results to

the original results. Thus an autoregressive or moving average vari-

able is added to the model, or the degree of ordinary differencing is

changed to see if the model can be improved.

Multivariate ARIMA models consist of a noise model like that de-

scribed above, which hopefully converts the dependent variable zt to

white noise, plus relevant independent variables. The independent vari-

ables are introduced in the form of a "transfer function" which hope—

fully converts the independent variable, x to white noise while
i,t

including in the process of impact of xi t on zt. Each transfer func—

9

tion may contain autoregressive and/or moving average variables of

its own.

The procedure is to use the autocorrelations and partial autocor-

relations of each independent variable to identify an ARIMA process

that transforms xi t to white noise (or as close to white noise as is

9

reasonably possible). This ARIMA transformation is then applied to

both xi t and the dependent variable zt, and the cross correlations

9

between 2t and x1 t are calculated and used to identify the nature of

9

the transfer function for x Applying the same whitening transfor-

i,t'

mation to-xi t and 2t is known as "pre—whitening" the input x

9
i,t
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The cross correlations between xi t and 2t are defined by

9

E[(xt - ux)(yt+k - HY)]

(6-15) ox y(k) = , for k = 0, 1.1, i 2...
Ox Cy

where the D's denote the means of the series and Ox Cy is the covariance

between x and y. Unlike the autocorrelations of a series, the cross

correlations are not symmetric about zero and must therefore be calcu—

lated for both positive and negative lags. The estimated cross corre-

lations are then calculated by,

c (k)

(6-16) r (k) = -391——-, k = 0, + 1, + 2, .., where
xy 5 s -— -—

x Y

n-k _ _

ny(k) = — E (xt - x)(yt+k - Y): R = O: 19 2 °

t-l

n+k

_1_ z (xt-k - x)(yt - 3'): k = 09 '19 -29 '00:

n t=1

where x and y are the sample means and Sx =‘/ cxx(0), sy = chy(0).

The estimated cross correlations between 2t and the "prewhitened"

input x give clues as to the form of the transfer function for x

i,t i,t'

Consider the general form of a transfer function model with one inde-

pendent variable. It can be written in the form,

(6-17) zt = 6.1(B)00(B)xt‘__b + Nt’ where Nt is the noise model for 2t and

_ 2 r
6(B) - 1 61B 62B ... 6rB

u
w(B) mo - wlB - ... - wuB .

The parameter b is a delay parameter representing the delay in the effect

of xt on zt. The transfer function for xt can therefore be represented

by v(B) which is the ratio of two polynomials, in B,
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2 u

mo wlB sz - ... - wuB

2

l — 61B - 62B - ... - 6 B

 (6-18) v(B) II

N

2

(v0 + le + v2B + '°')xt-b'

It can be shown that the values of vj are proportional to the

cross correlations between 2t and the prewhitened input xt.11 Using

the cross correlations, estimates of the v , 95 for j = O, l, 2... can

:1

be obtained and used to identify the values of r, u, and b in the

transfer function. The series Gj will behave according to the follow-

ing general rules:12

1) v will have b zero values, v0, v vj 1’ ... b-l’

2) followed by u - r + l nonzero values, vb, vb+l’ ... vb+u-r’

which follow no particular pattern (no such values occur if

u<r);

3) vj for j :.b + u - r + l which follow the pattern dictated by

an rth order difference equation which has r starting values

vb+u’

The series Gj are also used to calculate initial values for the paramr

eters 61, 6 ... 6r and mo, w mu to be used in the estimation2, 1, ...

process. The transfer function will be denoted heretnr(r,u,b)(d,s)

where r and u are the orders of the polynomials in the numerator and

denominator of the transfer function, b is the delay parameter and d

and s are again the orders of regular and seasonal differencing. The

delay parameter is zero for all the series described here.

 

11ibid., pp. 379-80.

121616., p. 378.
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Evaluation of the multivariate results follows that for the uni-

variate situation plus some standard for the adequacy of the transfer

functions is needed. The cross correlations between the residuals of

the noise model and the prewhitened xt have the approximate standard

error E; which can be compared to the value of the cross correlations

to identify those that are significantly different from zero. The

estimated cross correlations between at and the prewhitened xt can be

used to calculate

K

S = n E

k=0

aa(x

)(k).

It has been shown13 that S is distributed x2 with K + l — (r + n + 1)

degrees of freedom. Therefore if the values of S are small relative

to the critical value of x2, there is no reason to question the ade-

quacy of the transfer function.

A time series model of this type is now estimated to represent

each of the parameters in rt. These estimated models are described in

the rest of this chapter. For some of the parameters in rt, a noise

model alone ("univariate" model) is sufficient; for some parameters,

relevant independent variables are also introduced in the form of

transfer functions ("multivariate" model).14

 

13ibid., p. 395.

14The models are identified and estimated with computer programs

written by David A. Pierce, Board of Governors of the Federal Reserve

System.
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T

t and Ai )Lagged Reserve Requirements (A? t

99

a) Demand Deposits

2,t: There are 730 available observations for A2,t and Ag’t,

but the computer program used to estimate ARIMA models is limited to

i) A

500 data observations. Since Ag’t and Ag,t enter the equation for rt

only in Reserve Schemes A and B, their ARIMA models are identified and

estimated using the first half of the sample period, January 1, 1961

through January 10, 1968 (366 observations). This latter date corres—

ponds to one of the major structural changes in reserve requirements

described in Chapter 4.

Examination of the autocorrelations and partial autocorrelations

for A? t indicate that the following ARIMA models are potentially use-

ful in accounting for the behavior of A? t:

(0.0.3) (0.1)

(0,0,3)(0.2)

(O,l,3)(1.1)

(0,2,3)(2,l)-

The second seasonal difference of the data does not perform as well

as the first in the model (0,0,3). In addition, the model (0,1,3)(1,l)

performs better than (0,2,3)(2,l). The best results therefore occur

with (0,0,3)(0,l) and (O,l,3)(l,l); both models have very low residual

D

1,t

The two models have therefore been overfitted with the models (1,0,3)

variance but they transform A to white noise at short lags only.

(0,1) and (l,l,3)(l,l). In both cases, these models are slight improve-

ments over the original ones; the augmented models however still do not

result in white noise except at short lags.

For all four models (0,0,3)(0,l), (1,0,3)(0,l), (O,l,3)(l,l) and

(l,l,3)(1,1), the residual autocorrelations are large at or near the
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seasonal lags 13 and 26. This implies that seasonal factors are affect-

D

1,t

encing of the series. Therefore each of these models was rerun includ-

ing the behavior of A that are not removed by the seasonal differ-

ing a moving average variable at the appropriate seasonal lags. Add—

ing the seasonal variables does not improve the performance of either

(0,1,3)(l,l) or (l,l,3)(l,l); in each case the additional variables

have either an adverse or a negligible affect on the R2 and residual

autocorrelations. For both (0,0,3)(0,l) and (l,0,3)(0,l) adding

seasonal variables improves the model somewhat. The best result is

obtained with (l,0,3)(0,l) plus seasonal variables at lags 13 and 23;

D

1,t

therefore the best model for the series. The model's estimated coef-

the resulting model converts A to white noise at all lags and is

ficients satisfy the conditions for invertibility and stationarity;

its results are given in Table 30.

ii) A; t: The autocorrelation and partial autocorrelation func-

9

tions for A? t indicate that the following models are of interest:

9

(0.0.3) (0.1)

(0.0.3) (0.2)

(0.1.2) (1.1)

(0.2.2) (2.1)

(0.2.2) (2.2).

Comparing these five models, the best is (0,0,3)(0,l). It has a high

R2, low residual variance and it transforms A? t to white noise at all

9

lags; the estimated coefficients are significant and they satisfy in-

vertibility conditions. Its results are given in Table 30.

iii) AD The ARIMA models for AD t’ j = 3,11 are based on all

93,t: j

the available observations of data (364) which cover the last half of
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the sample period, from January 10, 1968 through December 31, 1974.

The autocorrelation and partial autocorrelation functions for AD im-

3,t

ply that the following models are potentially useful in describing the

D

behavior of A3,t'

(0,0,3)(0.0)

(0,0,3)(0.1)

(0,0,2)(0.2)

(0.1.2)(1.0)

(0,1,2)(l.l)

(0.1.2)(1,2)

(0,2,3)(2.0)

(0,2,3)(2.l)

(0,2,3)(2,2)-

Each of the above models was fitted to A? t; the best results

9

occur with (0,0,3)(0,l), (0,1,2)(1,0) and (0,2,3)(2,0). Each of the

models have a relatively high R2, significant coefficients, and the

variance of residuals is small, but none of them transform 1? t to

9

white noise. Each of the three models have therefore been overfitted

by the following models:

(0,0,3)loJ)=

(O,l,3)(l.l)

(l,l,3)(1.1)

(1.0.3)(0.1);

(0.1.2)(110)=

(0.2.2)(2.0)

(0.0.2)(0.0)

(1.1.2)(1.0)

(O,l,3)(l.0)

(l,l,3)(1.0)

(2.1.3)(1.0);

(0,2,3)(2,0):

(1,2,3)(2.0)

(2,2,3)(2.0)

(3,2,3)(2,0).

None of the models overfitted to (0,0,3)(0,1) give better results

than it does, even when variables are added at the seasonal lags indi-

cated by the residual autocorrelations. The autocorrelations of
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residuals for (0,0,3)(0,1) are large at lags 3 and 12 so the process

(3,0,3)(0,1) was fitted, as well as (0,0,3)(0,1) plus a variable at lag

12; neither of these models is however at all successful.

Consider now the models overfitted to (0,1,2)(1,0); (l,l,2)(1,0),

(0,1,3)(1,0), and (l,l,3)(1,0) are all improvements in that their resid—

uals are closer to white noise, but the estimated coefficients of all

three models violate the invertibility condition. Even if relevant

seasonal variables are added, the invertibility condition is violated.

The estimated coefficients of the models overfitted to (0,2,3)(2,0) also

violate invertibility conditions.

Of all the processes tested for AD only (0,0,3)(0,l), (0,1,2)

3,t

(2,0), and (0,2,3)(2,0) satisfy invertibility conditions. The best

model among these three is (0,0,3)(0,1); its results are given in

Table 30. Although it does not result in white noise, this is appar-

ently the best invertible model than can be constructed for A? t'

9

iv) A The autocorrelation and partial autocorrelation func-

«
“
U

n

9

tions for 1 imply that the following ARIMA models may describe the

#
0

,t

behavior of 12,t:

(00 3)(0 1)

(2,0, 3)(0, 1)

(0, 1,2)(1, l)

(0.1 2)(l.2)

(0 2.3)(2.1)

(0 2 3)(2,2).

Each of the above models were fitted to the series A? t; the best re-

sults occur with the first seasonal difference of the series so the.

other two models are not pursued further. The R2 for all models is

however quite small and none transforms 12 t to white noise at long

9

lags.
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Each of the four models that uses the first seasonal difference has

therefore been overfitted by the following models:

(09093)(0L1):

(0,1,3)(1,1)

(1,0,3)(0,1)

(19193)(191);

 

(2,0,3)(0,1):

(2.1.3)(1.1)

(3.0.3) (0.1);

 

(0,1,2)(1,1):

(0.0.2)(0.1)

(0.2.2)(2,1)

(l,l,2)(l.1)

(1.0.2)(0.1);

 

(0.2.3)(2.}):

(1,2,3)(2,1).

Of all these processes, the best results are obtained with

(1,0,3)(0,1), (2,0,3)(0,1), and (l,0,2)(0,l). The results for these

three models are quite similar; none converts Ag’t to white noise ex—

cept at short lags. The autocorrelations of the residuals are large

at or near seasonal lags such as 13 and 26, so all three models were

refitted including moving average variables at the appropriate sea-

sonal lags. Adding the seasonal variables improves the performance of

each model slightly. The best model is (l,0,3)(0,1) plus a variable

D
4 t to white noise at the 5% level of signif-at lag 13; it converts A

icance for all lags and its estimated coefficients satisfy the invert-

ibility condition. Its results are given in Table 30.

D O

5,t'

tions for A: t reveal that the following models are of interest:

_ 9

v) A The autocorrelation and partial autocorrelation func-
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The second seasonal differencing of A? t in general yields poor

9

results; of the remaining three models, the best results are obtained

with (0,1,3)(1,1) and (0,0,2)(0,1). They both have significant coef-

ficients and low residual variances, but neither converts A? t to white

9

noise. These two processes have therefore been overfitted in the

following ways:

(OLOLZ)(O,1):

(0,1,2)(191)

(1.0.2)(0.1)

(0,0,3)(0,l)

(l,l,2)(191);

 

(021:3)(191):

(l,l,3)(l,l)

(1,0,3)(0,1).

 

Of these models, (1,0,2)(0,1), (0,0,3)(0,l), (1,0,3)(0,1), and

(l,l,3)(1,1) all convert A? t to white noise. The model with the high—

est R2 and lowest residual variance is (0,0,3)(0,1) so it is judged

superior to the other three; the estimated process is invertible. Its

results are given in Table 30.

vi) A2 t: Examination of the autocorrelation and partial auto-

9

correlation functions for AD indicates that the following ARIMA models

6,t

may be appropriate:

(0,0,3)(0.1)

(0,1,2)(l,1)

' (0,1,2)(1,Z)

(0,2,3)(2,1)

(0,2,3)(2,2)-
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Of these five models, the best results occur with (0,1,2)(l,l) and

(0,2,3)(2,l). Both models have a relatively high R2 and both convert

A2,t to white noise. The estimated coefficients of (0,2,3)(2,l) how-

ever violate the invertibility condition; those of (0,1,2)(l,1) satisfy

the condition, so (0,1,2)(l,1) is chosen as the model to represent

A2 t' Its results are given in Table 30. Its first moving average

9

parameter is not significantly different from zero, but this result is

not surprising because the autocorrelation at lag l for the (1,1) dif-

ferenced data is also not significantly different from zero.

0 O D I O

v11) A7 t: The autocorrelations and partial autocorrelations in—

9

D
dicate that the following models may describe the behavior of A7 t:

(0,0,1)(0,1)

(0,0,1)(0,2)

(0,1,2)(1.l)

(0,1,2)(1.2)

(0,2,3)(2.l)

(0,2,3)(2,2)-

Each of the three process performs better with the first season differ-

ence of the data. Each of these models has a high R2 and reduces the

variance of residuals to a very low level. None of the models however

transforms AD to white noise so there is reason to suspect inadequa—
7,t

cies in the models. Therefore each of the models has been overfitted

with the following processes:

(930,1)(0.1)=

(1.0.1)(0.1)

(0,0,2)(0.l)

(1.0.2)(0.1)

(0,0,3)(0,l)3

' (0.1.210 :3:

(0,2,2)(2.1)

(l,l,2)(l.1)

(0,1,3)(1.1)

(l,l,3)(l,l);
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(0,2,3)(211)=

(l,2,3)(2,1)-

 

Of the models overfitted to (0,0,l)(0,1), only (0,0,2)(O,l) is an

improvement, but it still does not result in white noise. The auto-

correlations of residuals is large at lag 10 but adding a variable at

that lag causes an:a(k) to rise.

Considering the models overfitted to (0,1,2)(l,l), both

(1,1,2)(1,l) and (l,l,3)(l,l) give better results, but the estimated

coefficients of the latter violate the invertibility condition. The

estimated coefficients of (l,l,2)(1,l) satisfy the invertibility con-

dition but the process does not convert Ag’t to white noise. The auto-

correlation of residuals is large at lag 10 but adding a variable at

that lag increases an:a(k). The coefficients estimated for

(0,2,3)(2,1) and (l,2,3)(2,1) violate the invertibility condition; even

when appropriate seasonal variables are included, the estimated models

are not invertible.

Thus of all the models tested for AD those that give the best
7,t’

results do not satisfy the invertibility condition. Of the few that

are invertible, the best is (0,0,2)(0,1); its results are given in

Table 30. The model has as good R2 and low variance of residuals but

does not result in white noise.

3 t: The behavior of the autocorrelation and partial auto-

9

correlation functions for Ag t imply that the following models need to

9

viii) A

be investigated:

' (09092)(091)

(0,0,2)(0,2)

(0,1,3)(1.1)

(0,1,2)(1.2)

(0,2,3)(2.1)

(0,2,3)(2,2)-
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D

8,t'

best results occur with (0,0,2)(0,l) and (O,l,3)(l,1). Each of the

Each of the models listed above were fitted to the series A The

models has significant coefficients and very low residual variance,

although neither process results in white noise or has a very large R2.

Consequently, the specification of the models is in question and they

have been overfitted with the models listed below:

(020,2)(0,1)=

(0,1,2)(l.l)

(1,0,2)(0.1)

(0,0,3)(0.1)

(l,l,2)(1,1);

 

(0)193)(121):

(l,l,3)(1.1)

(1,0,3)(0,1)-

 

Comparing the results for these models (0,0,3)(0,l), (1,1,3)(l,1),

D

8,t

model remains low. The autocorrelations of the residuals of each model

and (1,0,3)(0,1), all convert A to white noise, but the R2 for each

are large at lag 14, so they are rerun including a moving average var-

iable at that lag. Adding this variable improves only the results for

D
A8,t'

mated coefficients satisfy the invertibility condition; the results are

(0,0,3)(0,l) which is chosen as the best model for Its esti-

reported in Table 30.

ix) A; t: Its autocorrelations and partial autocorrelations indi-

cate that the following models will be useful in explaining the behavior

D
of Ag’t.

(0,0,3)(0.1)

(0,0,3)(0.2)

(0,1,2)(1.1)

- (0,1,2)(1.2)

(0,2,3)(2.1)

(0.2.3)(2,2).
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Both (0,0,3)(0,l) and (0,2,3)(2,l) have high Rz's and low residual var-

iance; in addition, each process transforms Ag t to white noise. The

9

(0,0,3)(0,l) process is chosen since it has a slightly higher R2 and

lower residual variance; its results are given in Table 30. The esti-

mated coefficients of the process satisfy the invertibility condition.

D o

10,t'

D

10,t

(0,1,2)(1,0)

(0,1,2)(1,1)

(0,1,2)(1.2)

(0,2,2)(2.0)

(0,2,3)(2.1)

(0,2,3)(2.2)-

x) A Autocorrelations and partial autocorrelations for the

parameter A show that the following ARIMA processes are important:

The processes (0,1,2)(1,1) and (0,2,3)(2,1) give the best results. The

model (0,1,2)(1,1) converts A? to white noise at short lags and

D

10,t

however has an especially high R2. To attempt to account for more of

0,t

(0,2,3)(2,1) converts A to white noise at all lags. Neither model

the variation in A30 t’ the following models were overfitted:

9

(0,1,2)(1,1):

(l,l,2)(1.1)

(1.2.2)(2,1)

(0,1,3)(1.1)

(l,l,3)(l,l);

 

(0L2.3)(2.1)=

(l,2,3)(2,1)-

 

Of all these models, (l,l,3)(l,l) appears to be the best; it results

in white noise at all lags and has a higher R2 than (0,1,2)(1,1) and

(0,2,3)(2,l). The estimated coefficients of (1,1,3)(l,l) however do not

satisfy the invertibility condition; even when variables at pertinent

seasonal lags are added, the invertibility condition is violated. The

coefficients of (0,2,3)(2,1) also violate the invertibility condition;
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with or without relevant seasonal variables. The best model that can

be devised for Ago t is therefore (0,1,2)(1,1); it converts AD to

10,t

white noise at all lags when a variable is included at the seasonal

lag 13. Its estimated coefficients satisfy the invertibility condi-

tion, but the R2 for the model is not very high. The results are

given in Table 30.

xi) A21 t: From the autocorrelation and partial autocorrelation

9

functions for Afl t’ it appears that the following models are pertinent:

9

(0,0,3)(0,1)

(0,1,2)(1,1)

(0,1,2)(l,2)

(0,2,3)(2.1)

(0,2,3)(2,2)-

The (0,0,3)(0,l), (0,1,2)(1,1), and (0,2,3)(2,l) processes perform best

but none of the models has a very high R2 or result in white noise.

Therefore each of the models is apparently inadequate and has been over-

fitted with the models listed below:

(Q;0.3)(0,1)=

(0,1,3)(1.1)

(1,0,3)(0.1)

(l,l,3)(l,l);

(0,1,2)(011)=

(0,0,2)(0.1)

(0,2,2)(2.1)

(l,l,2)(1.1)

(1.0.2)(0,1);

 

(0.293)(2.1)=

(l,2,3)(2,1)-

The model that performs best of those listed above is (1,0,3)(0,1),

but it converts A21 t to white noise at short lags only. The autocorre-

9

lation of the residuals is large at the seasonal lag 13 and adding a

moving average variable at that seasonal lag improves the model's per-

formance somewhat. It still only results in white noise at short lags
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and does not have a very high R2, but it is apparently the best model

that can be devised for Ail t' The estimated model is invertible. Its

9

results are presented in Table 30.

b) Time Deposits

The A-parameters for time deposit categories have each been fitted

first to an ARIMA noise model and second, to a multivariate ARIMA model

that also includes transfer functions for three input variables. The

input variables are designed to capture the effects of market interest

rates and interest rate ceilings on the rate of growth in the various

categories of time and savings deposits. They include the three-month

Treasury bill rate15 (denoted TBt)’ the percentage change in the

Treasury bill rate (ZTBt), and the difference between the Treasury bill

rate and the Regulation Q interest rate ceiling16 (Qt)°

T
The relationship between A1 t

9

and TBt and ZTBt is not totally

clear. When market interest rates are high or rising, savings and time

deposits should be attractive to the public relative to cash and demand

T

i,t

the ith category of time deposits, A: t

9

deposits and, since A is inversely related to the rate of growth of

would be expected to fall

(reflecting an increased growth in time and savings deposits). Thus,

 

15The rate on new issue of three-month U.S. Government Securities;

data are weekly. Source: Board of Governors of the Federal Reserve

System, Federal Reserve Bulletin, various dates, p. A—33.
 

16For parameters relating to savings deposits, Qt is the Treasury

bill rate minus the Regulation Q ceiling for savings deposits; when

that quantity is negative, Q - 0 is used. For parameters relating to

other categories of time deposits, Q is the Treasury bill rate minus

the Regulation Q ceiling for time deposits maturing in one year or more

until July 20, 1966, and for time deposits less than $100,000 maturing

in two years or more thereafter; when the quantity is negative, Q = 0

is used. Source: Board of Governors of the Federal Reserve System,

Federal Reserve Bulletin, various dates, p. A210.
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TBt and ‘ZTBt would be expected to vary inversely with A:,t. On the

other hand, if high or rising market interest rates imply that other

interest-bearing assets are more attractive than time and savings de-

posits, large values of TBt and ZTBt would be coupled with relatively

high values of Ai’t (indicating a decline, or slowdown in the rate of

growth, of time and savings deposits). A positive value for the in-

put variable Qt indicates that market interest rates are above the

allowable rates on time and savings deposits so Qt and A:,t should be

directly related.

The estimation program used here does not allow different degrees

of seasonal differencing for the input and dependent variables in a

multivariate model. The parameters in rt all require some degree of

seasonal differencing to achieve stationarity. This necessitates, in

the multivariate processes described here and in the following sections,

that the input variables be subjected to the same degree of seasonal

differencing as the dependent variable, regardless of what their iden-

tification procedures imply. In what follows, the description of the

transfer functions will indicate the degree of seasonal differencing

desired for each transfer function but in the estimation process all

variables are seasonally differenced to the degree required for the

noise model.

T T

1,t' Since A1,:

Reserve Scheme A, its ARIMA model is based on the first half of the

i) A is used in the equation for rt only under

sample period only. The autocorrelations and partial autocorrelations

imply that the following noise models are relevant for A: t:

9
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(0,1,2)(1,1)

(0,2,3)(2,1)

(0,1,3)(1,2)

(0,0,2)(2.2)-

Each of these four models were fitted to the series Af,t and the best

results were obtained with (0,1,2)(1,1) and (0,1,3)(1,2). The model

(0,1,3)(1,2) results in white noise at all lags but its R2 is not very

high. 0n the other hand, the process (0,1,2)(1,1) has a healthy R2

but does not result in white noise. The (0,1,2)(1,1) model seems prom—

ising so it has been overfitted with the models (l,l,2)(l,l) and

(0,1,3)(1,1). Both models have a high R2 and both convert A§,t to white

noise at all lags but (O,l,3)(l,l) is chosen as the best model.

The noise model (0,1,3)(1,1) was therefore used in a multivariate

ARIMA model with transfer functions for the three independent variables

described above. The cross correlation functions between A{,t and the

independent variables imply the following transfer functions:

TBt 3 (091:0)(190);

ZTBt : (0,2,0)(0,0);

Qt : (0,3,0)(0,0).

Adding the input variables increases the model's R2 and reduces its

residual variance somewhat, but Qt is the only input variable whose

coefficients are statistically significant. The other two independent

variables were therefore excluded and the model was reestimated; the

results are given in Table 31.

The model has a high R2 and low residual variance and the values

of an:a(k) indicate that it converts Af’t to white noise. The cross

correlations of residuals are also small so the transfer function ap-

pears to be adequate. Three of the four coefficients in the transfer

function are not of the expected sign, but the one positive coefficient
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is also statistically significant. Furthermore, there are very few non-

zero observations of QC in the time period used here so the measured

relationship between A; t and Qt is probably not very reliable.

9

ii) A; t: The parameter A; t (corresponding to total time de-

9 9

posits) enters the equation for rt only under Reserve Scheme B. That

scheme covers only 70 weekly observations of data, but with so few ob-

servations, the ARIMA identification and estimation procedures fail.

The ARIMA model for A; t is therefore based on all available observa-

9

tions, which cover the period July 9, 1966, through December 31, 1974.

T
The autocorrelations and partial autocorrelations for A2,t sug-

gest the following ARIMA noise models:

(2.1.2)(1.0)

(0,2,2)(2,0)

(0.1.4)(1.1)

(0,1,4)(1.2)

(0.2.4)(2,1)

(0.2.4)(2.2)-

Several of these models convert Ag’t to white noise but (2,1,2)(1,0)

appears to be the best since it has the highest R2 and lowest resid—

ual variance. The noise model is used in a multivariate model along

with the input variables TBt’ %TBt, and Qt'

After prewhitening each input variable, their cross correlations

with A; t suggest the following transfer functions:

TBt 3 (0,1,0)(1,0);

ZTBt : (0,2,0)(0,0),

MBt : (0,4,0)(0,0).

Each of the transfer functions has at least one statistically signif-

icant coefficient; the model including all three input variables

results in white noise and the cross correlations of residuals.imply that

all three transfer functions are adequate. The signs of the coefficients
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of TBt and °/.TBt show that A; t is directly related to interest rates;

9

the nature of its relationship with Qt is not clear from these results.

T T

3,t 3,t

rt under Reserve Schemes B, C, and D' so its ARIMA model is based on

iii) A The parameter A (savings deposits) is included in

all available observations of data for the period, July 9, 1966 to

December 31, 1974. The autocorrelation and partial autocorrelation

functions for Ag t imply that the following processes are important:

9

(0,1,2)(1.0)

(0,1,3)(l.1)

(0,1,3)(1,2)

(0,2,3)(2.0)

(0,2,3)(2,l)

(0,2,3)(2.2)-

Of these six models, the best results occur for (0,1,3)(1,1) and

(0,2,3)(2,0); each model has a high R2 and low residual variance. The

best model appears to be (0,1,3)(1,1) because it converts Ag’t to white

noise at lags 1-10 and 1-30; the value of an:a(k) is large at lag 13,

but adding a variable at that lag does not improve the results.

The noise model (O,l,3)(l,l) was therefore used, along with the

three independent variables given above, in a multivariate ARIMA model.

The cross correlations between A§,t and the independent variables imply

the following transfer functions:

TB : (0,1,0)(1,0);

ZTB: (0,3,0)(0.0);

Qt 3 (0,2,0)(0,0)-

Adding the input variables to the (0,1,3)(1,1) process increases the R2

and lowers the residual variance. Only the transfer function for TBt

has a statistically significant coefficient, but when Qt and ZTBt are

excluded the results are not as good, so all three input variables are

retained. The values of an:a(k) indicate that the model converts
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T

A3,t

to white noise and the cross correlations for each independent var-

iable are less than the critical x2 values, implying that each transfer

function is adequately specified. The results are reported in Table 31.

The signs of the coefficients in the transfer functions for TBt

are not consistent, although the statistically significant coefficient

implies a direct relationship. The signs of the coefficients of %TBt

are mixed, but they are not statistically significant. None of the

coefficients of Qt are of the expected sign but they are also not statis-

tically significant.

iv) AT The parameters AT and AT are included in rt under
4,t‘ 4,t 5,t

Reserve Schemes C and D' so their ARIMA models are based on the corres-'

ponding time period, January 11, 1968, to December 31, 1974, 364 obser—

vations. The autocorrelation and partial autocorrelation functions for

A: 5 (time deposits less than $5 million) indicate that the following

models may represent the noise function for A: t:

(0,1,3)(1.1)

(0,1,3)(1,2)

(0.2.2)(2.l)

(0,2,2)(2,2).

For both processes, the first seasonal difference of A: t gives better

9

results than the second. Both (0,1,3)(1,1) and (O,2,2)(2,1) have high

RZ's and low residual variances; (0,1,3)(1,l) appears to be the best

model since it converts Az’t to white noise at all lags.

The noise model (O,l,3)(l,1) is therefore included in a multivar-

iate ARIMA model along with the three input variables mentioned above.

The cross correlation functions of Az,t and the independent variables

imply the following transfer functions:
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TBt : (1.1.0)(l.0);

%TBt : (0,2,0)(1.1);

Qt : (0,2,0)(0,0).

Only the transfer function for TBt has statistically significant coef-

ficients so the other two input variables were eliminated and the

model reestimated; the results are presented in Table 31.

When the transfer functions are added the process does not result

in white noise; the cross correlations of residuals for the transfer

function are large, indicating that the function is not adequately

specified. The cross correlation is large at lag 13 but adding a var-

iable at that lag does not improve the model's performance. The model

was also refitted with several modifications of the transfer function

but in no case are the cross correlations lower.l7 This is apparently

the best model that can be constructed for Az’t. The signs of the

coefficients of TBt consistently show a direct relationship between it

and Az’t implying that at high interest rates, time deposits in this

reserve category grow at a slower rate.

T O

5,t'

(time deposits greater than $5 million) indicate that the follow-

v) A The autocorrelations and partial autocorrelations for

T

5,t

ing noise models should be considered:

A

(0,1,2)(1,1)

(0,1,2)(1.2)

(0,2,3)(2.0)

(0,2,3)(2,2).

The second seasonal difference of A: t gives very poor results in both

9

of the above models; each of the other three models has a respectable

 

17

tried.

The transfer functions (0,1,0)(1,0) and (1,2,0)(1,0) were also
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R2 and low residual variance, but neither results in white noise. The

model (0,1,2)(1,1) converts Ag’t to white noise at lags ll-30, but not

at short lags because the autocorrelation of residuals is large at lag

4. For (O,2,3)(2,0), the autocorrelation of residuals is large at lag

13. Adding the seasonal variable to (0,2,3)(2,0) improves the perfor-

mance but it still does not result in white noise. The model

(0,1,2)(1,1) plus a variable at lag 4 does result in white noise so it

appears to be the best noise model.

This noise model was then included in a multivariate process with

the same three independent variables. The cross correlations functions

for A; t and the prewhitened input variables indicate the following

9

transfer functions:

TBt . (1.1.0)(1.0);

ZTBt : (0,2,0)(l,l);

Qt ' (0,2,0)(0,0).

Qt is the only input variable that has statistically significant coef-

ficients so the model was rerun excluding the other two transfer func-

tions. The results are reported in Table 31.

T .

The process converts A5 t to white noise and the transfer function

9

for Qt appears to be adequate. The coefficients of Qt imply the ex-

pected direct relationship between Qt and A: t'

D

Differential Reserve Requirements (SJ t

9

T

and 61,t)1

a) Demand Deposits

By definition, the sum of the 6D for each reserve scheme is one.

i,t

Therefore an ARIMA model is not needed for one 6? t

9

its value can be derived directly from the values of the other 6

in each reservescheme;

D

i,t'

For the first demand deposit reserve scheme, the ARIMA models for 6? t

9
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and 63 t are identical. For the last two demand deposit schemes, ARIMA

D D

models are not estimated for 66,t and 611,t°

D . D D D
i) 6 and 62 t' Like Al and A 6

D

1.9t 9 gt 2,t, 1,t

in Reserve Schemes A and B, so their ARIMA models are based on the first

D .

and 52,t appear in rt

part of the sample only. The autocorrelation and partial autocorrela-

tion autocorrelation functions indicate that the following models

. D D

should be conSldered for 61,t and 62,t'

(3,1,0)(1,1)

(0,2,2) (2.1)

(0.2.1) (2.2)

(2.1.2) (1.2).

When these four models are fitted to 6? t’ the (3,1,0)(1,1) pro-

9

cess performs best, but it does not transform the series to white

noise except at short lags. Examination of the autocorrelations of the

residuals shows high correlations at the seasonal lags 13 and 26. The

model was therefore rerun including moving average variables at these

lags and this modified model does convert 6E’t to white noise at all

lags. All five coefficients are statistically significant and they

satisfy invertibility and stationarity conditions; the model has a high

R2 and low residual variance. The results are given in Table 32.

g t: The ARIMA m09913 for 5? t’ j = 3,11 are based on all

,

9

the available observations; they cover the last half of the sample,

ii) 6

January 10, 1968 through December 31, 1974. Examining the autocorrela-

D

3,t

ing ARIMA models may be useful in explaining its behavior:

tions and partial autocorrelations for 6 indicates that the follow-
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(0.1.1)(1.1)

(0,1,1)(1.2)

(3,1,1)(1,l)

(l,l,l)(l.l)

(l,l,l)(1.2)

(0.2.2)(2.1)

(0.2.1)(2.2)-

The best results occur with the models (3,1,1)(1,l), (l,l,l)(l,1), and

(0,2,2)(2,1). All three models result in a high R2 and very low resid-

D

3,t

only. The last two models have therefore been overfitted in the fol-

ual variance and they all convert 6 to white noise, but at lags 1—10

lowing ways:

(lalil)ll,l)}

(1.2.l)(1.1)

(2,1,1)(1.1)

(l,l,2)(l.l);

(0,2,Z)(2,1)=

(0,1,2)(1,1)

(1,2,2)(2,1)-

 

None of the overfitted models however perform better than their orig-

inal formulations or (3,1,1)(1,l).

The autocorrelations of the residuals for all three models are

large at the seasonal lag 13 so the three models were all refitted inr

cluding a moving average variable at that lag. Adding the seasonal

variables improves each model slightly. The best model appears to be

(3,1,1)(1,1), the results of whiCh are presented in Table 32. The

seasonable variable in (3,1,1)(l,1) does not have a significant coef-

D

3,t

lags at the 5% level of significance and its estimated coefficients

ficient but the augmented model does convert 6 to white noise at all

satisfy the conditions for stationarity and invertibility.

iii) 62 t: The autocorrelations and partial autocorrelations for

9

62 t imply the following processes:

9
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(0,1,3)(1,1)

(l,l,l)(l.1)

(0.2.2)(2.l)

(0.2.2)(2,2)

(0.1.l)(1.2)

(l,l,l)(1,2)-

Each of the six models listed above was fitted to the series 62 t' The

9

second seasonal difference of the data is consistently less success-

ful than the first so those three models are not pursued further. Each

of the remaining three models has a relatively high R2 and transforms

D

4,t

transforms 62 t to white noise at long lags each was overfitted with

9

the following models:

6 to white noise for lags 1-10. Since none of the three models

(0.1.3)(1.1)=

(l,l,3)(l,l);

 

(l,l,l)(1,l)=

(l,l,2)(1.1)

(2.1.1)(l.1);

(0.2.2)(2,llfi

(0,2,3)(2.1)

(1.2.2)(2.1)-

None of the overfitted models however is an improvement over the orig-

inal formulation.

For each of the original models, the autocorrelations of the resid-

uals are large at or near the seasonal lags 13 and 26. Each model was

therefore refitted including moving average variables at these seasonal

lags. Adding the seasonal variables to (1,1,1)(1,l) and (0,2,2)(2,1)

does not reduce an:a(k) to the level required for white noise. For

(0,1,3)(1,l), adding variables at lags l3 and 14 reduces its residual

autocorrelations so that the model results in white noise at all lags.

The estimated process is also invertible, so it is chosen as the best

D
model for 64,t' Its results are given in Table 32.
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O D C

iv) 65 t: From the autocorrelation and partial autocorrelation

9

functions for 6? t’ the following ARIMA processes appear to be relevant:

9

(0.1.1)(l.1)

(0,1,1)(1.2)

(l,l,l)(l,1)

(l,l,l)(l.2)

(0.2.2)(2.1)

(0,2,1)(2,2)-

The models (l,l,1)(l,l), (0,2,2)(2,1), and (0,2,1)(2,2) give better re-

sults than the other three listed above. Each of these three models

D

have a respectable R2 and significant coefficients, but transforms 65 t

9

to white noise at short lags only. Therefore these three models have

been overfitted in the following way:

(l,lal)(1,l)=

(2,1,l)(1,1)

(3,1,1)(1.1)

(l,l,2)(l.l)

(1.2.1)(2.1);

 

(0.2.2)(Zil)=

(1.2.2)(2,1)

(0,2,3)(2,1);

 

(0.211)(2,2)=

(1.2.l)(2,2)

(0.2.2)(2,2).

 

Of all these models, the best results occur with (3,1,1)(1,l) and

(0,2,2)(2,l); both models still only convert 62’t to white noise at

short lags.

The autocorrelations of the residuals for both are large at the

quarterly lag 13, so both models were rerun including a moving average

variable at that lag. Adding the seasonal variable reduces the resid-

ual autocorrelations of both models. With the variable at lag 13,

(3,1,1)(l,1) results in white noise at all lags and its estimated

coefficients satisfy the stationarity and invertibility conditions.



228

It is therefore chosen as the best model to describe 6? t; its results

9

are given in Table 32.

D O

7,t'

tions for 63 t show that the models listed below are pertinent:

(0.1.3) (1.1)

(3,1,3)(1,1)

(0.2.2)(2.1)

(0,1,1)(1.2)

(1.1.1)(1.2)

(0,2,1)(2,2).

v) 6 The autocorrelation and partial autocorrelation func-

Each of the models was fitted to 63 t' Other than (0,1,1)(1,2), which

9

gives very poor results, all of the models above perform well. Each

of the five models has a very low residual variance and a high R2.

The model (3,1,3)(1,1) however is the best because it converts 6? t to

9

white noise at all lags; the other four models only result in white

noise at lags 1-10. The estimated process (3,1,3)(1,1) also satis-

fies the stationarity and invertibility conditions; its results are

given in Table 32.

D 0

8,t’

63 t imply that the models listed below should be considered:

9

vi) 6 The autocorrelations and partial autocorrelations of

(0,1,1)(1.1)

(0,1,1)(1,2)

(l,l,l)(l,1)

(0,2,1)(2.1)

(0,2,1)(2,2).

D

8,t'

(1,1,1)(l,l) and (0,2,1)(2,l) processes out-perform the other models.

These five models were fitted to appropriate differences of 6 The

Each one results in a reasonably good R2 and a low residual variance,

but (1,1,1)(1,l)'resu1ts in white noise at lags 1-10 only and

(0,2,1)(1,l) does not result in white noise at all. Both models have

therefore been overfitted by the following models:
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(l,l,l)(lal):

(2,1,1)(1.1)

(l,l,2)(1,l);

 

(012.1)(2r1)=

(1.2.l)(2,1)

(0.2.2)(2.l)

(1.2.2)(2.1).

 

Each of the overfitted models is an improvement over the original;

the best results are obtained with (2,1,1)(1,l), (1,1,2)(1,1),

(1,2,l)(2,1), and (0,2,2)(2,1), but they all only result in white noise

at short lags. The autocorrelations of the residuals for all four

models are consistently large at the quarterly lags 13 and 26, so each

of the models was rerun including moving average variables at lag 13

and at lags 13 and 26. The best result occurs with (l,2,1)(2,l); plus

D

8,t

the 5% level of significance; the other three models give white noise

a variable at lag 13; it transforms 6 to white noise at all lags at

only at the 2.5% level. The estimated coefficients of (l,2,l)(2,l)

plus a variable at lag 13 satisfy the stationarity and invertibility

conditions. Its results are given in Table 32.

vii) 63 t: The characteristics of the autocorrelation and par-

tial autocorrelation functions for 63 t indicate that the models listed

9

below are relevant for 63 t:

(0,1,3)(1.1)

(3,1,3)(1,1)

(0,2,3)(2.1)

(l,l,l)(1.2)

(0.2.2)(2,2)-

Each of these models was estimated for 63 t; (0,1,3)(1,1) and

1 9

(3,1,3)(1,1) are the most promising models. Neither model converts

63 t to white noise except at short lags and neither model has an espec-

9

ially high R2. The (0,1,3)(1,l) process was therefore overfitted with



230

the following models:

(0,1,3)(131):

(l,l,3)(l,l)

(2.1.3>(1.1);

 

neither model however gives better results than (O,l,3)(l,l).

The autocorrelations of the residuals of both (0,1,3)(1,1) and

(3,1,3)(1,1) are large at the seasonal lags l3 and 26, so the models

were rerun including a moving average variable(s) at lag(s) 13 and

13 and 26. Adding the seasonal variable(s) reduces the autocorrela-

tions of residuals for both models. The best model is (3,1,3)(1,1)

plus a variable at lag 13; these results are given in Table 32. This

augmented model results in white noise at all lags at all levels of

significance and it is stationary and invertible.

D O

10,t'

autocorrelations imply the following models to describe 6

viii) 6 Examination of its autocorrelations and partial

D I

10,t“

(0,2,1)(2.0)

(0,2,1)(2.1)

(0,2,1)(2,2)

(0,1,3)(1.1)

(3,1,0)(1,1)

(3,1,3)(1,1)

(0,1,3)(1,2)-

Of all the models, (0,1,3)(1,1) or (3,1,3)(1,1) appear to be most promr

ising; both (0,1,3)(1,l) and (3,1,3)(1,1) convert 6:0 t to white noise

9

at lags 1-10. Since many of the coefficients in (3,1,3)(1,1) are not

statistically significant, the models listed below have also been

tested:

(l,l,3)(l.l)

' (2.1.3)(1.l)

(3.1.l)(1.1)

(3.1.2)(1.1)-



231

Of the above four models (3,1,1)(1,1) and (2,1,3)(1,l) perform best;

along with (3,1,3)(1,1), these models all have very similar Rz's and

they all transform 6D to white noise at lags 1-10 only. The auto-
10, t

correlations of the residuals are uniformly large at lag 13 so each of

these three models was refitted including a moving average variable at

lag 13. Adding the seasonal variable results in a more successful

model for each one; the seasonal variable has a significant coefficient

in all three models and all three models transform 610,t to white noise.

Since its R2 is highest and residual variance is lowest, (3,1,3)(1,1)

is chosen as the best model. Its estimated coefficients satisfy the

stationarity and invertibility conditions; its results are given in

Table 32.

b) Time Deposits

Like A1,t’ 6; t have been fitted first to an ARIMA noise model,

9

which is then included in a multivariate ARIMA model with the three

input variables, TBt’ %TBt and Qt' Hopefully the independent variables

account for the effects of interest rates and interest rate ceilings

on the relative growth of the various categories of time and savings

T _
deposits. Since 6; +63 t 1 for Reserve Scheme B, and 63 t + 64 t +

6; t = 1 for Reserve Schemes D' and E, an ARIMA model is not fitted for

9

T T 18
62,t or 64,t°

T T .

i) 63 t: The ARIMA model for 63 t (savings dep031ts) is based on

9 9

the period July 9, 1966, through December 31, 1974, which corresponds

 

18Estimation of an ARIMA model was more difficult, and the results

poorer, for 62 t than for 6; t’ so 62 t was chosen as the one to be de-

rived from the values of the other two.
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to the period covered by Reserve Schemes B, D', and E. The autocorre-

T

lation and partial autocorrelations for 63 t

9

indicate the following

noise models:

(2.2.2)(2,0)

(3,1,0)(1,1)

(3,1,0)(1.2)

(2,2,1)(2.1)

(2,2.l)(2.2)-

Each of the five models above performs well but the best results occur

with (3,1,0)(1,1) which has a high R2, significant coefficients and it

converts 53,t to white noise at all lags.

The noise model (3,1,0)(1,1) was therefore combined with a trans-

fer function for each of the three input variables discussed above.

The cross correlation functions between 6§,t and the prewhitened inde-

pendent variables indicate the following transfer functions:

TBt (0,2,0)(1.0);

‘ZTBt (0,2,0)(0,0),

Qt (0,2,0)(0,0).

None of the coefficients in the transfer function for Qt is statistic-

ally significant so the model was rerun with only TBt and %TBt as input

variables. Its results are presented in Table 33. The combined noise-

T

3,t

although only at the 5% level of significance for long lags. The cross

transfer function model has a high R2 and converts 6 to white noise,

correlations of residual at positive lags for both input variables are

much smaller than the critical values of x2 so the transfer functions

are apparently adequate.

Since 6; t measures the proportion of member bank time and savings

9

deposits that are savings deposits, it is not clear what the relation—

ship should be between 6§ t and market interest rates. The regression

9

T

3,t and the Treasuryresults indicate a direct relationship between 6
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bill rate; the significant coefficients of %TBt imply an inverse rela-

tionship between 6T3 t and changes in the Treasury bill rate.

g t: The ARIMA m0931 for 9g t (time deposits greater than

’

9

$5 million) is based on the period January 10, 1968, through December 31,

ii) 6

1974, which corresponds to Reserve Schemes D' and E. The autocorrela-

tions and partial autocorrelations for 6: imply the following noise

,t

models:

(2,1,0)(1.0)

(2,1,0)(1,1)

(2,1,0)(1,2)

(3.2.l)(2.0)

(2.2.1)(2,1)

(2.2,l)(2,2)-

For both (2,1,0) and (2,2,1), the best results are obtained with the

g t. The models (2,1,0)(1,1),

(2,2,l)(2,1), and (3,2,1)(2,0) all have a very high R2 and a low vari-

first seasonal difference of 6

ance of residuals and all three models transform 6; t to white noise at

9

all lags. Since it has the fewest coefficients to estimate,

(2,1,0)(1,1) is chosen as the best model.

The noise model (2,1,0)(1,1) is included with the input variables

in a multivariate ARIMA process. The cross correlation function for

T

5,t

transfer functions:

6 and the prewhitened independent variables imply the following

TBt 3 (19190)(190);

%TBt : (1,0,0)(1.0);

Qt : (0.3.0) (0.0).

Combining (2,1,0)(1,1) with the input variables does not improve its R2

or residual variance, but at least one coefficient in every transfer

function is statistically significant. The autocorrelations of resid-

uals show that the model results in white noise and the cross
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correlations of residuals for each input variable are small relative to

the critical values of x2 so there is no reason to question their

specification. Again the coefficients in the transfer functions do not

have consistent signs and therefore do not provide much insight into

T

5 t and the input variables.the relationship between 6

 

Nonmember Banks(v2 and vi)

The rest of the parameters are used in the equation for rt during

all four reserve schemes. There are 730 observations available but

since the estimation program cannot accept that many observations, the

sample is divided into two parts and separate ARIMA models are esti—

mated for each subperiod. For all the remaining parameters except Et’

the sample is divided at January 10, 1968; this date almost divides the

sample in half and also corresponds to one of the major structural

changes in Federal Reserve reserve requirements described earlier.

a) Demand Deposits

For v2, the autocorrelation and partial autocorrelation functions

for the first part of the sample imply that the following ARIMA models

may be useful:

(3,1,0)(1,1)

(3.1.2) (1,1)

(3,1,1)(192)

(0,2,1) (2,1)

(0,2,1)(2,2)-

The first three models all give very good results; each has a very high

R2, low residual variance and each converts v? to white noise at all

lags. The (3,1,0)(1,1) process is judged superior however because it

has the highest R2 and the fewest coefficients to estimate.
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It is hypothesized that the behavior of v2 is affected by the num-

ber of member banks and by interest rates. The number of member banks

is represented here by the number of member banks divided by the number

of commercial banks (MBt);19 the behavior of interest rates is again

summarized by the level and percentage change in the Treasury bill rate

(TBt and %TBt)' There should of course be a direct relationship between

V2 and MBt and it is expected that both TBt and %TBt are negatively re-

lated to v2. This latter hypothesis is based on the reasoning that dur-

ing times of high or rising interest rates, membership is costlier and

the tendency will be greater for banks to leave the System, and for v?

to therefore fall.

Transfer functions have been fitted for these three input vari-

ables and are combined with the noise model for v2, (3,1,0)(1,1). After

prewhitening each input variable, the cross correlation functions be-

tween them and v2 imply the following transfer functions:

MBt : (1,4,0 ,0);)(0

TBt : (0,1,00)(l.0);

%TB : (0,2, 0)(l,0).
t

In the combined transfer function-noise model, none of the vari-

ables in the transfer function for %TBt has a significant coefficient,

so the model was refitted excluding %TBt. In that version, the trans-

fer function for TBt has no statistically significant coefficient and

the coefficients are of the wrong sign; the transfer function for TBt

has therefore also been excluded. Excluding these two input variables

has no harmful effects on the model's R2 or residual variance; the

 

19The variablem is based on monthly data (last Wednesday of

each month) on the numfier of member banks and commercial banks. Source:

Board of Governors of the Federal Reserve System, Federal Reserve

Bulletin, various dates, p. Arl8.
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results for the model with MBt as the sole input variable are presented

in Table 34. The coefficients in the transfer function for MBt are in

general of the expected sign although only one is statistically signif-

icant.20 The model converts v? to white noise at all lags and the

cross correlations are small relative to the critical x2 values, so the

transfer function appears to be adequately specified.

For the second part of the sample period, the autocorrelation and

partial autocorrelation functions indicate the following ARIMA pro-

cesses to describe the behavior of VS:

(3,1,0)(1,1)

(0,2,1)(2,1)

(0,2,1)(2,2)

(l,l,l)(1,2).

In the (0,2,1) process, the second seasonal difference of V2 performs

better than the first. The remaining three models all reduce the resid-

ual variance to a low level, have significant coefficients, and high

R2's; each however results in white noise at short lags only. They

have therefore been overfitted with the following models:

(3alro)(1all=

(3,1,1)(1,l)3

(012 .1) (212):

(0.2.2)(2.2)

(1.2.1)(2.2).

(1.2.2)(2.2);

(11111) (1 .2):

(l,l,2)(1.2).

(2,1,1)(1.2)

(2.1.2)(1.2).

 

20Since the coefficients in the numerator of the transfer function

for MB are not statistically significant, the model was also estimated

using lower-order formulations of the transfer function, but the results

are not as successful.
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The model (3,1,1)(1,l) is not an improvement over (3,1,0)(1,1);

the coefficient of the moving average variable is not significant. The

model (0,2,2)(2,2) gives better results than (0,2,1)(2,2) and the

other two models overfitted to it. Of the models overfitted to

(1,1,1)(l,2), the best is (2,1,1)(1,2). The most promising models are

therefore (3,1,0)(1,1), (0,2,2)(2,2), and (2,1,1)(1,2); each one has a

high R2 but results in white noise at lags l—lO only. The autocorre—

lations of the residuals of all three models are large at lags, ll, 13,

and 27, so each was rerun including moving average variable(s) at those

lag(s). With the seasonal variables added, the results for all three

processes are very similar. The (3,1,0)(1,1) process plus variables at

lags ll, 13, and 27 is chosen as the best since it has the highest R2;

it transforms 02 to white noise except at short lags.

This noise model plus transfer functions for MBt’ TBt’ and %TBt

were included in a multivariate model. After prewhitening each input

variable, their cross correlations with 0: imply the following trans-

fer functions:

MB: = (1,4,0)(0.0>;
TBt : (1,1,0)(1,0);

%TBt (1,0,0)(1,l).

Each independent variable has at least one statistically significant co-

efficient and the cross correlations of residuals for each transfer

function are small, implying that they are adequately specified. The

multivariate process does not however result in white noise. The auto-

correlations of residuals are large at lags 7, 9, and 15 but when vari-

ables at those lags are added, the model's results are poorer. The

other two successful noise models described above, (0,2,2)(2,2) and

(2,1,1)(1,2) were also used in the multivariate process, but they both
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perform more poorly than (3,1,0)(1,1). This noise model plus the three

transfer functions therefore appears to be the best model that can be

constructed for 02; its results are given in Table 34. The signs of

coefficients for MBt are not consistently positive but the majority of

them do imply the expected direct relation between MBt and vi. The co-

efficients of TBt are also of mixed sign and those for %TBt are not of

the expected sign.

b) Time Deposits

The autocorrelations and partial autocorrelations for v: for the

first part of the sample period indicate that the following ARIMA models

are relevant:

(3,2,0)(2,0)

(3,2,3)(2,1)

(3,2,2)(2,2).

All three models give very good results; both (3,2,0)(2,0) and

(3,2,3)(2,1) result in white noise at all lags. The (3,2,0)(2,0) pro-

cess appears to be preferable since it has fewer coefficients to esti-

mate and its R2 is slightly higher; both (3,2,0)(2,0) and (3,2,3)(2,1)

were however used in the multivariate process described below.

The behavior of v: is presumably also affected by MBt’ TBt’ and

%TBt' In addition, Qt’ the difference between the Treasury bill rate

and the Regulation Q ceiling for time deposits is relevant. Transfer

functions for these four independent variables are therefore fitted

and included in a multivariate process with the noise model (3,2,0)(2,0)

and.with (3,2,3)(2,1). After prewhitening each independent variable,

their cross correlations with v: indicate the following transfer

functions:
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MBt : (1.4.0)(0.0);

TBt : (0,1,0)(1,0);

%TBt : (0,2,0)(0,0);

Qt : (0.3.0)(0.0).

The best results are obtained using (3,2,3)(2,1) as the noise model.

The transfer functions for TBt and %TBt contain no statistically signif-

icant coefficients so the model was refitted excluding these input var-

iables. These results are reported in Table 34. The model has a high R2

and low residual variance. The model converts v: to white noise at all

lags and the cross correlations of residuals for both transfer functions

are small, indicating that the functions are adequately specified.

The transfer function for MBt would be expected to have positive

coefficients, so two of the coefficients in its numerator are of the

wrong sign. The a priori relationship between v: and Qt is not clear.

When Qt is large, time deposits in commercial banks will decline (or

not grow as fast). The impact on v: of this situation will depend on

the relative ability of member and nonmember banks to attract (or fail

to lose) time deposits as their overall level grows more slowly or falls.

The coefficients in the transfer function for Qt’ all of which are sta-

tistically significant, indicate that VTt and Qt are inversely related;

this implies that when market conditions make time deposits relatively

unattractive, member banks fail to effectively compete and their share

of the nation's time deposits falls. Since member banks dominate the

interest-elastic market for large certificates of deposit, this result

seems appropriate. The negative coefficients for Qt may also be the

result of contemporaneous rise in Qt and fall in v: during the sample

period, without the existence of any causal link.
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For the second part of the sample period, the autocorrelation and

partial autocorrelation functions for v: show that these ARIMA models

should be considered:

(3.2.0)(2.0)

(2,2,1)(2,1)

(2,2,1)(2.2)-

The (2,2,1)(2,1) process performs best; it has a very high R2, low resid-

ual variance, significant coefficients and converts v: to white noise

at all lags. The noise model (2,2,1)(2,1) is combined with transfer

functions representing MBt’ TB %TBt, and Qt' After prewhitening each
t9

input variable, the following transfer functions are implied by their

cross correlations with 0T:

t

MBt : (1,6,0)(0,0);

TBt : (1,1,0)(1,0);

%TBt : (1, 0,0)(1, 0);

Qt = (0 4.0)(0. 0)

There are statistically significant coefficients in all four trans-

fer functions so all of the input variables are retained; the results

for the model are given in Table 34. The noise model does not result

in white noise; the autocorrelation of residuals is large at lag 13 so

a moving average variable is added at that lag. With this addition, the

model does transform v: to white noise at all lags.

The cross correlations of residuals for MBt are small so the trans-

fer function is apparently adequate. None of the seven coefficients in

the numerator are statistically significant and would therefore appear

to be redundant, but a transfer function of lower order results in

much larger cross correlations. The signs of the coefficients for MBt

in general reflect the expected direct relationship between MBt and

0:, although two are negative.
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The relationship between V: and TBt or %TBt is complicated and

there is no.3 priori way to characterize it. As discussed earlier,

large values of TBt or %TBt may correspond to either increases or de-

creases in the level of time deposits; furthermore, whatever the rela-

tionship between the Treasury bill rate and the rate of growth in time

deposits, the relationship between the growth of time deposits and v:

is also not clear. In addition, there may be some tendency for high

or rising interest rates to encourage banks to leave the System, imply-

ing an inverse relationship between VTt and TBt and %TBt. The results

here reflect an inverse relationship between %TBt and vi; the rela-

tionship between TBt and V: is not clear, although the statistically

significant coefficient implies a direct relationship. Both transfer

functions result in white noise, although for %TBt, at the 2.5% level

of significance only.

The coefficients of Qt are also mixed; the majority are negative,

implying the inverse relationship between Qt and 0: also reported for

the first part of the sample period. The cross correlations of resid-

uals are large, implying that the transfer function for Qt is not ade-

quate, but no reasonable modification of it gives any better results.2

T)Nonmoney Deposits (Yt, It, t

a) Government Deposits

The autocorrelation and partial autocorrelation functions for the

parameter Yt indicate that for the first part of the sample period the

 

21The transfer function used here results in white noise except at

lags 21-30. The cross correlation is large at and near lag 28, but in-

cluding variables at these lags does n0t remedy the situation.
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following models should be considered:

(3,1,0)(1,1)

(3,1,0)(1,2)

(0,2,3)(2,l)

(0,2,3)(2.2)-

For both models, the first seasonal difference of the series gives

better results than the second. However neither (3,1,0)(1,1) nor

(O,2,3)(l,l) converts Yt to white noise. These two models have there-

fore been overfitted in the following ways:

(3,119)(l,1)=

(3,1,1)(1.1)

(3.1.2)(l.l);

(017-3 3) (2 L1):

(l,2,3)(2,1)

(2.2.3)(2.1)-

 

Both models overfitted to (3,1,0)(1,1) give poorer results than it does.

The models overfitted to (0,2,3)(2,l) are both slight improvements but

neither results in white noise, even at short lags. The most promising

model appears to be (3,1,0)(1,1) since it does convert Yt to white noise

at short lags. Its residual autocorrelation is large at the seasonal

lag 13 and when a moving average variable is added at that lag, the

resulting model transforms the series to white noise at all lags at the

5% level of significance. This is apparently the best model that can

be devised.

It is presumed that the value of Yt is strongly affected by the

schedule of payments dates for federal taxes. A dummy variable (Gt)

was constructed to represent tax payment dates22 and is included as an

 

22The dummy variable is defined as G = 1 for the first wednesday

after every tax payment date and Gt = 0 otherwise. The tax payment

dates used are January 15, March 15, April 15, June 15, September 15,

and December 15.
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input variable for Yt’ along with the noise model (3,1,0)(1,1) plus a

variable at lag 13. Since the series Gt varies so little from week to

week, the process for prewhitening and identification of its transfer

function fails. Therefore the simple transfer function (1,0,0) is used.

The coefficients in the transfer function for Gt have the proper

signs but they are not statistically significant. In addition, inclu-

sion of the transfer function has no effect on the model's performance.

Since these results show no important relationship between Gt and Yt

the input variable is dropped. It may be that Gt is not a good repre-

sentation of the tax-payment date cycle or it may be that the seasonal

variable at lag 13 in the noise model (which is statistically signif-

icant) is related to that cycle and therefore the introduction of Gt

does not add to the explanatory power of the model. The univariate

process (3,1,0)(1,1) plus a variable at lag 13 is apparently the best

model that can be constructed for Yt for this time period. The esti-

mated coefficients satisfy stationarity and invertibility conditions.

The results for the model are given in Table 35.

For the second part of the sample period, the following models

appear to be promising:

(3,1,3)(1,1)

(0,2,1)(2,1)

(0,2,1)(2,2)

(3,0,3)(0,2).

Of these models, the best results are obtained with (3,1,3)(1,1) and

(0,2,1)(2,1), but neither model results in white noise at long lags.

The latter model has therefore been overfitted with the following

models:
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(0,2,1)(2,1):

(0,2,2)(251)

(1,251) (2.1)

(1,2,2)(251)

(0,233) (2.1)-

 

None of these models are any better than (0,2,1)(2,1); in each case,

the coefficients of the added variables are not statistically signif-

icant and the impact on R2 and an:a(k) is negligible.

The most promising model appears to be (3,1,3)(1,1) because it has

a higher R2 than (0,2,1)(2,1) and it results in white noise at short

lags. The autocorrelations of its residuals are large at lags l6 and

18; the best results occur with an added moving average variable at

lag 18 only. The resulting model converts Yt to white noise at the 5%

level of significance, except at lags 11-20.

When the (l,0,0)(0,0) transfer function for Gt is combined with the

noise model, the results are poorer than those for the univariate model.

The coefficients in the transfer function are not statistically signif-

icant and one has the wrong sign. In addition, inclusion of the trans-

fer function for Gt has a slightly harmful effect on the model's R2,

residual variance and on the autocorrelations of residuals of the noise

model. Thus the univariate model is apparently the best model that can

be devised for Yt for this time period.

The noise model (3,1,3)(1,1) however violates stationarity and in-

vertibility conditions so the lower order models (2,1,3)(1,1) and

(3,l,2)(l,l) were estimated. The best results are obtained with

(2,1,3)(1,1) plus seasonal variables at lags 13 and 26. This model re—

sults in white noise at all lags and satisfied invertibility and sta-

tionarity conditions. Its results are given in Table 35.
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b) Interbank Deposits

For the first part of the sample, the autocorrelation and partial

autocorrelation functions for It imply that the following ARIMA pro-

cesses are useful:

(0,1,3)(1,l)

(0,1,3)(1,2)

(0,2,2)(2,l)

(0,2,2)(2,2).

In the second—order moving average process, the first seasonal dif-

ference of the data gives better results than the second; (0,2,2)(2,1)

has a good R2 but does not result in white noise. It has therefore been

overfitted with the models (l,2,2)(2,1) and (0,2,3)(2,1), but neither

gives better results than (0,2,2)(2,1). Neither (O,2,2)(2,l) nor the

overfitted models converts It to white noise, even at short lags.

The (0,1,3)(1,2) model transforms 1t to white noise at all lags

but has a very low R2. On the other hand, (0,1,3)(1,l) has a good R2

but results in white noise at short lags only. The residual autocor-

relations for (0,1,3)(1,1) are large at lags 13, 21, and 29, so the

model was refitted with moving average variables at those lag(s)

included. The best result occurs with variables at lags l3 and 21; it

results in white noise at all lags.

It is hypothesized that It is influenced by the relative number of

member banks (MBt) and by interest rates, represented by TBt and %TBt.

Since nonmember banks hold interbank deposits for required reserves, it

may be that 1 and MBt vary inversely. Gilbert however has found that
t

member banks tend to hold levels of interbank deposits higher than what

would be required for reserve purposes if they are nonmembers.23 It is

 

23Alton Gilbert, "Utilization of Federal Reserve Bank Services by

Member Banks: Implications for the Cost and Benefits of Membership,"

Review, Federal Reserve Bank of St. Louis 59 (August. 1977):12.
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expected that 1t is inversely related to TBt and %TBt since high or

rising interest rates should be an incentive to economize on noninter—

est bearing assets such as interbank balances.24

For the first part of the sample period the noise model (O,l,3)(l,l)

plus variables at lags l3 and 21 is used to fit a multivariate pro-

cess which also includes MBt’ TBt’ and %TBt. After prewhitening the

input variables, their cross correlations with 1t imply the following

transfer functions:

NBC 3 (19190) (090);

TBt : (0,1,0)(1,0);

%TBt : (0,2,0)(0,0).

Only the transfer function for MBt contains statistically significant

coefficients but when the other two input variables are left out, the

model gives poorer results. The results of the model including all

three independent variables are given in Table 35.

The cross correlations of residuals for all three input variables

are small, so the transfer functions appear to be appropriate. The

coefficients of MBt indicate that l and MBt are directly related, sup-

t

porting Gilbert's result that member banks hold more interbank balances

than nonmembers. The coefficients of TBt and %TBt are not of the ex~

pected sign, but they are of course also not statistically significant.

The model results in white noise at the 5% level of significance.

The autocorrelations and partial autocorrelations of It for the

second subperiod indicate that the following models are promising:

 

241a addition, if high or rising interest rates encourage banks

to leave the System and nonmember banks do hold fewer interbank bal-

ances then TB and %TBt would again be expected to be inversely

related to It.
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(0,1,3)(1.1)

(3,1,0)(1,1)

(3,1,3)(1,1)

(3,1,1)(l.2)

(0.2.2)(2.1)

(0.2.2)(2,2)-

Both of the models that employ the second seasonal difference of It

give relatively poor results, but none of the models result in white

noise. Consequently the following overfitted models were also esti-

mated with the first seasonal difference of the data:

(09193) (191):

(l,l,3)(l.1)

(2,1,3)(1,1);

(3,1,0)(1,1):

(3,1,1)(1.1)

(3.1.2)(1.l);

(Q1212)(2111=

(l,2,2)(2,1)

(0,2,3)(2,l).

Of all these models the most promising are (2,1,3)(1,1),

(3,1,1)(l,1), (3,1,2)(1,1), and (3,1,3)(1,1), each of which has a respec-

table R2 and results in white noise at lags l-lO. They do not result

in white noise after that because for each model the autocorrelations

of residuals are large at lags l3 and 17. All four models were there-

fore refitted including moving average variables at lag l3 and at

lags 13 and 17. The best results are obtained with the process

(3,1,1)(l,1) plus a seasonal variable at lag 13; it transforms 1t to

white noise at all lags.

This noise model is then combined with transfer functions for MBt’

TBt’ and %TBt. After prewhitening each input variable, their cross

correlations with It lead to the following transfer functions:

NBC 3 (19490)(090);

1'8t : (1,1,0)(1.o>;
%TB : (1,1,0)(1,l).

t
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None of the coefficients in the transfer function for TBt is statistic—

ally significant, so it is eliminated from the multivariate process.

The cross correlation of residuals for the transfer function for %TBt

is large at lag 12, so the transfer function was modified to include

a variable at that lag.

This model results in white noise at all lags and the cross corre-

lations for both transfer functions are small; the results are given

in Table 35. When the variable at lag 12 is added to the transfer

function for %TBt, the coefficients of MBt lose their statistical sig-

nificance. The coefficients of MBt however reflect a direct rela-

tionship with 1 as was the case for the first part of the sample. The
t

significant coefficients of %TBt show that 1t and %TBt are inversely

related, as would be expected.

c) Time Deposits

The autocorrelation and partial autocorrelation functions for Tt

indicate that the following processes are relevant for the first sub-

period:

(3,1,3)(l.0)

(3,1,3)(1,1)

(3,1,3)(1,2)

(0.2.3) (2.1)

(0.2.3) (2.2)-

The best results occur with the (3,1,3)(1,2) process which has a high

R2 and converts Tt to white noise at all lags. This noise model is

therefore used to estimate a multivariate process using TBt’ %TBt’ and

Qt as input variables. After prewhitening, the cross correlations

between It and the independent variables imply the following transfer

functions:
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TB : (0,2,0)(1,0);

%TBt : (0,2,0)(0,0)s

Qt : (0.3.0)(0.0)-

All three transfer functions have at least one statistically sig—

nificant coefficient, but the cross correlations of residuals for TBt

and %TBt imply that their transfer functions are not adequate. Further-

more, the model converts Tt to white noise at the 2.5% level of signif—

icance only. Both transfer functions and the noise model are there-

fore modified as indicated by their cross and autocorrelations of

residuals. For TBt’ this entails adding a moving average variable at

lag 14; for %TBt and the noise model, variables at lag 13 are included.

This modified model converts It to white noise except at lags 1-10 and

all the transfer functions have cross correlations smaller than the

criitcal x2 values.

The nature of the relationship between It and TBt and %TBt is

again net‘s priori clear. As TBt or %TBt increase, Tt may also grow as

time deposits become more attractive relative to noninterest bearing

assets; but if large values of TBt and %TBt represent a situation where

other interest—bearing assets are more attractive than time deposits,

Tt may not rise (or may rise more slowly). The coefficients for TBt

are all positive, implying that the former relationship dominates. The

signs of the coefficients for %TBt are mixed so the relationship between

%TBt and T remains unclear; the coefficients of %TBt also lose their

t

statistical significance when the variable at lag 13 is added. Qt and

Tt are expected to vary inversely since large values of Qt mean that

time deposits are an unattractive investment relative to other market

instruments. Three of the four coefficients of Qt are however positive.

This result probably occurs because whatever causal relationhip there
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is between Qt and Tt is weak, and the appearance of a direct relation-

ship occurs because of the contemporaneous rise in It and Qt during

the sample period.

For the second part of the sample the autocorrelations and partial

autocorrelations show that these ARIMA models may describe the behavior

of T :

t

(l,l,2)(1.1)

(2,1,2)(l,2)

(0,0,2)(2.1)

(0.2.2)(2,2)-

The best results are obtained with the (2,1,2)(l,2) process; it has a

high R2 and low residual variance and it transforms Tt to white noise

at all lags.

This noise model plus the input variables TBt’ %TBt, and Qt are

combined in a noise-transfer function model. After prewhitening each

input variable, their cross correlations with Tt suggest the follow-

ing transfer functions:

T8t : (1,0,0)(1.0);

ZTBt 3 (l,0,0)(190);

Qt ; (1.5.0) (0.0).

None of the coefficients in the transfer function for Qt are statis—

tically significant so it is dropped.25 With the remaining two input

variables included, the process does not convert Tt to white noise.

The autocorrelations of residuals suggest including an additional mov-

ing average variable in the noise model. With this noise model, the

multivariate process transforms It to white noise at all lags and the

cross correlations of residuals for both transfer functions are small.

The results for this model are reported in Table 35.

 

25Several alternative formulations of the transfer function were

also tried but the results are the same.
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The signs of the coefficients for TBt and %TBt show an inverse re-

lationship between Tt and market interest rates. This implies that high

and rising interest rates slow down the growth in Tt as other interest-

bearing assets become more attractive than time deposits. While this

contradicts the result for the earlier part of the sample, there is a

possible explanation for the contradiction. Given the overall rise in

interest rates and Tt during the sample, it seems plausible that initi-

ally high and rising rates enticed consumers to hold more time deposits

and fewer noninterest bearing assets. As interest rates continued to

rise however, the movement into time deposits tempered as other interest—

bearing assets became more attractive. This would account for a direct

relationship between It and interest rates during the first part of the

sample and an inverse one thereafter. The lack of a significant rela-

tionship between Qt and It supports the conclusion drawn for the first

part of the sample of a weak causal link between Qt and Tt'

 

Excess Reserves (at)

For at, separate ARIMA models are estimated for the part of the

sample period before September 18, 1968 (402 observations) and after

that date (328 observations). This is the date when the reserve carry-

over procedure, described in Chapter 4, was introduced and it is

hypothesized that this procedure altered the behavior of at. For the

first subperiod, the autocorrelation and partial autocorrelation func-

tions for 8t imply that the following processes are pertinent:

(0,1,1)(l,1)

5(0,2,2)(2,1)

(0,2,2)(2,2)

(1.0.1) (0.2)

(0.1.2) (1.2)-
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Of these five models, those that perform best are (O,l,l)(l,l),

(0,1,2)(1,2), and (0,2,2)(2,1). The last two models both result in

white noise, but neither has a very high R2. The (O,l,l)(l,l) pro-

cess however does not result in white noise although it has a reason-

ably high R2. The models have therefore been overfitted with the fol-

lowing models:

(01111)1131):

(0,1,2)(1,1)

(0,1,3)(1.1)

(l,l,l)(l,1);

(0,1,2)(1,2):

(0,1,3)(1,2)

(l,l,2)(1.2);

(0.2.2)(21l)=

(0,2,3)(2.l)

(l,2,2)(2,1)-

 

Both the second and third order moving average processes are im—

provements over (O,l,l)(l,l); both models result in white noise at all

lags, and each has a reasonably high R2. The other models do not per-

form better than the original formulations. There are three models

then which convert st to white noise, (0,1,2)(1,1), (0,1,3)(1,1), and

(0,2,2)(2,1). The model (0,1,3)(1,1) is however the best since it has

the highest R2.

The noise model (0,1,3)(1,l) is used in a multivariate model which

also includes the effects of interest rates, represented by TBt and

%TBt' The presumption is that 8t will be inversely related to both

input variables. After prewhitening the input variables, the cross

correlations between them and s indicate the following transfer func-

t

tions:

TB 3 (0,1,0)(1,0);

%TBt : (0,2,0)(0,0).
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The coefficients in the transfer function for %TBt are not statis-

tically significant so the model was refitted excluding that indepen-

dent variable. The results of the model are given in Table 35. The

coefficients in the transfer function for TBt are both significant but

not of the expected sign. The autocorrelations and cross correlations

of residuals are small, so the model transforms at to white noise and

the transfer function appears to be adequate.

For the second subperiod, from the autocorrelations and partial

autocorrelations of at, the following models appear to be important:

(0,1,1)(1,0)

(1.0.2)(0.l)

(0.1.5)(l.1)-

Each of these three models has a very low R2 even though the last

two convert 6t to white noise at all lags. In an attempt to increase

the R2, each model has been overfitted with the following models:

(03131)(120)=

(1.1.1)(150)

(0,1,2)(150)

(191.2)(150);

 

(1,0,2)(Qil)=

(1,0,3)(0,l)

(1.0.4)(0.1)

(2.0.2)(0.1);

 

(0.1351(1L1)=

(1.1.5)(l.1)-

Adding a moving average to (O,l,l)(l,0) improves the model's per-

formance some but adding autoregressive variables does not. The

(0,1,2)(1,0) process however still does not have a very high R2 or

result in white noise. Therefore additional moving average variables

were successively included up to a fifth—order process; each added
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variable improves the model slightly but an:a(k) is not reduced to the

level required for white noise. All of the models overfitted to

(l,0,2)(0,l), as well as (0,1,5)(l,1), result in white noise but none

has a very high R2. The best model tested is (l,0,4)(0,l) since it

has the highest R2, which is however only .178.

The process (l,0,4)(0,l) plus transfer functions for TBt and %TBt

are used in a multivariate model. The cross correlations of 8t and

each prewhitened input variable imply the following transfer functions:

TBt . (

/.TBt : (

Both transfer functions contain at least one statistically significant

coefficient, but the coefficients are again not of the expected sign.

Inclusion of the independent variables improves the model's R2 some,

but it is still not very high; the process transforms 8t to white noise

at all lags. The cross correlations of residuals for both transfer

functions are small relative to the x2 values, implying that they con-

vert the respective input variables to white noise. The result of the

transfer function for %TBt is however white noise at the 2.5% level of

significance only, but no modification of the function reduces its

cross correlations further.26

The model's low R2 in the second part of the sample may be attrib-

utable to the reserve-carryover rules. It is possible that this pro-

cedure causes 8t to behave in a (perhaps systematic) way that cannot

be captured by this type of model. Or, it may be that reserve carry—

over plus an efficiently functioning federal funds market removes most

 

26The model was also fitted using (1,0,0)(l,l), (0,2,0)(0,1)

(1,1,0)(0,l), and (0,1,0)(0,1) as a transfer function for %TBt but the

results are not better.
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systematic behavior in at. That is, the amount of excess reserves left

in the system is just random and the series at has little systematic

behavior left to be explained.

S ummagz

Table 36 provides a summary of the ARIMA models chosen for the

parameters in rt. For the univariate processes, it identifies the order

of the process, its R2, and the results of the white noise test on the

model's residuals. In addition, for the multivariate processes, the

order of each transfer function is also given. A model that results

in white noise at all lags at all levels of significance is identified

by "all lags" in the column for the white noise test; some models re-

sult in white noise only for certain lags or at lower significance

levels and they are so identified. A model that does not result in

white noise at all, "fails" the white noise test.

In general the estimated ARIMA models are quite successful. Ex-

cept for the second model for et’ the R2 for every model is good and it

is very high for some models. As can be seen from Tables 30 through

35, the variance of residuals for every model is extremely small. Only

four models fail the white noise test and most result in white noise

at all lags and levels of significance. One of the models that does

not result in white noise however is the second model for v2.

When the appropriate independent variables are added to the noise

models, the multivariate models perform better, so the transfer func-

tions apparently add to the explanatory power of the models. Indepen-

dent variables that would be expected to be important to a parameter's

behavior however do not always have statistically significant
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coefficients and those that are significant do not always have the

expected signs.

Market interest rates would logically be a major determinant of

the growth rate of the various categories of time and savings deposits,

but the direction of their influence is not clear. The regression re-

sults presented here show that TBt is a statistically significant inde-

pendent variable for three of the AT-parameters and %TBt is signif-

icant for A§,t only (total time deposits). The results show that Af’t

and TBt vary directly, so as interest rates rise the rate of growth in

the various categories of time and savings deposits falls; the rate of

change in interest rates is apparently not an important influence on

rates of growth in time and savings deposits. The effectiveness of

Regulation Q interest rate ceilings is also a statistically signif-

T and KT are
1,t 5,t

directly related to Qt’ but the relationship between A: t and Qt is not

9

icant variable for three AT-parameters; as expected, A

clear. For GT and 6T , both TB and %TB are statistically signif-

3,t 5,t t t

icant, but Qt is significant for 6: t only. The rate of growth in sav-

9

ings deposits (1; t and 6g t) therefore does not appear to be affected

’ ’

by Qt’ but is directly related to interest rates.

It was hypothesized that v2 and v: are directly related to the

relative number of member banks and inversely related to interest rates.

In the regression results, MBt is statistically significant for both

v2 and v: and in general the expected direct relationship is verified.

Interest rates are not significant variables for either v2 or v: in

the first half of the sample; they are significant for both parameters

in the second part of the sample, but the signs of the coefficients

imply no consistent relationship between interest rates and attrition
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from the Federal Reserve System. In addition, Qt is a significant var-

iable for v: for both halves of the sample period. The signs of the

coefficients consistently show vTt and Qt are inversely related; this is

attributed to the member bank dominance of the highly interest-elastic

market for large certificates of deposit.

The ARIMA models for It indicate that it is directly related to

the relative number of member banks, but in general the behavior of

market interest rates is not a significant determinant of It. This inr

plies that member banks hold fewer interbank balances as assets; this

supports the result reported by Gilbert.27

Regulation Q ceilings and interest rates would be expected to

influence Tt’ although the direction of influence for the latter is not

_a priori clear. Both TBt and %TBt are statistically significant in both

models for Tt; for the first half of the sample the signs are mixed,

but for the second half they are consistently negative. The latter re—

sult indicates that high and rising interest rates cause the growth of

time deposits to slow, as other assets become more attractive. Qt

ought to be inversely related to It, but it is concluded here that there

is no strong causal link between the two. Qt is statistically signif-

icant in the first model for Tt only, the majority of its coefficients

are not of the expected sign; furthermore, this result is based on very

few nonzero observations of Qt'

It is hypothesized that 6t and interest rates are inversely re-

lated but the results reported here show the opposite to be true. As

 

27Gilbert, p. 12.
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discussed above however, the model for at for the last half of the

sample is probably not very reliable.



CHAPTER 7

AN ARIMA FORECASTING EXPERIMENT FOR rt

The problem of nonuniform reserve requirements arises in a week-

to-week control situation when the Federal Reserve does not know the

value of rt or its component parameters. The simplest solution to this

lack of knowledge is to assume each week that there is no change in the

value of each parameter. This is the basis of the naive forecasting

model described in Chapter 5. The ARIMA models described in Chapter 6

are now used to forecast values for each of the parameters in rt. These

more sophisticated forecasts are used as an alternative to the naive

forecasts to predict values of rt, and the resulting error is calculated.

Following the techniques developed by Box and Jenkins,1 forecast

values for the parameters in rt are derived from their estimated ARIMA

models.2 The ARIMA forecast for each parameter is then substituted for

the naive forecasts in the first forecast equation for rt (equation

5—6). Denoting the ARIMA forecasts with an asterisk, this model pro-

vides a forecast value for rt, defined as,

 

1George E. P. Box and Gwilym M. Jenkins, Chapter 5.

2Forecasts of the univariate models were calculated using Computer

Programs for the Analysis of univariate Time Series Using the Methods

of Box and Jenkins, Supplementary Program Series No. 517 (Madison, WI:

The University of Wisconsin Computer Center, revised May, 1975); the

multivariate processes were forecast with the computer program,

Analysis of Time Series Models Using the Box-Jenkins Philosophy by

David J. Pack (Columbus, Ohio: The Ohio State University, revised

January,_l978).
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A _ D* D* D* * *

(7-1) r3,t g dj,t Aj,t 6j,t vt €t_1 (l + yt + 1t)

T* T* T* * * 1n

+ +
E ti,t A1,t 61,t Vt Tt Ec pt-l

n 3

+ E l”h,t: wh,t—1 pt-l'

The average error in rt caused by the ARIMA forecasts is given by,

A 2

(rt ' r3,t) ’

I
I
M
Z

..1(7-2) MSE3 - N

t l

where N is the number of observations. The value of MSE3 for each

reserve scheme is given in the first part of Table 37; it measures

the error in rt associated with the ARIMA forecasting experiment.

Following the procedure used for the naive forecasting model, the

ARIMA forecasts for each parameter (or set of parameters) in rt is (are)

in turn replaced by its (their) actual value(s) in week t. Consider,

for example, the parameters representing lagged reserve requirements.

The actual current values of Ag’t and 11,t are substituted for their

ARIMA forecasts in equation (7-1); this yields another forecast of rt,

7 3 “A - 2 d 1D 5D* D* g 1 + * + *
( — ) r4,t — j j,t j,t j,t Vt t-l ( Yt 1t)

T T* T* * * m

+ i ti,t Ai,t 51,: vt Tt + 8t t-l

n

+ i wh,t-l mh,t—1 pt-l'

The difference between this and the actual value of rt is measured by,

 

3The definitions of r

the X-parameters for all

(defined below) all include

reserve schemes.

A and f
t’ r3,t’ 4,t
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Table 37. Error Resulting from the ARIMA Forecasting Model

(Results of the Calculation of E2)

 

Reserve Scheme (Number of Observations)
 

 

A (100) B (52) D' (97) E (111)

MSE3 .551523-05 .l3263E-04 .ll961E-02 .110152-02

E; -.o3351 .60452 .01237 .01562

E3 -.o1770 .62686 -.Ol655 .01253

E: -.01777 .61659 .01597 .00690

E: .38091 .66564 -.00150 .00209

E; .02486 .64610 .01129 .00527

3:1 .03574 .66410 .35685 .00236

E

32 .21559 .64444 .36265 .99445

1Based on a univariate forecasting model.



(7-4) MSEX =4 X(r - r

t 4,tz
h
a

where N is the number of observations.

Comparing MSEZ and MSE3 indicates the loss, in terms of accurate

forecasts of rt, from using the ARIMA forecasts of the X-parameters.

To facilitate this comparison, the error-coefficient EA is defined as,

 

2

MSE - MSEA

(7_5) EA = 3 4

2 MSE

3

MSEA

=l_-———-—li

MSE3

If the ARIMA forecasts of the A—parameters are very poor, then

replacing them with their actual values will reduce the error in the

forecasted rt; MSEZ will be smaller than MSE3 and B? will be close to

one. Therefore the closer the value of E: to one, the poorer the

ARIMA forecasts of the A-parameters and the larger the error they

cause in forecasting rt. On the other hand, if the ARIMA forecasts of

the A-parameters are good, then using their actual values will reduce

the error in rt very little; MSE: and MSE3 will be similar and E;

will be close to zero. Therefore the smaller the value of E3, the

D

smaller the error in rt caused by the ARIMA forecasts of Aj t E t

9 3

It is possible for E2 to be negative; this occurs when MSEz > MSE3.

This indicates that the error in rt is smaller with the ARIMA forecasts

for the A-parameters than when their actual values are used. The con-

cepts of MSE4 and E2 are defined analogously for the other parameters

in r .

t

The results for E2 for each parameter in rt for all four reserve

schemes are given in Table 37. Because of programming limitations, the
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forecasting experiment is limited to the last 100 observations of

Schemes A and D'.4 Some of the values forecasted for A: t and 6: t

S 9

T

i 6 under Scheme D', had to be deleted from theunder Scheme B, and for A

calculation of E2 because the forecast equation gives nonsensical re-

sults. For Reserve Scheme B, the erratic results probably occur because

there are no observations available for A: t and 6: t before the fore-

9 9

cast origin. Under Scheme D' the erratic forecasts of A: t are trace-

9

able to erratic behavior in the independent variables.

As can be seen in Table 37, the E -coefficients are consistently

2

large under Scheme B; the EZ-coefficients for B are also about the same

size for all parameters. This indicates that the mean square error in

rt falls considerably when the actual value of each (set of) parameter(s)

is substituted for its (their) ARIMA forecasts. The loss therefore from

using the ARIMA forecasts is substantial for each parameter and the loss

is approximately equal for each one. This result is probably due to the

small number of observations left for Scheme B.

For the period covered by Reserve Scheme A the poorest ARIMA fore-

falls most when they are

replaced by the actual values of Yt and €t° The value of E3, E3, and

casts are for Yt and Et’ since the error in rt

EV are all negative, implying that the error in rt is smaller with the

2

ARIMA forecasts than when the actual values of the parameters are used.

The values of Bi, f, and E: are also all negative (see Table 29, Chap-

Y
ter 5). None of the E2 2

on an absolute level so the error resulting from using the ARIMA fore-

E

-coefficients, including E and E3, are large

casts is not large for any parameter.

 

4The forecasting programs used here allow at most five different

forecast origins per run.
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For Reserve Scheme D', the E -coefficients are largest for T
2

and 6t and very small or negative for the other parameters. Even E:

and E; are not very close to one. Again, using the ARIMA forecasts

apparently does not cause very large errors in rt and perfect knowledge

of the parameters yields little gain.

Under Reserve SCheme E, E: is very close to one so the mean square

error in rt falls considerably when the ARIMA forecast of 8t is re-

placed by its actual value. Thus the ARIMA forecasts of st are appar—

ently very poor for this period of time and the loss from using a: is

significant. The Ez-coefficients for the other parameters are all very

small so their ARIMA forecasts are apparently quite good.

In the naive forecasting experiment described in Chapter 5, E: is

larger under the later reserve schemes, especially the graduated scheme.

Ignoring Scheme B, EA is small for all schemes and is not appreciably

2

larger for Scheme E. Therefore while the naive forecasting model is

less successful with more reserve categories, this is not true for the

ARIMA model. In the last two reserve schemes, E: is much smaller than

Ei, so the error associated with the ARIMA forecasts of the A-parameters

is smaller than with the no-change forecasts.

The errors resulting from the naive forecasts of the o-parameters

also increase slightly with the number of reserve categories. Ignoring

6
again Reserve Scheme B, E also increases for successive reserve schemes,

2

although E2 is negative for Schemes A and D'. Except for Scheme B, E3

is less than E? so the ARIMA forecasts result in smaller losses than

the naive forecasts for the G-parameters.

Both the naive and ARIMA forecasts of v? and v: result in very

small errors. The largest value of E: is for Reserve Scheme D' and,
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except for Scheme B, E: is also largest during that period. Apparently

v2 and v: vary most during Scheme D' and are therefore difficult to suc—

cessfully predict during that period, regardless of the methodology.

Except for Schemes B, E: is smaller than Ei, so the ARIMA forecasts of

D
vt and v: are better than their naive forecasts.

Except for Scheme B, E3, E2, and E: are all small so the ARIMA fore-

casts introduce only small errors in rt. For the last reserve scheme,

Ev is however smaller than EA and E indicating that laggedand differen-

2 2 2’

tial reserve requirements cause more unpredictable variation in rt than

do nonmember banks. This is not true under Scheme D', when E: is rela-

tively large, or under Scheme A, when all three coefficients are nega-

tive. '

The gain from perfect knowledge of Yt over its ARIMA forecasts is

large for the first half of the sample but falls drastically for the

last half. The values of E: show the same pattern so apparently Y1 is

more predictable in the first half of the sample. In addition, ARIMA

forecasts for Yt in the first half of the sample are relatively poor,

Y Y

2 1°

ARIMA forecasts are more successful and result in smaller losses than

since E is larger than E For the second part of the sample, the

the naive forecasts of Yt'

Except for Scheme B, the ARIMA forecasts of It yield small errors,

; is consistently larger than E;

schemes. The ARIMA experiment for Tt is very successful during Schemes A

although E which is negative for all

and E; E; is small and much smaller than E: so the ARIMA experiment

results in smaller errors than the naive model. The ARIMA model for

Tt is less successful during Scheme D' however; E; is relatively large
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and larger than B Due to programming limitations,5 the ARIMA fore-

T

l'

casts of Tt had to be derived from the noise model alone, excluding

the transfer functions. The poor results in Reserve Scheme D' prob-

ably occur because the effects of interest rates and Regulation Q on

It have been excluded and Reserve Scheme D' corresponds to the time

period when the behavior of these independent variables were most cru-

cial to the behavior of Tt' Considering the small losses during Schemes

A and E from using the ARIMA forecasts even though the transfer func-

tions are excluded, it appears that Tt could be very successfully fore-

casted with a multivariate ARIMA model.

Using the ARIMA forecast for Ct causes relatively large losses in.

rt for all reserve schemes and this is especially true for Reserve

8 €

2 is larger than E1

ARIMA forecasts are apparently very poor and, except during Scheme A,

Scheme E. Furthermore, E except for Scheme A. The

the 8t - €t_1

surprising result, especially for the last part of the sample, consid-

assumption represents a better forecast. This is not a

ering the very low R2 of that ARIMA process. As discussed earlier, it

appears that after reserve-carryover was introduced, the behavior of 6t

is erratic (especially, relative to its low level) and difficult to

successfully forecast with an ARIMA model.

In summary, the ARIMA methodology causes the largest losses in

accuracy of rt when used to forecast at for all schemes, Tt during Re-

serve Scheme D', and Yt during Scheme A (this ignores the result for

Scheme B). The ARIMA forecasting experiment for the X- and G-parameters,

 

5For both parts of the sample period, the second seasonal differ-

ence of T was required for stationarity. The program used here to

forecast the multivariate models would not allow for the second seasonr

a1 difference of order 52.
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v2 and vi, and It’ It for Schemes A and E, and Yt for the last half of

the sample yields small errors in rt; the ARIMA forecasts for these

parameters cause smaller losses than the naive forecasts.

Comparing MSE to MSEl (Table 29, Chapter 5) shows whether the

3

ARIMA forecast experiment is more successful than the simple no-change

model. For Reserve Scheme A, MSE3 < MSEl so the ARIMA forecasts of the

parameters in rt provides a better forecast for rt than the naive fore-

casting model. For the other reserve schemes however, this is not true.

Especially during Schemes D' and E, the error in f3 t estimated with

,

the ARIMA models, is much larger than the error in f , estimated with

1,t

the naive model. Considering the values of the Ez-coefficients for

the individual parameters, it seems likely that this poor ARIMA perfor-

mance is due almost entirely to bad forecasts of Tt and 6t in Scheme D'

and St alone in Scheme E.

To test this proposition, MSE is recalculated for Schemes D' and

3

E, using Et-l instead of 6:. The results are .80908E—03 and .80425E-05

for each scheme, respectively. The naive forecasts of at therefore

result in smaller errors than a: for both schemes. For Scheme E, the

error falls below MSE1 so when the ARIMA forecasts for 8t are excluded,

the ARIMA forecast experiment is more successful than the naive one.

For Scheme D', the error associated with the ARIMA forecasts is still

*

larger than MSEl, even when the 8t values are not used.
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SUMMARY AND RECOMMENDATIONS

The behavior of the individual parameters in rt shows that those

representing the categories of nonmoney deposits have varied most dur-

ing the sample period; both the levels and first differences of Yt’

It, and It show more variation than the other parameters. Of these

three parameters, It has varied most. In addition, the variation in

It and 1t have increased during the sample period; the variance of Yt

however has decreased over time.

While the parameters representing lagged reserve requirements do

not vary much on an absolute scale, they all display considerable week--

to—week fluctuations about one; in some instances these weekly fluctu-

ations are large. This is indicated by the fact that in general the

standard deviation of the first differences is larger than that of the

levels, and the mean of the absolute value of the first differences of

the X-parameters is larger than the mean of the first differences.

T.

These patterns occur for A as well as AD although, by all measures
i,t j,t

T

i,t'

The parameters corresponding to differential reserve requirements

of variation, 1? t vary more than A

,

behave much like the A-parameters: the variation in the G—parameters

is not large on an absolute scale, but they do fluctuate considerably

from week-to-week. The levels of the 6-parameters vary more, and the

mean of the first differences is larger than for the A-parameters, but

variation in the first differences is smaller for the 6-parameters;

this pattern holds for both demand and time deposits. Therefore, while

the d-parameters vary more, they appear to be more easily predicted

283
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than the X—parameters. The ST-parameters also vary more than the 6D-

parameters, but the average size and variation in their weekly changes

is smaller; this implies that while differential reserve requirements

applied to time deposits causes considerable variation in rt, it is

more predictable variation than that caused by the éD-parameters or

XT-parameters.

The variances of v2 and v: are small on an absolute scale and the

variation in their first differences is even smaller. They do not

therefore show the sizable weekly fluctuations characteristic of the

A- and 6-parameters. This implies that the distribution of deposits

between member and nonmember bank does not vary much from week-to—week

and that v? and v: do not vary in an unpredictable fashion. Of the

two parameters, V: is the most stable. Both v2 and v: have, of course,

declined during the sample period; the decline is more pronounced in

v2 and in addition, the standard deviation of v? more than doubled

between 1961 and 1974. The changes in v: appear to be closely tied to

the effectiveness of Regulation Q ceilings.

The statistics for wh,t indicate that the base-aborbing money per

dollar of deposits held by nonmember banks varies considerably from

state to state; this implies that differential state reserve require-

ments are potentially a serious control problem. On the other hand,

wh,t shows that shifts in the distribution of deposits between states

have been minimal. Further investigation of these parameters is hame

pered by lack of data.

Data problems also seriously limit analysis of the variation caused

by reserve requirements against various categories of nondeposit liabil-

ities. The parameters representing the application of lagged reserve
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requirements to nondeposit liabilities do not fluctuate from week to

week as much as the other A-parameters, but the erratic rates of growth

in the categories of nondeposit liabilities result in relatively large

changes in the AN-parameters. The GN-parameters also show large weekly

changes but the variation in these parameters is not large relative to

the other 5-parameters. Therefore the application of lagged and dif-

ferential reserve requirements do not appear to introduce particularly

variable parameters into rt. The aN-parameters, representing the ratio

of nondeposit liabilities to privately-owned demand deposit do vary a

great deal; their variance is only exceeded by It. The application of

reserve requirements themselves to nondeposit liabilities therefore

does introduce additional, highly variable, parameters into rt.

The level of excess reserves has of course declined during the

sample and the variation in at has increased, especially since 1968,

when the reserve-carryover procedure began. The coefficient of varia-

tion of 8t is large, but by other measures of variation, 8t is very

stable relative to the other parameters.

The sample period is divided into five subperiods corresponding

to the various reserve plans that have been in effect. The variation

in rt is larger during later reserve schemes. Successive changes in

Federal Reserve reserve requirements that have introduced more cate-

gories of deposits and lagged reserve requirements into the reserve

structure have apparently also introduced increased variation in rt.

In some reserve schemes, the standard deviation of some A— or 6-

parameters for individual deposit categories are among the largest of

all the parameters. The parameters that have consistently varied

most are Yt’ Tt, at and in one reserve scheme, wt. In no reserve scheme
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is the variation in V2 and v: large relative to other parameters, and

in some schemes the standard deviations of v2 and v: are among the

smallest of all the parameters. Thus the historical record of rt

under the various reserve plans shows that the largest sources of dis-

turbance have been time deposits, government deposits, and excess re-

serves; lagged and differential reserve requirements have been a moder—

ate, but increasing, source of variation in rt. Changes in the dis-

tribution of deposits between member and nonmember banks have been only

a minor source of variation.

The partial variance of rt is used here as a device to decompose

the variation in rt into its sources. The partial variance due to TC

is consistently the largest for all reserve schemes and varT(rt) in-

creases during the sample period. The partial variance shows that

lagged reserve requirements have also been a major source of variation

in rt; varA(rt) is larger for each successive reserve Soheme so as more

reserve classes have been added, lagged reserve requirements have

caused more variation in rt. Vary(rt) and var€(rt) are also large for

the first half of the sample, but both decline in the second half.

Var6(rt) increases only slightly with the number of reserve classes.

The value of var5(rt) is small for all reserve classes so shifts of

deposits between classes of member banks have not been a major source

of variation in rt. According to varv(rt), shifts of deposits between

member and nonmember banks have also been only a minor source of var-

iation in rt and there is no convincing evidence that nonmember banks

are an increasing source of disruption. Varv(r) is largest for Scheme

D', but nearly equal for Schemes A and E.
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To test the relative predictability of each parameter, two fore-

casting experiments on rt are performed. One is a simple model which

assumes no change in the value of each parameter; the second uses fore—

casts of each parameter derived from models estimated using the time

series methodology of Box and Jenkins.

Results of the naive forecasting experiment support the general

results described above. The naive forecasts of Tt’ Et’ and the A-

parameters cause the largest forecast error in rt; the naive forecasts

of VS, VI, and the é-parameters result in small errors in rt only. In

addition the Yt = Yt-l forecasts cause large errors in rt in the first

half of the sample. Thus Tt’ et’ the A—parameters, and Yt for the

first part of the sample, are the parameters that are the most diffi-

cult to forecast using this simple technique; v2, VE’ and the 5-

parameters can be quite successfully forecasted, even with this simple

no-change procedure. The errors associated with the naive forecasts

of the X-parameters and the 6-parameters increase with the number of

reserve classes; the error caused by using no-change forecasts for v?

v: does not increase through time.

The ARIMA forecasting experiment provides more sophisticated fore—

cast values for each of the parameters. Substituting the ARIMA fore-

casts for the naive ones, however, reduces the overall forecast error

in rt only during Reserve Scheme A. The results reported for the E2-

coefficients show that the ARIMA forecasts are most successful for the

A-parameters and the 6-parameters, v: and v3, and It. The error in rt

caused by the ARIMA forecasts of these parameters is very small. In

addition, the ARIMA forecasts of Yt are very good for the last half of

the sample and those for Tt are successful except during Scheme D'.
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The ARIMA forecasts of 6t result in large error in rt for all reserve

schemes. The ARIMA forecasts on most of the parameters are therefore

quite successful. The fact that the error in rt is larger for the

ARIMA forecasts than for the naive forecasts in most reserve schemes

is attributable to the poor ARIMA forecasts of at, Yt during the first

half of the sample, and It during Scheme D'. When the naive forecasts

are used for at instead of its ARIMA forecasts, the error in rt falls

substantially. Thus the major impediment to successfully forecasting

the parameters of rt with the ARIMA methodology appears to be the dif-

ficulty of describing at with an ARIMA process.

None of the evidence presented here indicates that declining mem—

bership in the Federal Reserve System has caused increased variation

or unpredictability in rt. Relative to the other parameters in r

D

Vt and v: vary little and are easily predicted. The variation in v?

t,

and v: are of course not zero, so presumably the variability in rt

could be reduced if nonmember banks were subjected to Federal Reserve

reserve requirements. In addition, vD and v: do not reflect the total

t

impact of nonmember banks on rt; wh,t and “h,t also represent the

influence of nonmember banks.

It is often contended that the Federal Reserve could make struc-

tural changes within their own reserve requirements that would remove

more troublesome sources of variation and/or unpredictability in rt

than nonmember banks; this claim is in some cases supported here.

According to the results of this study, removal of lagged reserve require-

ments and reserves against some categories of nonmoney deposits, espec-

ially time deposits, would remove more variable and unpredictable param-

meters from rt than v2 and vi. The distribution of deposits among
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classes of member banks however, apparently does not shift much, so

removal of differential reserve requirements would have little effect

on the stability or predictability of rt; there is no evidence that

removing differential Federal Reserve reserve requirements would be a

more fruitful institutional change that universal membership.

The claim is also supported here that as the Federal Reserve has

increased the number of categories of deposits, more variation has been

introduced into rt through lagged and differential reserve requirements.

In general, the variation and unpredictability in rt has increased with

the number of Federal Reserve reserve categories, especially because

of the increased number of A-parameters.

The greatest gain in terms of reducing the variation in rt would

accrue from removing reserves against time deposits, government de-

posits, and interbank deposits, and lagged reserve requirements. In

addition, it appears that the introduction of reserve requirements

against nondeposit liabilities and the reserve-carryover procedure have

increased the variability of rt. Since 1t and the A-parameters are

successfully forecasted with the ARIMA procedure, the greatest gain in

terms of easy predictability of rt would come from removing reserves

against time deposits, government deposits, and the reserve-carryover

procedure.
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APPENDIX A

SUMMARY OF MODELS OF THE MONEY SUPPLY PROCESS

Brunner

Brunner's first formulation of a theory of the money supply pro-

cess is his linear money supply theory.1 It is based on the notion

that a commercial bank will adjust its assets to absorb any surplus

reserves that emerge in its portfolio. Surplus reserves, 6, are de-

fined as the excess of actual available reserves over desired avail-

able reserves where available reserves are total cash assets less

required reserves. This gives,

_ d

s - v - v , where

total cash assets - required reserves,

<

ll wO + w1 dl + w2 2,

and W0 is a part of desired reserves that a bank will hold independent

of its level of deposits and depends on an index of loan and bond

yields, borrowing from the Fed, and the bank's loan-investment ratio;

w and w are the bank's marginal prOpensities to hold reserves against
1 2

demand and time deposits, d and d2, respectively.

1

As surplus reserves appear in a bank's portfolio, the bank is in—

duced to expand its earning assets and as it does so, its surplus re-

serves are drained away for four reasons. First, part of the asset

expansion will be held by borrowers as cash and therefore as earning

 

1Karl Brunner, "A Schema for the Supply Theory of Money," Inter-

national Economic Review 2 (January l961):79-109.
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assets are expanded, surplus reserves are reduced by a currency drain.

Second, part of the asset expansion will become deposits at other com-

mercial banks. Third, part of the asset expansion will be held by the

public in time deposits, thereby increasing required reserves and re—

ducing surplus reserves. Fourth, part of the expansion will become

demand deposits at the expanding bank; again, this increases required

reserves thereby diminishing surplus reserves.

The function describing the generation of funds by a bank is of

the form,

(A-l) aS = %-(s), where aS denotes the supply of bank funds, and

_ t d
A- [c+(r +w2)t+(l f3)p3+ (r +wl)

(l - c - t - flp3)].

Each term in the definition of A corresponds to one of the chan-

nels listed above by which surplus reserves are dissipated. The cur-

rency drain is accounted for by c, which represents the portion of the

bank's asset expansion that the borrower holds as cash. The time de-

posit drain is represented by (rt + w2)t, where rt is the legal re-

serve ratio and t is the fraction of the asset expansion the borrower

holds in time deposits; (rt + w2)t then is the amount by which the

bank's required and desired reserves rise, as its asset expansion in—

duces an increase in time deposits.

The last two terms in 1 account for the amount of s absorbed by

increased demand deposits at other banks and at the expanding bank.

In accounting for these factors, Brunner's scheme includes explicit

consideration of the institutional procedure by which interbank claims

are settled. Let
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p1 = the amount of demand deposits the borrower must hold

as a compensating balance at the expanding bank;

p2 = additional demand deposits redeposited in the expanding

bank;

p3 = demand deposits held at other banks;

f = the proportion of p collected from the expanding bank

via Federal Reserve Funds;

f = the proportion of p collected by debiting the expand-

ing bank's balances at other banks;

f = the proportion of p collected by crediting other banks'

balances at the expanding bank.

The surplus reserves that are lost to increased demand deposits at

other banks then amounts to p3, minus the part (f3) of p3 that are col-

lected by increasing other banks' deposits at the expanding bank. If

f3 = l, the expanding bank will have traded publicly-owned demand de—

posits for other bank-owned demand deposits so that no surplus reserves

are lost at all. The net amount of surplus reserves lost to deposits

at other banks is therefore (1 - f3)p3.

Finally, the expanding banks' own demand deposits will increase

because of the asset expansion, thereby increasing its required re-

serves and further depleting its surplus reserves. The amount by which

their own demand deposits will increase can be derived algebraically.

For every dollar of asset expansion, the expanding bank's own demand

deposits must increase by

l - c - t - (l — f3)p3,

plus any change in its balance at other banks, which is equal to f2p3

per dollar of asset expansion. Thus the net increase in the expanding

banks' demand deposits is,
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l - c - t - (l - f3)p3 + f 3 or,2P

) since f + f + f = l.

(1 ' C ’ t ' 1 2 3f1P3

This term must be multiplied by (rd + wl), the legal and desired level

of required reserves, to determine the increase in reserves (depletion

of s) the bank will hold against the new demand deposits.

Having completely specified the form of A, the aS = 1/A s func-

tion describes the process by which a bank generates money as it ad-

justs its portfolio to eliminate any surplus reserves (or acquire re-

serves if s < O).

The other major relationship of Brunner's linear money supply

hypothesis explains the process by which surplus reserves are gener-

ated. Brunner discusses eight ways in which the surplus reserves of

an individual bank may be generated.

1) A bank may experience a net current inflow, designated by n1,

which will increase surplus reserves by the amount of the inflow less

the increase in required reserves caused by the inflow. This currency

inflow is independent of any portfolio changes by the bank. Surplus

reserves generated from this source is therefore denoted by,

[1- (rd+w)(1—g>1n
l 2 l’

where g2 represents the marginal propensity of the bank to adjust its

balances at other banks because of the change in its deposit liabil-

ities represented by the cash inflow, n1.

2) A bank may experience shifts between demand and time deposits

that are independent of its own asset expansion discussed above. Such

a shift will generate surplus reserves for the bank to the extent that
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different levels of reserves are held against time and demand deposits.

We have,

[<rd+w)(1-g>- (rt+w>1n
1 2 2 2’

denoting the surplus reserves generated by a demand deposit-time de-

posit shift.

3) A bank may acquire or lose surplus reserves as existing de—

posits are redistributed among banks or as a result of the distribur

tion among banks of new deposits generated by an asset expansion by

some bank in the system. Brunner designates n3 as the net inflow to

a bank resulting from the redistribution of existing deposits and the

distribution of newly generated deposits. The surplus reserves ac-

quired by that bank is then given by,

[(1 - g ) - (rd + w )g ]n where

3 l l 3’

g1 = the proportion of the bank's clearing balance settled

by debiting its deposit liabilities to other banks;

= the proportion of the bank's clearing balance settled

by the Federal Reserve mechanism.
g3

4) A bank may experience an increase in surplus reserves as a

result of its dealings with the Federal Reserve. Brunner divides this

source of surplus reserves into two parts. The first, denoted by n4,

is the net increase of cash assets coming from transactions with the

Fed that involve a banks nondeposit liabilities (such as borrowing

from the Federal Reserve or the bank's earning assets). The second

part, represented by n is the net accrual of cash assets resulting
5’

from transactions with the Federal Reserve having to do with the bank's
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deposit liabilities (such as open market operations). Surplus re-

serves resulting from transactions with the Fed are then represented

by.

n + (l — v)n5,
4

where V involves an assumption regarding the bank's behavior toward

deposits generated in dealings with the Fed (i.e., perhaps A = v, but

perhaps not).

5) A bank will gain or lose surplus reserves when legal reserve

ratios are changed. This is measured by,

d t
-A r d1 - Ar d2.

6) A bank may reallocate its cash assets between those that

satisfy legal reserve requirements and interbank deposits. Because of

the definition of "net demand deposits" used in determining legally

required reserves, this reallocation will generate or absorb surplus

reserves. This is measured by

d
(r + wl) Aho,

where Aho represents the reallocation of the bank's cash assets.

7) A bank may also be the recipient of surplus reserves as other

banks reallocate their cash assets as described in (6). Letting d

be the portion of d that is owned by other banks, the change in sur-
1

plus reserves involved here is represented by,

d b

_[l - (r +w1)(l - g2)] Ado .

8) A bank may gain or lose surplus reserves because of a change

in the level of reserves it desires to have on hand, independent of the

level of its deposits. This factor is represented by changes in wo.
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These eight sources of surplus reserves together determine 5,

<A—2) s = [1 - (rd + w1><1 - g2>1n1 + [<rd + wlm - g2)

- (rt + w2)]n2 + [(1 - g3) + (rd + w1)gl]n3

d t d

+ n4 + (1 - \))n5 - Ar (11 - Ar d2 + (r + wl)Aho

+ [1 - (rd + wl)(l - g2)]Adob - Awo.

Equations (A-1) and (A—2) completely explain the process by which

an individual bank generates money. Function (A—2) describes a bank's

sources or surplus reserves and function (Arl) describes the way in

which a bank will operate to purge its portfolio of surplus reserves,

thereby supplying money.

To construct a macro-theory of his linear money supply process,

Brunner derives a system expansion coefficient as the sum of an infi-

nite series of individual banks' responses. He assumes that all sur-

plus reserves in the system, so, are at one given point in time held at

one bank and that that bank will then expand its assets by kso. The

cash assets of some second bank will thereby increase by (l - f2)p3kso

and the public's deposits at the second bank grow by p3kso. Surplus

reserves present in the system after the first "round" of expansion is

the increase in cash assets experienced by the second bank less its

cash and reserve drain:

81 = [(1 - f2) - c2 - t2(rt + w2) - (rd - wl)

(f1 - c2 - t2)]p3kso.
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The change in the money stock (including time deposits) in any

round is ksl. Therefore the total increase in the money supply after

all rounds of the asset expansion is,

Am = k[1 + z (uk)t]s ,

t=1 °

where U = [(1 - f ) - c — t (rt + w ) - (rd + w )(f - c - t )]P .

222 2 11223

Brunner assumes that O < uk < 1, so the above expression for Am can be

evaluated as the limit of an infinite series. The aggregate change in

the money stock that emerges as banks respond to surplus reserves is

therefore

k

l-uk O

(A-3) AM =

where o is aggregate surplus reserves. This aggregation assumes that

all banks have identical response coefficients, k and u.

Aggregate surplus reserves, 0, emanate from the same eight sources

as do surplus reserves of the individual bank. Brunner's expression

for O is therefore the summation over the banking system of the cash

and deposit flows, n1, n2, n3, n4, and n enumerated above; plus terms

5

representing the gain or loss of aggregate surplus reserves due to: a

change in legal reserve ratios, a change in the interbank deposit struc-

ture, or a change in banks' propensities to hold reserves that are in-

dependent of changes in deposits or interest rates. The expression for

U is given by,

— . Z 1 . 2 . . -

(ArA) .0 - a co + a2t0+ 2 + a3B + 2 + 8480.+ Yo mo.

1

The components of the equation for 0 represent the following sources

of surplus reserves:



n gZi)

currency flow: a = - 2 n1, where
 

 

time deposit shifts: 9
: II

II
M
D

n

where t = Z n ;

n

X [(1-3.)-
i=1 31

di 1 li '

(r + w1)gli]n3 , and

redistribution of existing deposits: 2

0 by construction;

ll
M
5

:
3 II

0 n

transactions with Federal Reserve: B = Z (An

i=1

i i

4 + Ans),

a3 = v + (l - v)(l - v), where

Zni

 

n

changes in legal reserve ratios: £2 = - 2 (Ar d1 + A: d2);

changes in the distribution of 4

interbank deposits: 34 = Z (r

s=l

d8 + wi), where 3 refers

to class of member bank, and
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e = the average rate of change in

the four classes of banks' net

interbank deposit positions;

level of interbank deposits: 7 = rate of change in the level of

interbank deposits;

excess reserves: a = the rate of change in desired reserves,

independent of the level of deposits.

Equation (A—4) defines the process by which surplus reserves are

generated in the banking system from sources independent of the banks'

portfolio adjustments. Equation (A-3) defines the process by which

those surplus reserves are converted to money as banks adjust their

portfolios to get rid of surplus reserves. An expression for changes

in the money stock consists of the changes represented by equation

(Ar3) plus transactions that cause changes in the money stock, but

transactions that are independent of portfolio adjustment of banks.

This latter contribution to the money stock is (1 - v)B. Therefore,

1

A-u

 

(A-5) M = O + (l - v)B,

in which 0 may be replaced by (Ar4). The above function can be inte-

grated to obtain an espression for the money stock.

Interbank deposits are dealt with explicitly and have both a dis-

tributional effect and a scale effect in Brunner's model. Due to dif-

ferential legal reserve requirements and different propensities to hold

reserves among different classes of banks, the distribution of a given

level of interbank deposits will affect the money supply process. This

effect is represented by the h: and d21 terms. Brunner believes the
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distributional effect of interbank to be very small.2 The scale effect

of interbank deposits is measured by 8480 + YO. The degree to which

interbank deposits affect the money supply is aggravated by the Federal

Reserve's definition of "net demand deposits" against which legal re-

serves must be held.

Friedman-Schwartz and Cagan
 

In A Monetary History of the United States,3 Friedman and Schwartz
 

(F-S) utilize a theory of the money supply process that is based on

three "proximate determinants" of the money stock. According to their

theory, the money stock is determined by: l) the level of high-

powered money outside the monetary authorities, designated by H; 2)

the ratio of deposits to bank reserves (D/R), and 3) the ratio of de-

posits to currency in the hands of the public (D/C). The level of H

is the sum of banks' vault cash, commercial bank deposits at the

Federal Reserve, and currency in the hands of the public. Their high—

powered money concept differs from the monetary base because of their

inclusion of nonmember bank deposits at Federal Reserve Banks. The

amount of high-powered money depends mainly on the behavior of the

monetary authorities.

The ratio D/R is under the control of the banking system and is a

function of legal required reserves ratios, expectations about currency

 

2It would require very large shifts of interbank deposits to have

any appreciable effiect on the money supply. Furthermore, evidence seems

to indicate that r and w are inversely related, thereby counteract-

ing each other. ibid., 11pp. 96-7.

3Milton Friedman and Anna Jacobsen Schwartz, A Mbnetary History of

the United States, 1867-1960 (Princeton, N.J.: Princeton University

Press, 1971).
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flows, and interest rates. Specifically, the D/Rrratio will reflect

banks' decisions with respect to holdings of excess reserves. Changes

in D/R will also reflect changes in the distribution of deposits be-

tween classes of banks, shifts in deposits between demand and time

deposits, and shifts in deposits between privately-owned demand de-

posits and other demand deposits that are not included in the money

stock (defined to include time deposits of commercial banks). The D/C

ratio is determined by the behavior of the public and is a function

of the relative usefulness of the two assets, the cost of holding them,

and income.

The money stock, M, and H are defined by:

M=C+D,

H C + R, where

C = currency in the hands of the public;

D = privately-owned demand deposits plus time deposits

at commercial banks;

R = commercial bank vault cash plus deposits at the

Federal Reserve.

The money supply process is then represented by,

___ D/R(l + D/C)

“H” M HI: D/R+ D/C]'

 

F-S find that the money supply process summarized by equation (Ar6)

has been dominated historically by changes in the level of H. When the

Federal Reserve alters the level of high-powered money, the banking com-

munity responds to the resulting change in their actual excess reserves

relative to desired excess reserves. If, for example, the level of H

rises, actual excess reserves exceed their desired level and banks re-

spond by acquiring earning assets, thereby expanding deposits and the
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money stock. The resulting rise in deposit levels causes required re-

serves to rise (actual excess reserves fall) and also causes the pub-

lic's desired level of currency holdings to increase. These two forces

work to absorb the addition to high-powered money. Either the D/R-

ratio or the D/C-ratio can change for the reasons discussed above, all

of which are independent of any change in H. A change in either of

these ratios will of course also cause changes in the money stock.

In his study of the determinants of changes in the money stock,

Phillip Cagan4 uses a model of the money supply process that is very

similar to that employed by Friedman and Schwartz. Cagan also relates

the money stock (defined to include commercial bank time deposits) to

the same three determinants: the level of high-powered money, a cur-

rency ratio, and a reserve ratio. He defines the currency ratio as

currency in the hands of the public divided by the money stock. His

version of the money supply process is then represented by:

 

H

M D M C

Teigen

Teigen5 also specified a money supply function and tests it empir-

ically, but his money supply function does not acknowledge the importance

 

4Phillip Cagan, Determinants and Effects of Changes in the Stock

of Money, 1875-1960 (New York: Columbia University Press, 1965).
 

5Ronald L. Teigen, "Demand and Supply Function for Money in the

United States: Some Structural Estimates," Econometrics XXXII

(October l964):476-509.
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of the institutional factors on which this study focuses. Teigen dif-

ferentiates between exogenous and endogenous portions of the money

stock. The former is that part of the money stock that is generated

from the reserves supplied by the Fed and is therefore directly con-

trolled by the Fed. The endogenous portion is money that arises from

member bank borrowing and therefore not under the direct control of the

Fed. Currency held by the public and nonmember bank demand deposits

are both assumed to be constant fractions of the total money stock.

Though Teigen acknowledges that these fractions may vary over time, he

claims that changes in their values are sufficiently known or predic-

table to be of no concern for control purposes. His complete model can

be outlined as follows:

Cp + D'p + D"p;(A—8) M

(A—9) Cp = cM (O<c<l);

(A—lO) D"p = hM (0<h<l);

(A—ll) D'p = er or (Dp' = k(Rr - 31(- D' g);

(A-12) Rt = Rr + Re = R8 + B, where

M = the money supply, conventially defined;

Cp = currency-in the hands of the public;

C = a behavioral parameter representing the proportion

of the money supply held as currency;

D'p = privately-owned demand deposits at member banks;

D"p = privately-owned demand deposits at nonmember banks;

h 8 the proportion of the money supply in nonmember banks;

government demand deposits at member banks;U
.

0
0 u

R = required reserves against demand deposits at

member banks;

R = member bank excess reserves;
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k = the reciprocal of the weighted average reserve ratio;

R = member bank total reserves;

R = nonborrowed member bank reserves;

B = member-bank borrowing at the Federal Reserve.

An expression for the money stock can be solved for by substitution,

_ k s _ e 1_, k

(A—l3) M --Ij:—E—:—E (R R )'l _ c _ h (B),
 

where the first term represents the exogenous money stock and the sec-

ond is the endogenous part of the money stock. The maximum potential

**

money stock, M , occurs when excess reserves are zero; maximum poten-

tial money stock is then,

** k s k

(A44) M -m (R) 411—3103)-

The part of the maximummoney stock that is under the control of the

*

Federal Reserve, M , is given by,

k s

(A-lS) M* =m (R ).

*

It is the ratio M/M on which Teigen focuses and he proposes the follow-

ing money supply hypothesis:

(A-16> E = x< )M* 1., rC ’

where r represents the return to banks from making loans and rc is the

cost for commercial banks of lending. When, for example r rises, banks

will be enticed to extend relatively more loans, causing M to rise rela-

*

tive to M .

The obvious criticism of Teigen's model is the artificial distinc-

tion between exogenous and endogenous parts of the money stock. Member
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bank borrowing is of course not entirely outside the control of the

Federal Reserve, nor is the portion of the money stock he labels

exogenous completely under their control. The important implication of

Teigen's work for this study is his assumption that nonmember bank de-

posits are a constant, predictable fraction of the total money stock

and his lack of consideration for the behavior of and components of the

average required reserve ratio, k. Teigen's treatment of these param-

eters of the money supply process is deficient; it is important in that

succeeding authors have often followed him and adopted the same assump-

tions.

Brunner-Meltzer
 

Brunner and Meltzer's (B-M) nonlinear money supply theory6 incor-

porates less institutional detail than Brunner's original theory, but

it places greater emphasis on the role of interest rates in the money

supply process. Brunner and Meltzer's original version of their non—

linear money supply process has been refined and expanded by Albert E.

Burger.7 The model consists of a function describing banks' supply of

assets to the public and a function accounting for the public's supply

of assets to the banking system. In equilibrium, the two determine an

 

6Karl Brunner and Alan H. Meltzer, "Some Further Investigations of

Demand and Supply Function for Money," Journal of Finance XIX (May 1964):

240-283; and "Liquidity Traps for Money, Bank Credit, and Interest Rates,"

Journal of Political Economy 76 (January/February l968):1—37.
 

7Albert E. Burger, "An Analysis and Development of the Brunner-

Meltzer Non-Linear Money Supply Hypothesis," Project for Basic Monetary

Studies, Working Paper No. 7, Federal Reserve Bank of St. Louis, St.

Louis, Mo., 1969; and The Money Supply Process (Belmont, CA: Wadsworth

Publishing Company, Inc., 1971).
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interest rate and the money stock. The nonlinear money supply hypoth-

esis is strictly a macro-theory and therefore sidesteps the complica-

tions of moving from a micro- to a macro-theory encountered with

Brunner's linear theory.

In the B-M system, the banking system demands earning assets as it

adjusts its portfolio to rid it of surplus reserves. The rate of port-

folio adjustment is therefore a function of the divergence between

desired and actual reserves. The level of desired reserves is taken to

be a function of the level of deposits, a vector of interest rates and

the discount rate. Required reserves are of course determined by legal

reserve requirements and member bank deposits. Excess reserves are a

function of interest rates, the discount rate, and the level of deposits.

Schematically this is represented by:

(A—17) is h(R - Rd), with

(A-18) R = f(DaTaj-9p)9

(Arl9) R = R? + R? + v“,

(A-20) R = rddD + rtTT, and

(A-21) R = e(i,p,fl)(D + T), where

E = banks' demand for earning assets;

R = actual reserves;

R = desired reserves;

R = required reserves;

R = excess reserves;

D = demand deposits;

T -= time deposits;
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i = vector of interest rates;

0 = discount rate;

vn = nonmember bank vault cash;

rd = required reserve ratio against demand deposits;

rt = required reserve ratio against time deposits;

5 = the portion of total demand deposits in member banks;

T = the portion of total time deposits in member banks;

xi = composite variable representing interest rate vari-

ability, deposit flows, and anticipated reserve re-

quirement changes.

Member banks determine two behavioral coefficients. The first defines

the ratio of excess reserves to total deposits, e, and is described by

equation (A221) above. The level of excess reserves is taken to be a

function of interest rates, the discount rate and a composite variable,

n1, which represents interest rate variability, deposit flows, and

anticipated reserve requirement changes. The second behavioral coef-'

ficient, b, defines borrowing from the Fed, A, relative to total deposits,

TD, represented by

A

b - TD — f(i,p’Tr2)’

where U2 indicates the Fed's administrative policies with regard to the

discount window.

The public's supply of assets to banks, Ed, is given by

(A—22) Ed = f(i,W,E), where

E - earning assets of commercial banks;

W = wealth.
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The public also determines two behavioral coefficients, k and t. The

amount of currency the public wishes to hold relative to demand deposits

is represented by k which obeys the function,

P

k =-—§- = f(q, Y/Y , Tx, S, W), where

DDp P

Kp = currency in the hands of the public;

DDp = privately-owned demand deposits;

q = service charges on demand deposits;

Y/Yp = the ratio of current to permanent income;

Tx = the public's tax liability;

U
) II a variable representing population mobility and

seasonal factors.

B—M do not make currency holdings a function of interest rates, though

the influence of interest rates on k could easily be incorporated into

the analysis. The public also determines the distribution of bank de—

posits between time deposits and demand deposits, represented by the

coefficient t, where

(A-23) t = -lE-= f(if, it,-EL;3L), where

D1)p Pa Yp

Tp = privately-owned time deposits;

if = index of interest rates paid on financial assets;

it = index of interest rates paid on time deposits;

%%:= real value of nonhuman wealth.

The rate paid on time deposits, it, is determined by banks and is pos-

tulated to be dependent on if and Regulation Q restrictions.
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Finally, U. S. Treasury policy determines the ratio, d, of govern-

ment deposits, DDg, relative to publicly-owned deposits,

DDt
d =-——— .

DDp

The d ratio has been known to fluctuate considerably, however it is

determined by Treasury policy and therefore is exogenous to the model.

The following identities and definitions complete the system:

(A—24) M1 = DDp + KP, where M1 represents the money supply;

(A—25) B = B8 + A, where B represents the monetary base and B8

is the adjusted base;

(A-26) B = Rm + Kp + Vn, where Rm is member bank reserves;

m r e
(A-27) R = R + R ;

R
(A-28) r ’71-'13,

vn

(A-29) V =TD;

(A-30) DD = DDP + DDt.

Assuming Ba and W to be exogenous, the money multiplier can be

derived. Substituting equations (A-26) and Ar27) into equation (Ar25)

yields:

Ba = R” - A.+ KP + v“,

Ba = R? + R? - A + KP + v“,

Ba = R - A + KP.

Dividing both sides by privately-owned demand deposits gives,

P

.111.

DDp DDp DD DDp
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Substituting for the definitions of r, b, and k yields:

Since, by definition, TD is comprised of privately-owned deposits plus

government deposits plus time deposits, the above equation can be re-

written.

Ba = r(DDp + DDt + I) _ h(DDp + not + T)
—_ +ko

DDp DDp

  

DDp

Substituting for the definitions of d and t, and factoring yields:

(A-3l) .§f_
= (r - b)(l + d + t) + k.

DDp

Dividing both sides of equation A-24) by DDp and substituting k for

P

-——— gives,

DDp

M1 = l + k; hence,

= DDp.

 

Substituting this result for DDp in equation (Ar31) yields;

9&1 =(r-b)(l+d+t)+k.

1 + k
 

Manipulation gives,

g l+k

(r=b)(1+d+t)+k
 (A—32) Ml Ba.
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Equation (Ar32) describes the relationship, m1, between Ba and M1.

The multiplier, ml, is dependent on interest rates because of the de-

pendence of the t and b ratios and the level of excess reserves on

interest rates. When the bank credit market is in equilibrium (E8 s Ed),

an interest rate is determined. This equilibrium interest rate then

determines values t, b, and the level of excess reserves which, along

with the values of r and d, determine the equilibrium value of m A1'

value for the multiplier ml, or for any of the parameters on which it

depends, can of course be calculated at any point in time. But an

equilibrium value of m and its parameters implies complete portfolio
1

adjustment by both the banks and the public. That is, equilibrium

requires that the public holds the desired levels of currency, demand

and time deposits and earning assets, given its wealth, income, and

interest rates; banks hold the desired levels of earning assets, bor-

rowed and nonborrowed reserves, given the interest rate, discount rate,

and deposit levels.

The value of the money multiplier,

= l+k

1 (r-b)(l+t+d)+k’
 

(A-33) m

is of course dependent on the size of the r-ratio. The dependence of r

on the distribution of deposits between member and nonmember banks,

nonmember bank vault cash and member bank excess reserves can be seen

by writing r explicitly as:

= rd6(l+_d)+ rtT t + e + v
 

here

l+d+t ’w

v = ratio of nonmember banks vault cash to DDp;

e = ratio of member bank excess reserves to DDp.
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DERIVATION OF THE SOURCE BASE

The source base is defined as the net monetary liabilities of the

Federal Reserve System and the U. S. Treasury and can be derived from

their consolidated balance sheet. The net source base is the source

base less member bank borrowing.

Table B-1 shows the calculation of the source base for December,

1977. The right side of the table computes the source base as the sum

of the net liabilities of the Federal Reserve and the Treasury; the

source base is therefore the sum of member bank deposits at the Federal

Reserve plus all currency and coin held by commercial banks and the

public. This defines the source base in terms of its uses; all base

money is absorbed by member bank reserves, nonmember bank vault cash,

and currency in the hands of the public.

The left column of Table B-1 calculates the source base by sum-

ming all the sources of base money. This derivation is simply a re-

arrangement of the balance sheet of the Federal Reserve System, plus

three modifications to allow for the monetary activities of the U. 8.

Treasury. The items involved in these modifications are identified

with an asterisk.

First, the currency issued by the Treasury must be added into the

source base ("Treasury Currency Outstanding") since it circulates and

can be used as bank reserves just as currency issued by the Federal

Reserve. On the other hand, the Treasury holds currency (its own or

Federal Reserve notes) in its vaults, thereby holding base money out of

the system; Treasury cash holdings are therefore subtracted in the
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calculation of the source base. Included in the item Treasury cash

holdings is also the part of the nation's gold against which gold certi-

ficates have not been issued. The net result of adding the gold stock

and subtracting the gold portion of Treasury cost holdings is there—

fore the amount of gold certificates owned by the Federal Reserve.

With these modifications, the left column merely sums the assets

of the Federal Reserve System and deducts its liabilities and capital

accounts to isolate the items that comprise the source base. The Fed-

eral Reserve's control of the base comes from complete control of its

portfolio of government securities, which is the dominant source of

base money.
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Table C-2

Summary of Changes in Federal Reserve Reserve Requirements

1961 - 1974

1. Structural Changes

1. Beginning July 14, 1966 (reserve city banks) and July 21, 1966

(country banks), the following reserve categories for time

deposits became effective:

a) savings deposits;

b) time deposits, less than $5 million;

c) time deposits, greater than $5 million.

Beginning January 1, 1967, time deposits such as Christmas and

vacation club accounts were defined as "savings deposits" for

reserve purposes.

Beginning January 11, 1968 (reserve city banks) and January 18,

1968 (country banks), the following reserve categories for net .

demand deposits became effective:

a) reserve city banks, less than $5 million;

b) reserve city banks, greater than $5 million;

c) country banks, less than $5 million;

d) country banks, greater than $5 million.

Beginning September 18, 1968, lagged reserve requirements became

effective whereby a bank's required reserves are based on its

average deposit holdings two weeks earlier. Average deposits

figures are based on a seven day (Thursday through Wednesday)

average of daily close-of—business figures, where Friday's fig-

ures are used for Saturday and Sunday if the bank is not open

over the weekend. With this change, all National Banks were

put on a weekly reporting and reserve settlement schedule. A

bank's reserve balance is the sum of its average daily close-

of—business deposit balance with its FRB during the current

settlement week plus its average daily close-of—business hold-

ings of currency and coin during the week two weeks earlier.

Under this new scheme, a member bank is allowed to carry over

any excess or deficiency of required reserves into the next

settlement week, provided the carry—over does not exceed 2

percent of required reserves. No part of an excess or defic-

iency not offset in the next week may be carried over into addi—

tional settlement weeks. Prior to this change, required re-

serves were based on contemporaneous beginnings-of—day figures

every Wednesday for banks designated as weekly reporting member

banks and every other Wednesday for all other member banks.

Reserve~ balances were also measured by contemporaneous levels

of deposits at Federal Reserve Banks and vault cash.
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Beginning July 31, 1969, the definition of gross demand deposits

was changed to include outstanding checks or drafts arising from

Euro-dollar transactions.

Beginning October 16, 1969, member banks were required to hold

reserves amounting to 10 percent against their net balances due

from domestic offices to their foreign branches, foreign branch

loans to U. S. residents, and borrowings from foreign banks by

domestic member banks. On January 7, 1971, the reserve ratio

was increased to 20 percent. On June 21, 1973, the reserve ratio

was reduced to 8 percent and the following loans were exempted

from required-reserve calculations: loans aggregating $100,000

or less to U. S. residents and total loans of a bank to U. S.

residents if they do not exceed $1 million. Originally cer-

tain base amounts were exempted from required-reserve computa-

tion but these items were gradually eliminated beginning July 5,

1973 and were completely eliminated by March 14, 1974.

Effective November 9, 1972, reserve requirements on net demand

deposits were restructured to be based on a bank's deposit-

size. The following five deposit size categories were defined

for the calculation of required reserves: less than $2 million;

more than $2 million and less than $10 million; more than $10

million and less than $100 million; more than $100 million and

less than $400 million; and greater than $400 million. Each

deposit interval applies to that designated portion of a bank's

net demand deposits.

Beginning June 21, 1973 (based on deposits as of June 7, 1973),

a marginal reserve requirement of 8 percent was imposed on

increases in a) certificates of deposit of $100,000 or more,

b) outstanding funds obtained through issuance by an affiliate

of obligations subject to the existing reserve requirements on

time deposits ("bank related commercial paper"). The reserve

ratio was applicable to increases in the total of both types of

funds above the level held during the week of May 16, 1973 or

$10 million, whichever is larger. Since both categories of

funds were previously subject to a 5 percent reserve require-

ment on time deposits, the marginal reserve requirement repre-

sents a 3 percent increase in reserve requirements on addi-

tions to such funds.

Beginning July 12, 1973 (based on deposits of June 28, 1973),

the reserve requirement described in (8) above was extended to

include funds raised through sales of finance bills. Funds sub-

ject to this reserve requirement are those used in the institur

tion's banking business which were obtained through banker's

acceptances that are ineligible for Federal Reserve discount.

Since there was previously no reserve requirement on such funds,

this change placed all outstanding financial bills under the

basic 5 percent requirement on time deposits, plus the addi-

tional 3 percent requirement on increases in such funds above

the level held during the week of May 16 or $10 million, which-

ever is greater.
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10. Effective October 4, 1973 (based on deposits of September 20,

1973), the marginal reserve requirement on large certificates

of deposit, bank-related commercial paper, and funds raised in

the sale of finance bills described in (7) and (8) above was

raised to 11 percent. The same reserve ratio was reduced to

8 percent, effective December 27, 1973 (based on deposits of

December 13, 1973).

11. Effective September 19, 1974 (based on deposits of September 5,

1974), large certificates of deposit, bank-related commercial

paper, and funds from sales of financial bills were each di-

vided into two categories for reserve purposes: those of

maturity length less than four months and those of maturity

length of four months, or more. The shorter-term categories

continued to be subject to the marginal 8 percent reserve re-

quirement, but the long-term categories for all three types

of funds were reverted to the regular 5 percent reserve re-

quirement on time deposits exceeding $5 million.

12. Effective December 12, 1974 (based on deposits of November 28,

1974), the marginal reserve requirement of 8 percent on

large certificates of deposit, bank-related commercial paper

and sales of finance bills, all with maturities of less than

four months was removed and these funds were reverted to the

5 percent reserve requirements on time deposits in excess of

$5 million. At the same time, all time deposits (including

the three types of liabilities named above) with maturities

of six months or more were placed under a 3 percent reserve

requirement; all such funds maturing in less than six months

were placed under a 6 percent reserve requirement, except the

first $5 million which are subject to a 3 percent requirement.

Source: Board of Governors of the Federal Reserve System, Federal

Reserve Bulletin, various dates.
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Table D—2. Annual1 Figures for the Proportion of Commercial Banks that

are Member Banks

Number of Member Banks/Number of Commercial Banks

 

 

Percentage . PercenEage

Change from High Low Change from

Mean Previous Year Value Value High to Low Value

1961 .4564 —-- .458 .455 -.655%

1962 .4523 -.898% .455 .450 -1.099

1963 .4496 -.597 .450 .449 -.222

1964 .4516 .445 .453 .450 .667

1965 .4517 .022 .452 .451 —.221

1966 .4483 —.753 .450 .447 -.667

1967 .4441 -.937 .446 .442 -.897

1968 .4396 -l.013 .442 .437 -l.l3l

1969 .4337 -1.342 .437 .430 -l.602

1970 .4245 —2.121 .428 .421 —l.636

1971 .4178 -1.578 .421 .416 -1.188

1972 .4118 -l.436 .415 .409 -l.446

1973 .4063 -l.336 .408 .405 -.735

1974 .4022 -l.009 .405 .400 -l.235

1
Annual figures based on monthly data, last Wednesday of each month.

Source: Board of Governors of the Federal Reserve System, Federal

Reserve Bulletin, various dates, p. Ar18.
 

2Percentages were figured using the high value as the base year,

since the direction of change was from high to low in each year except

1964 for which the low value was used as the base year.
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Table D-3. Annuall Figures for 3-Month Treasury Bill Rate

3-Month Treasury Bill_Rate_

Percentage Percentage?

Change from High Low Change from

Mean Previous Year Value Value Low to High Value

1961 .376 --- 2.62 2.27 15.419%

1962 .780 17.003% 2.95 2.69 9.655

1963 .158 13.597 3.52 2.90 21.379

1964 .553 12.508 3.86 3.48 10.920

1965 .949 11.146 4.36 3.81 14.436

1966 .882 23.626 5.39 4.54 18.722

1967 .331 -ll.286 5.01 3.48 43.966(—30.539)

1968 .345 23.413 5.92 4.97 19.115

1969 .686 25.089 7.72 6.08 26.974

1970 .437 -3.724 7.91 4.86 -38.559

1971 .338 -32.608 5.40 3.32 62.651

1972 .068 -6.224 5.06 3.18 59.119

1973 .026 72.714 8.67 5.31 63.277

1974 .873 12.055 8-74 7.06 23.796

 

1Annual figures based on monthly rates on new issue. Source: Board of

Governors of the Federal Reserve System, Federal Reserve Bulletin,

various dates, p. A933.

 

2Percentages were figured using the low value as the base year, since

the rate rose in every year except 1967 and 1970. For 1967, the

figure in parenthesis uses the high value as the base. For 1970, the

figure presented uses the high value as the base, since the rate fell

during that year.



 

 

Table D—4. Quarterlyl Figures for v3

Standard Standard

Mean Deviation Mean Deviation

1961 - i .86530 .00183 1968 - i .83431 .00149

ii .86400 .00166 ii .93224 .00144

iii .86227 .00143 iii .82493 .00243

iv .85852 .00154 iv .82005 .00252

1962 - i .86067 .00171 1969 - 1 .82425 .00184

ii .85599 .00188 ii .82090 .00262

iii .85708 .00172 1112 .81474 .00192

iv .85358 .00173 iv .81272 .00264

1963 - i .85389 .00116 1970 - i3 .81689 .00211

ii .85161 .00109 ii2 .81715 .00198

iii .85045 .00152 iii .81269 .00209

iv .84693 .00191 iv .80915 .00187

1964 - i .84695 .00111 1971 - 1 .81493 .00161

112 .84832 .00129 ii .81229 .00227

iii .84637 .00200 iii .80408 .00187

iv .84099 .00158 iv .79854 .00186

1965 - i .84512 .00161 1972 - i .80243 .00147

ii .84695 .00140 ii .79975 .00219

iii .83975 .00253 iii .79167 .00284

iv .83377 .00201 iv .78696 .00188

1966 - 1 .83808 .00151 1973 - 1 .79398 .00181

ii .83969 .00167 ii .78779 .00254

iii .83278 .00198 iii .77921 .00159

iv .82980 .00227 iv .77676 .00254

1967 - i .83567 .00209 1974 - i .78093 .00197

ii .83712 .00127 ii .77967 .00211

iii .83189 .00205 iii .77058 .00266

iv .82973 .00201 iv .76759 .00222

1Based on 13 observations per quarter unless otherwise indicated.

2Based on 14 observations.

3Based on 12 observations.
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Table D—5. Quarterly1 Figures for It

 

 

Standard Coefficient

Mean Deviation of Variation

1961 - i .66507** .01975* .02970*

ii .70013 .01395 .01992

iii .72208 .00639** .00884**

iv .71036 .01257 .01770

1962 - 1 .73987** .03149* .04256*

ii .79229 .01654 .02088

iii .82166* .00920 .01120

iv .81904 .00893** .01090**

1963 - 1 .84734** .03028* .03574*

ii .89608 .01810 .02020

iii .91920* .01057** .01150**

iv .91142 .01084 .01189

1964 — i .93878** .03179* .03386*

112 .98701 .02062 .02089

iii l.00400* .OO986** .09821**

iv .98896 .01116 .01128

1965 - i l.04240** .04160* .03991*

ii 1.09757 .02667 .02430

iii 1.12476* .01599** .01422**

iv 1.10727 .01802 .01627

1966 - i 1.12945** .03729* .03302*

ii 1.17962 .03209 .02720

iii l.21588* .Ol618** .01330**

iv 1.18372 .02159 .01824

1967 - i l.23321** .04573* .03708*

ii 1.29624 .02405 .01855

iii l.3l778* .Ol328** .01008**

iv 1.29420 .01756 .01357

1968 - i 1.31460** .04672* .03554*

ii 1.34048 .02177 .01624

iii* 1.35683 .02007 .01479

iv 1.35580 .01983** .01463**

1969 - i 1.34606 .03989* ..02963*

ii. l.36500* .02281 .Ol671**

iii2 1.32289 .02279** .01723

iv l.26ll6** .02980 .02363
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Table D—S. Continued

 

 

Standard Coefficient

Mean Deviation of Variation

1970 - i l.26316** .05117* .04051*

ii 1.31196 .03207 .02444

iii 1.39825 .03231 .02312

iv l.42835* .01695** .01187**

1971 - i l.51049** .06635* .04409*

ii 1.56377 .02938 .01879

iii 1.58884 .02046** .01288**

iv 1.59302* .02786 .01749

1972 - i l.63195** .05321* .03261*

ii 1.64025 .03393 .02069

iii l.66072* .02076** .01250**

iv 1.63813 .03678 .02245

1973 - i l.68849** .08191* .04851*

ii 1.78567 .03355** .01879**

iii 1.83553* .04476 .02439

iv 1.82760 .03643 .01993

1974 - i l.88549** .07729* .04099*

ii 1.99584 .05876 .02944

iii 2.06534* .03477 .01684

iv 2.06532 .02884** .01396**

 

1
Based on 13 observations per quarter unless otherwise indicated.

N

Based on 14 observations per quarter.

b
)

Based on 12 observations per quarter.

*

Indicates largest quarterly values in each year.

**

Indicated lowest quarterly values in each year.



332

Table D—6. Quarterly Figures for 8t

 

 

Standard Standard

Mean Deviation Mean Deviation

1961 — 1 .00364 .00093 1970 - i3 .00051 .00020

ii .00317 .00040 ii2 .00051 .00031

iii .00315 .00031 iii .00058 .00034

iv .00285 .00031 iv .00062 .00035

1962 - i .00274 .00043 1971 — 1 .00061 .00038

ii .00247 .00028 ii .00051 .00024

iii .00257 .00025 iii .00048 .00038

iv .00240 .00029 iv .00047 .00042

1963 - i .00233 .00074 1972 - 1 .00044 .00033

ii .00203 .00029 ii .00040 .00026

iii .00204 .00033 iii .00046 .00049

iv .00185 .00042 iv .00060 .00039

1964 - 1 .00194 .00057 1973 - i .00049 .00042

ii2 .00153- .00029 ii .00043 .00039

iii .00175 .00035 iii .00047 .00045

iv .00167 .00038 iv .00052 .00038

1965 - i .00161 .00041 1974 — i .00033 .00024

ii .00138 .00024 ii .00034 .00013

iii .00151 .00032 iii .00032 .00020

iv .00145 .00043 iv .00034 .00039

1966 - 1 .00133 .00041

ii .00129 .00028

iii .00136 .00062

iv .00127 .00051

1967 - 1 .00140 .00054

ii .00129 .00025

iii .00127 .00039

iv .00113 .00037

1968 - i .00123 .00044

ii .00112 .00039

iii .00105 .00037

iv .00087 .00048

1969 - 1 .00085 .00057

ii. .00069 .00040

iii .00077 .00040

1v2 .00070 .00037
 

1Based on 13 observations per quarter unless otherwise indicated.

Based on 14 observations per quarter. 3Based on 12 observations per

quarter.
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APPENDIX E

DERIVATION OF THE EQUATIONS FOR THE PARTIAL VARIANCE OF rt

Consider the general expression for rt,

_ D D T T T
(E-l) rt - g djtxj,t6j,tvtgfl + yt + 1t) + Z ti’tAi’tdi’tvtTt

i

In 51 n

+ Etpt + hEl wh,twh,tpt’

where j and i are defined appropriately for each reserve scheme. The

partial variance of rt is defined here as the variance caused in rt by

one parameter while all other parameters in rt are held constant at

their means. The expression for rt is therefore a function of at

most (j + 1) random variables. The partial variance of rt can then be

derived using the following result:1

If g is a function of random variables such that,

n

g(xl, x2,...xn) = Z aixi + c, then

i=1

n 2 n

(E-2) var (g) = E a var (x ) + Z a a cov (x , x.).

i=1 1 i i,j=1 i j i j

1%1

1) var A (rt):

Using the definition of partial variance given above,

 

1Maurice G. Stuart and Alan Stuart, The Advanced Theory of

Statistics, Volume 1, (London: Charles Griffin and Company, Limited,

l963):231—3.
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_ — D -D -D— —
var A (rt) — var [ i dj,tAj,t5j,tvtgt (l + Yt + 1 )

51

- T -T -T- - - - - -n
+

i ti,tAi,t5i,t tTt + sup: + hEl wh,twh,tpt

where (-) over a variable denotes its mean. Since the last two terms

in the expression are entirely constants, their variance is zero. Us-

ing equation (E-2) above, var A (rt) can be rewritten as,

var 1 (rt) = [32 it (1 + Vt + It)]2[§(F1j,t
'D 2 D

J 6j,t) var(Aj’t)

-D D D

.t‘sj'n (“01,19 A3".t”

-T - 2 - -T 2 T
+ [\)t Tt] '§(ti,t6i,t) var (Ai’t)

>\T-T -T

+ 6 ,t’ i',t

5 cov (A:2 E E
1' i,t i',t i,t i',t )]

i!

H
-
H
-
b
d

a

-D- - --T- - — -D -

+ [vt Et(1 + Yt + It)vt Tt][§ E dj,tti,t 6j,t 6i,t

ii) var 5 (rt):

The partial variance of rt due to differential reserve requirements

is defined as,

_ -D - _

var 5 (rt) = var I? dj,t Aj’t (l + Yt + It)

51

2

h=1

- T T -T- - -m - - -n
+ .

+ i ti,t X1,: 51,: vtTt + erpr wh,t “h,t pt]
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The last two terms are again zero. Employing the result in equation

(E-2))

_ -D — — - 2 - -D 2 D

var 5 (rt) - [vt €t(1 + Yt + 1t)] [E (dj,t Aj t) var (Gj t)

- - -D -D DD

+ g g. dj.tdj'.txj.txj'.t C°V ('j.t’éj'.t)]

jfj'

-T - 2 - T
+ [V It] [i (ti,t A , ) var (61,t)

—T -T T T

+ i i. t1,t t1',t Ai,t"i',t cov (6i,t’61',t)]

i#i'

-D - —D -T
+ [vt g (1 + yt + 1 )v It][§ i d3,t i,t Aj,tli’t

D T
cov (Gj’t, 6i,t)]

iii var r :> v < t)

Using the definition of partial variance, var v (rt) is defined,

var v (rt) = var [E dj,t 3,t 6j,t Vt €t(1 + Yt + It)

- -T —T T- ‘- -m

+ i i,t A1,t 51,t Vt Tt + 8t pt

51

The variance of the last two terms is again zero and var v (rt) is

rewritten,

E (1 + It + It”2 var (v2)



- -T -T - 2 T
+

[Z t. Ai’t 61,: Tt] var (Vt)

- -D -D - — — -T —T -

+ 22 d. A + +

3,t j,t 6j,t E'11 (1 Yr 1t)2ti,t)‘i,t51,t Tt

D T

cov (Vt, Vt)]-

iv) var Y (rt)

The expression for var Y (rt) is defined by,

(l + Yt + 1t)

Since they are constants, the variance of the last three terms in

var Y (rt) is zero. Using equation (E—2), var Y (rt) is,

XD -D ..D-
_ 2

j,t j,t vt at (1 ‘" It” var (Yt).var (r ) = [Z d

t . .

Y J 1,t

v) var 1 (rt):

The expression for the var 1 (rt) is defined by,

- -D -D -D- -
= +var 1 (rt) var [g dj,t A3,,t 6j,t Vt it (1 + Yt It)

51
- -T T -T—T - - - - -n

+ E ti,t Ai,t ai,t Vt Tt + 8t 0t + hEl wh,t “h,t 0t]'

The variance of the last three terms is again zero, so var 1 (rt) can

be written,
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_ - -D -D -D- — 2
var 1 (rt) - [g dj,t j,téj,tvt Et(l + Yt)] var (It).

vi) var T (rt):

Using the definition of the partial variance of rt, var T (rt) is

given by,

_ -D -D D - - -
var T (rt) - var I? 3,t Aj,t 6j,t t St (1 + Yt + It)

- -T T -T -m

+ +
i t1,t i,t Si,t Vt Tt at 0t:

51 _ _ _m

+ Z w w p ].

h=1 h,t h,t t

The first, third, and fourth terms in var T (rt) are constants so the

expression can be rewritten,

_ - - -T -T2
var T (rt) — [i ti,t [i,t 6i,t Vt] var (Tt).

vii) var e (rt):

The equation for var 6 (rt) is defined,

- D -D —D — - -
= + +var e (rt) var [i dj,t j,t 6j,t Vt 5t (1 Yt It)

- - -T -T - -m

+ i t1,t i,t 6i,t vt: Tt + It pt

51 ‘_ _ —n

+ hi1 wh,t mh,t pt"

Only the third term in var e (rt) is nonconstant so the above expres-

sion reduces to,

var '8 (rt) = (6:52 var (st).
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For each of the expressions given above for the partial variances

of rt, the indices j, j', i, and i' are defined to conform to each of

the reserve schemes.
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