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ABSTRACT 

ELECTROMAGNETIC MODELING OF SUBSURFACE LIGHT NON-AQUEOUS 

PHASE-LIQUIDS SPILLS 

 

By 

Sandra Soto-Cabán 

Hydrocarbon contamination from fuel leaks and spills has been one of the most common 

ground water pollution problems in the United States for decades. Generally, underground leaks 

and spills are difficult to detect and locate and can cause serious health problems to people living 

close to the contaminated areas. The goal of this study is to simulate a contaminated region and 

determine its physical limits within a tolerable level of certainty given the characteristics of the 

soil in question without the environmental and financial cost of physical experimentation.  

The first part of this study is focused in the determination of the dielectric properties of 

soil and contaminated soil. A coaxial fixture was designed to characterize dry and contaminated 

soil samples in the frequency range of 100 MHz to 1 GHz. Experimental results for contaminated 

and uncontaminated soil samples are presented and analyzed. Values of permittivity obtained 

using the designed coaxial waveguide were used to calculate the scattering electric fields of a 

simulated contaminated underground system. The information collected from these simulations 

was used in the reconstruction of the contrast profile of two lossless configurations involving 

dielectric circular cylinders buried in soil. The image-reconstruction algorithm is based on the 

Fourier diffraction theorem and multiple frequencies were used to improve resolution. 

The problem was simulated using a two-dimensional formulation since three-dimensional 

structures need not be considered in the context of the underground mapping application. This 

study is not intended to achieve buried material identification of contaminants. However, a wide, 

full volume scanning of a potentially contaminated area is useful for ecological impact 



 

mitigation since it can be coupled with borehole assays to determine the specific contaminant 

and extent of contamination. With such information, environmental engineers can determine the 

need and the most suitable method for mitigation. Hence, the proposed radio frequency based 

survey research is meant to provide a screening tool to be used in concert with other methods. 
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  CHAPTER 1

INTRODUCTION 

 

Hydrocarbon contamination from fuel leaks and spills has been one of the most common 

ground water pollution problems in the United States for decades [1]. In particular, leaks from 

underground storage tanks and improper disposal of gasoline and oil threaten drinking water 

wells, lakes, streams, and basements all over the country [2]. Hydrocarbon contamination can be 

widely dispersed or confined to a local region and they can contain a variety of chemicals that 

can cause serious health problems to people living close to the contaminated areas. Leaks in 

underground storage tanks and underground fuel transfer lines are difficult to detect and locate. 

Often the leaks are so small that routine tests are ineffective in locating the source of the 

pollutant. The rate of dissipation of hydrocarbon contamination in soil is extremely slow in many 

cases and even a small fuel leak can produce serious contamination that is extremely costly to 

remediate [3]. 

Most hydrocarbons are lighter than water with a low dielectric permittivity. Because of 

these properties, they are known as light non-aqueous phase liquids (LNAPL). At LNAPL 

contamination sites, LNAPL can form a pool in the subsurface on top of the water table [4]. The 

following figures illustrate two examples of hydrocarbon contamination. Figure 1 is a cross 

sectional view of a hypothetical LNAPL spill due to improper disposal of contaminants and 

Figure 2 is an example of underground water contamination due to a leaking storage tank. 
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Figure 1-1. Cross-sectional view of a hypothetical LNAPL spill. Figure has been adapted from 

Delin and others, 1998, USGS Fact Sheet FS-084-98. For interpretation of the 

references to color in this and all other figures, the reader is referred to the electronic 

version of this dissertation.  
 

 

Figure 1-2.  A schematic of a typical leaking underground storage tank (LUST) spill site. The 

leaky tank releases gasoline, or LNAPL. The gasoline descends through the 

unsaturated soil zone to float on the water table (gasoline is lighter than water) 

causing contamination of the aquifer [5]. 
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In view of the magnitude and the continuing nature of this problem, it is important that 

techniques for detecting and mapping hydrocarbon contamination in soil and ground water be 

continually improved. There are various methods used to detect organic contaminants in soil. 

The most common are chromatography and mass spectrometry [6]. These methods are based on 

chemical analysis of the soil pore-fluid and are both time consuming and expensive. As an 

alternative to chemical analysis, geophysical methods, such as surface geophysics and borehole 

geophysical logging, can be used to aid in characterizing changes in subsurface features [7]. 

These methods are based on the propagation of electromagnetic waves and their performance is 

determined fundamentally by the soil electromagnetic properties and the target characteristics. 

Because of that, before using any of the geophysical methods available, a better knowledge of 

the dielectric properties of the media involved in the investigation is needed. 

The goal of this study is to simulate a contaminated region and have an algorithm that can 

be used to determine its physical limits within a tolerable level of certainty given the 

characteristics of the soil in question. The first part of this study is focused in the determination 

of the dielectric properties of soil and contaminated soil. A durable and cost effective coaxial 

waveguide was designed to obtain permittivity values of the soils. Dielectric measurements of 

dry, wet, and contaminated soil were performed in a frequency range of 100 to 1000 MHz. The 

design of the coaxial waveguide and measurement results are presented in Chapter 2. Values of 

permittivity obtained using the designed coaxial waveguide were used for a computer simulation 

of a contaminated underground system. The soil was modeled as a homogeneous dielectric space 

and the contaminated area was modeled as an inhomogeneous dielectric space. The contaminated 

area was assumed to be composed of wet and contaminated soil. Analytical formulation of the 

electromagnetic scattering from the contaminated system is presented in Chapter 3. Different 
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system configurations were simulated and the information collected from these simulations was 

used in the reconstruction of the contrast profile of two lossless configurations involving 

dielectric circular cylinders buried in soil. The image-reconstruction algorithm is based on the 

Fourier diffraction theorem [8] and multiple frequencies were used to improve resolution [9]. 

The inversion algorithm and reconstructed contrast images are presented in Chapter 4. The 

concluding remarks and the future work are issued in Chapter 5. 

This study is not intended for a direct identification of contaminants. However, a wide, 

full volume scanning of a potentially contaminated area is useful for ecological impact 

mitigation since it can be coupled with borehole assays to determine the specific contaminant 

and extent of contamination. With such information, environmental engineers can determine the 

need and the most suitable method of mitigation. Hence, the proposed radio frequency based 

survey research is meant to provide a screening tool to be used in concert with other methods. 
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  CHAPTER 2

COAXIAL WAVEGUIDE FIXTURE FOR THE MEASUREMENT OF DIELECTRIC 

PROPERTIES OF CONTAMINATED SOIL AT UHF FREQUENCIES 

 

2.1 Introduction 

Identification of organic contaminants in the subsurface can be obtained using 

geophysical methods such as ground penetrating radar (GPR) [10] and borehole logging [11]. 

The performance of these microwave technologies is determined fundamentally by the soil 

electromagnetic (EM) properties and the target characteristics at study sites as well as the sensor 

equipment. From the perspective of the signal, both wave speed and power attenuation depends 

on the dielectric properties of the propagation media. 

Many researchers have collected data on soil dielectric properties using different 

measurement techniques. Measurement of dielectric properties involves measurements of the 

complex relative permittivity (r) and complex relative permeability (μr) of the materials. There 

are many techniques developed for measuring the complex permittivity and permeability and 

each technique is limited to specific frequencies, materials, applications, etc. by its own 

constraint. Some measurement techniques include open-ended coaxial probe, free-space, 

resonant, and transmission/reflection line. Baker-Jarvis et al. present a discussion of these prior 

efforts in [12]. Curtis [13] used a coaxial transmission/reflection measurement system to collect 

complex dielectric property data for soils at 45 MHz to 26.5 GHz. Different from his work, this 

research presents a new, large-volume coaxial sample holder, designed and fabricated at 

Michigan State University for the dielectric measurements of soil and contaminated soil at the 



6 

UHF band. This fixture was designed and used since it offered wide bandwidth and the ability to 

measure a volume of material that is sufficiently large at the operating frequencies so that 

homogenization of properties is assured given the dimensions of the potential solid phase of the 

samples. 

The transmission/reflection (TR) method is widely used for the measurement of solid 

materials. In the TR method, a material sample is placed in a section of a waveguide or coaxial 

line after calibration of the fixture has been performed, and an incident electromagnetic field is 

applied. The technique involves measurement of the reflected (S11) and transmitted signal (S21). 

Scattering equations are found from the analysis of the electric field at the sample interface. The 

scattering equations relate the measured scattering parameters to the permittivity ( ) and 

permeability ( ) of the material through an inversion process. In developing the scattering 

equations, only the fundamental waveguide mode is assumed to propagate. 

The TR inversion method was first introduced by Nicholson and Ross [14] in the early 

1970’s. In their paper, a new method for obtaining the complex permittivity and permeability of 

linear materials over a broad range of frequencies is presented. Before this study, such 

measurements were made at fixed frequencies using slotted-line or impedance bridge 

configurations. After Nicholson and Ross, Weir [15] determined the complex values of  and  

from measurements made directly in the frequency domain. This is known as the Nicholson-

Ross-Weir (NRW) method. This method is a commonly used technique for direct calculation of 

both the permittivity and permeability from the S-parameters. However, the technique diverges 

for low-loss materials at frequencies corresponding to integer multiples of one-half wavelength 

in the sample. Baker-Jarvis et al. [16] improved the NRW method by allowing measurements to 

be taken on samples of arbitrary length. This technique is known as NIST Iterative method. 
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NIST Iterative technique performs the calculation using a Newton-Raphson’s root finding 

technique and is suitable for permittivity calculation only. It works well if a good initial guess is 

available and is suitable for long samples and characterizing low loss materials. Boughriet, et al. 

[17] developed a non-iterative transmission/reflection method applicable to permittivity 

measurements using arbitrary sample lengths in wide-band frequencies. This method is based on 

a simplified version of the NRW method and its accuracies are comparable to the iterative 

technique. It does not need an initial estimation of permittivity and can perform the calculation 

very fast. Later, Courtney [18] used the Nicholson and Ross method, and extended the procedure 

to account for the infinite set of transmissions and reflections of the transient wave at the 

interfaces of the material sample. 

In this chapter, the design of a new, large-volume coaxial sample holder for the dielectric 

measurements of soil and contaminated soil at the UHF band is presented. Unlike traditional 

sample holders common in many electromagnetic material characterization laboratories, it can 

accommodate significant volumetric samples of material. The sample holder is a symmetric 

coaxial waveguide fabricated using brass. It is intended to operate in a frequency range between 

100 MHz and 1 GHz. Using a Vector Network Analyzer (VNA), the values for complex relative 

permittivity ( )r r rj      and complex relative permeability ( )r r rj      were calculated 

using the TR method. 

2.2 Transmission/Reflection method 

A sample of material with unknown electromagnetic parameters ,  r r  , and known 

thickness d is placed in an air-filled coaxial sample holder. A typical cylindrical coaxial sample 

holder is illustrated in Figure 2-1.  
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Figure 2-1.  Coaxial sample holder. 

 

Figure 2-2 shows a cross-sectional view of the sample holder with the material-under-test 

placed at the center of the holder in the volume between the inner and outer conductors. The 

calibration reference plane positions for the measurements are shown and the electric fields in 

each region of the line are indicated. 

 

Figure 2-2. Cross-sectional view of the coaxial sample holder. 
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A transverse electromagnetic (TEM) wave propagates on the coaxial transmission line. 

Measurements of the S-parameters, indicated as 11S   and 21S  , are made at the reference planes. 

These values can be written for a time-harmonic excitation as: 

  11  
Eref

S
Einc

 (2.1) 

  21  
EtranS
Einc

 (2.2) 

where Einc is the incident field, Eref is the total reflected field, and Etran is the total transmitted 

field. Translating these parameters to the interfaces between regions yields 

     0 12
11 11

 
j L

S S e  (2.3) 

      0 1 0 2
21 21

 
 




j L L
S S e  (2.4) 

where 0 0c  , 2 f  , f = frequency, c0 = speed of light in vacuum, and L1 and L2 are the 

distances between the sample and the reference plane positions. The complex transient reflection 

coefficient  can be expressed as: 

 
12 20

12
10 2 2

 

 


  

 

Z Z r r

Z Z r r
 (2.5) 

where 0 0 0 Z , 2 2 Z ,  2 0 2 2      jr r ,  2 0 2 2      jr r . 

The transmission coefficient through the sample material can be written as: 
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 2


j
z e

d  (2.6) 

where 2 2 2 0     cr r . 

Equations (2.3) and (2.4) can be rewritten in terms of the wave impedances as: 

  
  

   

2

2

22 2 1
0

11 2 2 2
0 0







 




  

j d
Z Z e

S
j d

Z Z Z Z e

  (2.7) 

and 

  
 

   

2

2

4 0
21 2 2

0 0











  

j d
Z Z e

S
j d

Z Z Z Z e

. (2.8) 

Using transmission-line theory [14]: 

  
 21 12

11 2 21 12


 

 


z
EAS   

Einc z
 (2.9) 

  
    2

12
21 2 2 2 2

12 12

11 1

1 1


 
  

 

B

inc

zzE
S

E z z
 (2.10) 

where EA and EB are the fields at planes A and B, respectively. 

From the above equations, the complex permittivity and complex permeability can be 

expressed as: 

 
 ln 11 12

1 212

j z c
r

fd




  
   

  
 (2.11) 
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and 

 
1 ln(1 )12

1 212

j z c
r

fd




  
   

   
. (2.12) 

Using these equations, the complex permeability and permittivity can be obtained from 

measurements of the transmission and reflection scattering coefficients of the material. For non-

magnetic materials, r = 1. This eliminates the ill-behaved term    1 112 12  , which 

produces undesired ripples in the extracted r and r [17]. This technique gives smooth 

permittivity results, with no divergences at frequencies that are multiples of one-half wavelength, 

is accurate, arbitrary length of samples can be used, and no initial guess is needed. Some 

disadvantages of the technique are that is only applicable for permittivity measurements and the 

challenge of solving the logarithm of a complex function. 

2.3 Measurement procedure 

2.3.1 Design of the coaxial waveguide fixture 

The designed sample holder is a symmetrical coaxial waveguide fixture made of brass ( 

= 1.57x10
7
 S/m,  = 4x10

-7
 H/m). It was designed to operate in a frequency range between 

100 MHz to 1 GHz. The length of the coaxial waveguide is slightly less than a half-wavelength, 

for the dominant TEM mode, of the signal at the desired higher frequency of 1 GHz. The 

distributed electromagnetic parameters of the coaxial line fixture were determined using the 

following equations [19]: 



12 

 

1
2

ln
2

2

ln

tan 1
2









 


 
  

 

 
  

 




 
 
 

 
   

 

R bsR
b a

b
L

a

C
b

a
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b a

 (2.13) 

where R is the distributed resistance, L is the distributed inductance, C is the distributed 

capacitance, and G is the distributed conductance of the line. The inner diameter of the outer 

conductor is b and a is the outer diameter of the inner conductor. Rs is surface resistivity,    is 

the real part of the permittivity of the dielectric material, and tanθ is the loss tangent of the 

dielectric filling. These EM parameters can be used to determine the propagation constant , and 

the characteristic impedance Z0 of the coaxial waveguide. For the designed fixture, L = 1.704 x 

10
-7

 H/m and C = 6.528x10
-11

 F/m. The characteristic impedance is 0 51.08Z L C     . The 

propagation constant  is j2.095 rad/m at 100 MHz, j10.477 rad/m at 500 MHz, and j20.954 

rad/m at 1 GHz. The transverse electric mode TE11 has the lowest cutoff frequency of all the 

higher modes. For this mode, the cutoff frequency was 1.785 GHz. The intended frequency range 

of operation is below the cutoff condition and the transverse electromagnetic mode (TEM) will 

be the only mode of propagation within the frequency range given sufficient stand-off distance 

for the measurement ports and the calibration planes (e.g. the axial boundaries of the MUT). The 

dimensions of the coaxial fixture are illustrated in Figure 2-3. The total volumetric capacity of 

the sample holder is approximately 552 cm
3
. This volume permits homogenization of the 
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material properties even with relatively large (order of millimeter) solid phase constituent 

materials in the soil mixture. 

 

 

Top view 

3.3 cm 

7.6 cm 

13.2 cm 

 3.3 cm 

15 cm 

7.6 cm 

13.2 cm 

Outer conductor  Inner conductor 
 

Figure 2-3. Dimensions of the coaxial waveguide sample holder. The inner conductor is placed 

inside the outer conductor for measurements as shown in the top view. 

 

2.3.2 Experimental setup 

The designed coaxial waveguide fixture was connected to an HP 8753D Vector Network 

Analyzer (VNA) using a set of ASTM D 4935 flanged coaxial fixtures [20] shown in Figure 2-4. 

The experimental setup is shown in Figure 2-5. The VNA was used for measurement of the S-

parameters of the sample. The Thru-Reflection-Line (TRL) method was used for calibration 

purposes [21]. The Thru standard was realized by directly connecting the two ASTM D 4935 

coaxial sections. A circular brass plate was placed at the end of the coaxial section to provide a 

reflection standard. The line standard was done using the empty sample holder fixture between 

the two ASTM D 4935 coaxial sections. The calibration configurations are shown in Figure 2-6. 
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After the calibration process, the network analyzer reported the S-parameters of the sample, 

which then were processed to obtain the required EM properties. 

 

 

Figure 2-4. ASTM D 4935 Flanged Coaxial Fixture 

 

                               

     VNA 

1 2 

 

Material 
sample 

Sample 
holder 

 

Figure 2-5. Measurement setup. The material sample can be seen in the interior of the sample 

holder.  
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Thru Reflection 
Line 

Short 
Section 

with no 

sample 

 

Figure 2-6. Calibration standards. 

 

To test the system, air was used as the first sample material. Values of permittivity and 

permeability for air are well known and well approximated by the free-space values of these 

parameters. The measured complex permittivity and permeability for air are shown in Figure 2-7. 

Measured values are in accordance with the expected values.  

The second material used for testing was Plexiglas. Two Plexiglas samples with lengths 

9.5 cm and 4.75 cm were machined to fit snugly inside the coaxial fixture. The samples were 

placed as shown in Figure 2-5, at the bottom of the sample holder instead of the center. This 

configuration allows for a flat surface when materials with loose particles, like soil, are used. For 

the two Plexiglas samples, the average measured values of permittivity and permeability were 

2.58 0.02jr    and 1.01 0.02jr    in a frequency range from 100 to 950 MHz. These 
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values are in accordance with the typical values for Plexiglas [22]. Measured values for the two 

Plexiglas samples are presented in Figure 2-8 and Figure 2-9. 

 

 
 

Figure 2-7.  Complex relative permittivity and permeability of air in a frequency range from 100 

to 950 MHz. a) Relative permittivity       jr r r  . b) Relative permeability 

      jr r r . 
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Figure 2-8.  Complex relative permittivity and permeability of 9.50 cm long Plexiglas sample in 

a frequency range from 100 to 950 MHz.  a) Relative permittivity  jr r r     . 

b) Relative permeability  rrr j  . 
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Figure 2-9.  Complex relative permittivity and permeability of 4.75 cm long Plexiglas sample in 

a frequency range from 100 to 900 MHz.  a) Relative permittivity  jr r r     . 

b) Relative permeability  r r rj     . 
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2.4 Sample preparation 

 Samples of dry soil, wet soil, and contaminated soil were prepared. The soil was 

collected in Muskingum County, Ohio; specifically in the Zanesville region. Map of the region 

with soil physical properties is shown in Figure 2-10. Description of the terms in each region of 

the map and corresponding soil properties are presented in Table 2-1.  

 

 

Figure 2-10. The red star indicates the area where the soil was collected. The map was generated 

using the Web Soil Survey tool of the USDA Natural Resources and Conservation 

Service - Soil Survey Area Map for Muskingum County OH (Survey OH119) [23]. 
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Table 2-1. Physical Soil Properties – Muskingum County, Ohio 

Map symbol and 

soil name 

Depth 

(inches) 

Sand 

(%) 

Silt 

(%) 

Clay 

(%) 

AfB: Alford 

0-10 -- -- 12-26 

10-50 -- -- 22-32 

50-80 -- -- 8-20 

AfC2: Alford 

0-10 -- -- 12-26 

10-50 -- -- 22-32 

50-80 -- -- 8-20 

CtE: Coshocton 

0-8 -- -- 15-23 

8-20 -- -- 18-30 

20-40 -- -- 24-41 

40-60 -- -- 24-41 

60-75 -- -- -- 

Me: Melvin 

0-3 -- -- 12-17 

3-44 5-15 50-83 12-35 

44-60 15-35 30-78 7-35 

Ne: Newark 

0-11 -- -- 7-27 

11-32 8-20 50-74 18-35 

32-60 10-20 50-78 12-40 

Ud: Udorthents -- -- -- -- 

WuC2: 

Westmoreland 

0-9 -- -- 15-30 

9-40 10-35 30-70 20-35 

40-60 10-35 30-72 18-35 

60-62 -- -- -- 

ZnB: Zanesville 

0-7 -- 42-95 12-27 

7-28 5-20 45-70 18-35 

28-45 5-20 47-77 18-33 

45-80 10-35 25-70 20-40 

ZnC2: Zanesville 

0-7 -- 42-95 12-27 

7-28 5-20 45-70 18-35 

28-45 7-42 40-60 18-33 

45-80 0-38 42-64 20-40 
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Soil physical properties were measured and results compared with the data presented in 

Table 2-1. The collected soil had a composition of approximately 15% clay, 5% sand and 80% 

silt. Based on these results and Table 2-1, the soil is Zanesville silt loam (ZnC2) which agreed 

with the soil in the collection region.  

The collected soil was dried following Standard T 265 of the American Association of 

State Highway and Transportation Officials (AASHTO) [24]. The soil was heated in an oven at 

105°C for approximately 24 hours. The weight of the dry soil samples was measured, and a 

predetermined amount of distilled water was then added to achieve the desired volumetric 

moisture content. After weighing the wet soil samples, they were sealed and allowed to settle for 

a few hours. From the weight of the dry soil Wd, and the weight of the water added Ww, the 

gravimetric moisture content mg, can be calculated using g w dm W W . The volumetric 

moisture content mv, is determined by b gm , where b is the bulk density of the soil sample 

given by dW V , where V is the volume of the dry sample [25]. Since these values are bulk 

densities, the possibility of air spaces between the soil particles is ignored. 

2.5 Calculation of soil electromagnetic properties 

Researchers have developed semi-empirical dielectric mixing models that calculate the 

electrical properties of the different components of soil. For this study, a model for predicting 

both the real and imaginary parts of the relative permittivity r ( )     jr r r  for a known 

frequency band and different moisture levels was required. Peplinski et al. [26] developed a 

semi-empirical dielectric model for soils, covering the frequency range of 0.3 to 1.3 GHz. The 

model provides frequency-dependent expressions for the real and imaginary parts of the relative 
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dielectric constants of a soil medium in terms of the fraction of sand particles S, the fraction of 

clay particles C, the volumetric water content mv, and the bulk density of the soil b, all being 

available parameters. The real part of the complex relative permittivity for the bulk soil is 

approximated as: 

  
1

1.15 1 0.68
    



 
      

 

b m mm s v vfw
s

 . (2.14) 

The imaginary part is given as: 

 

1
  
  

  
mm v fw

 (2.15) 

where      jm m m  is the relative complex dielectric constant of the soil-water mixture, s = 

2.66 g/cm
3
 is the specific density of the solid soil particles,  = 0.65 is an empirically 

determined constant [27], and 
'  and 

"  are soil-type dependent constants given by 

 
' 1.2748 0.519 0.152S C     (2.16) 

and 

 
" 1.33797 0.603 0.166S C     (2.17) 

The quantities  fw  and  fw  are the real and imaginary parts of the relative dielectric constant 

of free water given by a Debye-type dispersion equation [28] are  
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where 0  is the permittivity of free space, f is the frequency in hertz, w  is the relaxation time 

for water, 0w  is the static dielectric constant for water, and 4.9 w  is the high-frequency 

limit of  fw . At room temperature (20ºC), 
102 0.58 10    w s and 80.10 w  [28]. The 

effective conductivity eff  derived in [26] is given by 

 0.0467 0.2204 0.4111 0.6614    S Ceff b  (2.20) 

When a contaminant is added to the soil samples, a mixing formula is used to calculate 

the effective permittivity of the mixture [29]. Mixing formulas or rules are used to provide an 

approximate electromagnetic description for the structural complexity of materials occurring in 

nature. Mixing formulas use the concept of effective or macroscopic permittivity, which implies 

that the mixture responds to electromagnetic excitation as if it were homogeneous [30]. The size 

of the inclusions in the mixture and the spatial correlation length of the permittivity function 

need to be small with respect to the wavelength. There are many effective medium 

approximations [29]-[31]. Perhaps the most common mixing rule is the Maxwell Garnett formula 

[32]. It is simple in appearance but with broad applicability. The effective permittivity of a 

mixture eff relative to the environment permittivity e  is determined by only two parameters 

and obeys the following rule: 
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where i is the inclusion permittivity and vi is the volume fraction of the inclusions. Other 

important mixing rules in the remote sensing community are the Polder–van Santen formula 

[33], known as Bruggerman formula [34], and the Coherent Potential formula [35]. For dilute 

mixtures (vi <<1), all three mixing rules, Maxwell Garnet, Polder–van Santen, and Coherent 

Potential, predict the same results [30]. 

2.6 Experimental results 

First, the permittivity of the dry soil sample was measured. The obtained value of 

permittivity was compared to the predicted value using the dielectric model for soils developed 

by Peplinski et al. [26]. Figure 2-11 illustrates the measured and predicted relative complex 

permittivity of dry soil. Averaged measured relative permittivity in a frequency range from 300 

to 800 MHz for dry soil is 2.0954-j0.0028. In the same frequency range, the calculated relative 

permittivity using the Peplinski model is 2.0863-j0.000.  
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Figure 2-11. Complex relative permittivity of dry soil sample. Predicted values of permittivity 

were obtained using the dielectric model for soils developed by Peplinski et al. [26]. 

 

Once we know the permittivity of dry soil, the second step is to measure the permittivity 

of wet soil. First, the dielectric spectra for bulk/liquid water were calculated using equations 2.18 

and 2.19 of the Debye model. The dielectric spectra of bulk/liquid water are presented in Figure 

2-12. Relaxation times of 9.23, 8.30, 6.48, and 5.17 picoseconds were used for liquid water at a 

temperature T = 20, 25, 35, and 45°C, respectively [36]. The obtained permittivity values using 

the Debye model and measured data are in agreement with the literature, within 0.5% of 

previously reported data [37].  
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Figure 2-12. Dielectric spectra of bulk/liquid water calculated using the Debye model and 

measured data. Relaxation times of 9.23, 8.30, 6.48, and 5.17 ps were used for 

liquid water at T = 20, 25, 35, and 45°C, respectively [36]. 

 

Wet soil samples were prepared by adding 10%, 20%, and 25% volume of moisture to 

the dry soil samples. Averaged values of permittivity for the different wet samples are tabulated 

in Table 2-2. Permittivity values versus frequency are presented in Figures 2-13, 2-14, and 2-15. 

Table 2-2 As expected, a reasonable increase in permittivity values is obtained as the water 

content of the sample increases. As shown in the following figures, measured results are in 

agreement with the model predicted values. 
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Table 2-2. Measured and calculated predicted values of permittivity of soil with different 

moisture content in a frequency range from 300 to 800 MHz. Predicted values of 

permittivity were obtained using the dielectric model for soils developed by Peplinski 

et al. [26]. 

 

Relative permittivity 

(Average) 

Moisture Content 

10% 20% 25% 

Measured 6.9148-j0.0028 13.1200-j0.0680 17.2000-j0.0255 

Calculated 6.9648-j0.0606 13.2700-j0.2038 16.8700-j0.2748 

 

 

Figure 2-13. Complex relative permittivity of soil with 10% moisture content. Predicted values 

of permittivity were obtained using the dielectric model for soils developed by 

Peplinski et al. [26].  
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Figure 2-14. Complex relative permittivity of soil with 20% moisture content. Predicted values 

of permittivity were obtained using the dielectric model for soils developed by 

Peplinski et al. [26] 

 

Figure 2-15. Complex relative permittivity of soil with 25% moisture content. Predicted values 

of permittivity were obtained using the dielectric model for soils developed by 

Peplinski et al. [26] 
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Next the permittivity value for contaminated soil was determined. Dry soil was polluted 

with a contaminant following the same procedure as with the wet soil samples. The contaminant 

used was motor oil SAE 30. This material was chosen as representative of hydrocarbons without 

having onerous material handling (e.g. safety) requirements. Dielectric properties of various 

petroleum oils were given by von Hippel [22]. Based on his data, the dielectric constant and loss 

tangent of motor oil used in this work were estimated using the following equations: 

 2.24 0.000727Tr    (2.22) 

     4tan 0.527 4.82 10T     (2.23) 

where T is the temperature of the room in C and tan() is the loss tangent. For a room 

temperature of 22C, the calculated relative permittivity of motor oil is 2.2236 0.0016jr   . 

Its permittivity value is close to the relative permittivity of dry soil. Therefore, not much change 

in permittivity was expected. Samples of dry soil with 25% volumetric oil content were 

measured. The results were compared with the predicted values calculated using the Maxwell 

Garnett mixing rule presented in [29]. Figure 2-16 shows the permittivity values obtained. There 

was insufficient difference in permittivity values to distinguish between dry and contaminated 

soil.  
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Figure 2-16. Real relative permittivity value for dry soil with 25% oil content. Predicted values 

of permittivity were obtained using the Maxwell Garnett mixing formula presented 

in [29]. 

 

Greater contrast should be observed, though, by considering soil with a higher water 

content per unit volume. This represents soil close to groundwater. General facts about 

groundwater can be found in [38]. The zone of soil above the water table is known as the 

unsaturated zone or the vadose zone. Soil particles in the unsaturated zone are coated with layers 

of water. No matter how tightly the soil particles are packed, there will always be void spaces 

between them. The void spaces between the soil particles are known as the soil pores. Below the 

water table the pore spaces are filled with water. Above the water table the pore spaces are filled 

with varied amounts of air and water. As contaminants move vertically through water-wet soil to 

the water table, it displaces the air and some of the water from the soil pores [39]. Soil particles 

remain wetted by water and the contaminant emerges as a dispersed phase. At a macro-scale, the 

oil does not appear to separate from the water due to the soil. After reaching the water table, the 

dissolved contaminant will move along with the groundwater in the direction of its hydraulic 
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gradient potentially causing contamination of wells [40]. To represent spills in the vadose zone, 

mixtures of 25% volume of oil and soil with 10% and 25% volumetric moisture content were 

simulated. Measured results were compared with the predicted values calculated using the 

mixing rules for moist and high-loss materials presented in [41]. Results are presented in Figure 

2-17. 

 

 
Figure 2-17. Results for a mixture of 25% volume of contaminant in soil with 10% and 25% 

volumetric moisture content. Measured results are compared with the predicted 

values calculated using the mixing rules for moist and high-loss materials presented 

in [41]. 
 

A significant difference, i.e. greater than the nominal uncertainty in the measured data, 

with regards to the permittivity values, was observed between the wet soil and wet soil with oil 

contamination. This is an indication that if wet soil is present, it will provide sufficient contrast 

to distinguish contaminated from uncontaminated soil.  

As GPR signals travel through the soil, they are attenuated at a rate determined by the 

complex dielectric constant of the soil. The power attenuation in dB/m is given by 
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where c is the speed of light 2.99710
8
 m/s. 

 Figure 2-18 shows how changes in frequency relate to radar wave attenuation in different 

soils. As frequency increases, the attenuation of the GPR signals in both wet and contaminated 

soils increases rapidly. High frequency radar is often used to enhance resolution since resolution 

increases with frequency, but as shown in this figure, signal attenuation increases quite 

dramatically at higher frequencies. 

 
Figure 2-18. Power attenuation in dry, wet and contaminated soil in a frequency range of 100 

MHz to 1 GHz. 

 

The next chapter presents the analytical formulation of the algorithm used in the 

simulation of contaminants in soil using ground-truth obtained in these experiments. 
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  CHAPTER 3

ANALYTICAL FORMULATION OF ELECTROMAGNETIC SCATTERING FROM AN 

UNDERGROUND HYDROCARBON SPILL 

 

3.1 Introduction 

Location and imaging of objects in the subsurface is an important engineering problem 

facilitating the design of systems utilized for the detection of mines, underground structures, 

pipelines, faults, waste pollution, etc. Among the techniques proposed for this purpose, those 

based on electromagnetic wave scattering are widely used [42]. Scattering from buried dielectric 

objects has been studied extensively by many researchers from the theoretical and numerical 

point of view during the past 4 decades. 

Large volumes of hazardous liquids and fuels are stored worldwide in surface and 

underground tanks. Frequently, these tanks are found to leak resulting in loss of inventory and, 

more importantly, contamination to soil and groundwater. There are two methods for detecting 

leakage from tanks: monitoring the liquid level of fuel in the tank and monitoring the soil under 

the tanks for leaks. Chemical detection of leaks is very expensive, because it requires that 

hundreds of chemical sensors be placed around and underneath the tank to ensure reliable 

detection of the chemical spill [43]. Instead, borehole logging can be used to detect leaks in 

underground storage tanks and underground fuel transfer lines. Borehole logging is a 

nondestructive measuring technique and logistically simple and economical compared to other 

exploration methods [44]. Geophysical borehole logging involves gradually lowering a probe 

down a borehole, while the probe measures a physical property of the surrounding rock or soil. 
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Probes can be designed to measure any one of a variety of physical properties [45]. Since the 

measured physical property is related to the composition of the surrounding rocks and soils, 

borehole logs can be used to map the subsurface.  

In this study, a simulated GPR borehole logging system was used as the method for 

detection. Figure 3-1 is a representation of a possible underground spill and borehole logging 

system. It is essential that the soil dielectric characteristics, presented in Chapter 2, are 

considered when analyzing the GPR response from dielectric targets. For the quantitative 

analysis of the subsurface, modeling of the electromagnetic interaction of the waves with the 

targets, is essential. Computational models provide basis for identifying target signal features and 

serve as the forward model for inversion analysis and reconstruction [42].  

 

 
 

Figure 3-1. Schematic diagram of a possible underground spill and borehole logging system. For 

simplicity, the soil is modeled as a homogeneous dielectric space and the 

contaminated area is modeled as two eccentric, homogeneous circular cylinders. 
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In this chapter, solutions for scattering from a dielectric cylinder of infinite length (e.g. a 

two-dimensional, normal incidence scattering scenario) are reviewed. Values of permittivity 

obtained using the coaxial waveguide presented in Chapter 2 are used for a computer simulation 

of a contaminated underground system. For simplicity, the soil was modeled as a homogeneous 

dielectric space and the contaminated area was modeled as two eccentric, homogeneous circular 

cylinders as shown in Figure 3-2. Cylinders with different permittivities were considered to be 

sufficiently representative of a contaminated region for academic purposes. 

 

 

Figure 3-2. Cross-sectional view of the spill illustrated in Figure 3-1. The spill is modeled as an 

eccentric dielectric cylinder embedded in another dielectric cylinder. The non-

contaminated soil is modeled as a homogeneous dielectric space 

 

First, scattering equations from a homogeneous dielectric cylinder of infinite length 

immersed in a lossless homogeneous medium are presented. Convergence analysis and contrast 

analysis was performed to assure convergence of the Bessel and Hankel functions and scattering 

field intensity, respectively. Then, a system of eccentric cylinders is analyzed. The cylinders are 

assumed to be infinite in length and their axes are parallel to the z-direction. The system is 
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illuminated by a cylindrical wave from a line source of infinite extent located at  0 0,   in a 

direction parallel to the cylinder axis. Hence the incidence angle is normal rather than skew 

resulting in a non-depolarizing scattering scenario. Electromagnetic scattering from the cylinders 

is calculated using a boundary-value mode-matching approach presented by Kishk, Parrikar, and 

Elsherbeni in [46], called the KPE algorithm. The approach to the problem involves solving the 

scalar Helmholtz equation in cylindrical coordinates subject to the boundary conditions imposed 

by Maxwell’s equations.  

3.2 Scattering by dielectric objects 

3.2.1 Normal incidence plane wave scattering by dielectric circular cylinder: fundamental 

theory. 

Cylinders represent an important class of objects for GPR since they represent important 

environmental and engineering targets and also because their scattering properties are strongly 

polarization dependent [47]. Polarization in this context refers to the orientation of the electric 

field vectors. The electric field of a wave traveling in a direction normal to the z-axis can be 

described by two orthogonal components as given by [48] [49]: 

   , cos0
zE z t E e t zx x x

          (3.1) 

   , cos0
zE z t E e t zy y y

          (3.2) 

where α represents the attenuation constant, β the phase constant, ω the angular frequency,  the 

phase, and Ex0 and Ey0 are the maximum amplitudes of the Ex and Ey components, respectively. 
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 Polarization vectors are chosen such that one vector is oriented along the long axis of the 

cylinder (E-parallel or transverse-magnetic (TM)) and the other vector oriented orthogonal to the 

long axis of the cylinder (E-perpendicular or transverse electric (TE)) as shown in Figure 3-3.  

 

 

 

Figure 3-3. Definitions of E-parallel (TM) and E-perpendicular (TE) polarizations relative to a 

cylinder, as defined in [49]. TM polarization occurs when the electric field is parallel 

to the long axis of the cylinder. TE polarization occurs when the electric field is 

perpendicular to the long axis of the cylinder. 
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http://www.sciencedirect.com/science/article/pii/S0926985100000239#bib5
http://www.sciencedirect.com/science/article/pii/S0926985100000239#bib5
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The scattered field is a function of the electrical properties of the cylinder and 

surrounding material, the distance from the cylinder, and the scattering angle , as defined in 

Figure 3-3. Since circular cylinders have a cylindrical shape, their scattering properties are 

conveniently described using Hankel and Bessel functions.  

TMz polarization 

A TMz uniform plane wave traveling in a medium with permittivity   and permeability 

0  is normally incident on a lossless dielectric circular cylinder of radius a, permittivity d  and 

permeability 0  as illustrated in Figure 3-3. The time dependence 
j te 

 is implied and 

suppressed throughout the derivation. The incident field 
iE


 can be expressed as 

   

 

0 0

0

cos sin cos cos sin sin
ˆ ˆ ˆ

0 0

cos
ˆ

0

i i i i

i

jk x y jki iE a E a E e a E ez z z z

jk
                                                            a E ez

      

  

 
  




 (3.3) 

where 0E  is the amplitude of the incident wave, 0 0k      is the wavenumber in the 

incident medium, i  is the incident angle,  is the observation angle, and   is the observation 

distance. Using wave transformation from Cartesian to cylindrical coordinates [48], 

cos ( )jx j n jne e j J en

n

  



 



     (3.4) 

where  Jn   is the Bessel function of the first kind of order n. The incident electric field can be 

expressed as 
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 
( )0 0

ijni nE E j J k ez n

n

 









      (3.5) 

The total field in the incident medium is the sum of the incident and the scattered fields, that is, 

ˆ( )i s i sE E E z E Ez z         (3.6) 

The scattered field Es  can be represented by 

 

 

(2)
( )0 0

( )0

i

i

jnnE j a H k e          , an n

n
sEz

jnnE j c J k e           , an n d

n

 
 

 
 


 




 
 




 




 

(3.7) 

where na  and nc  are unknown amplitude coefficients,  (2)
Hn   is the Hankel function of the 

second kind of integer order n, and 0kd d    is the wavenumber inside the dielectric. 

These unknown amplitude coefficients can be found by applying the following boundary 

conditions at a : 

refi tranE E Ez z z        (3.8) 

refi tranH H H
  
        (3.9) 

For the electric field, using equations (3-3) and (3-5) into equation (3-6) we obtain 

     (2)
0 0 0

ijntran nE E j J k a a H k a  en n n

n

 


  
  



    (3.10) 

Simplifying and solving for cn, 
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         

     

(2)
0 0 0 0

(2)
0 0

i ijn jnn nE j c J k a  e E j J k a a H k a  en n d n n n

n n

c J k a J k a a H k an n d n n n

   
 

   
  

 

 

 

 

   
 

(2)
0 0J k a a H k an n n

cn
J k an d


     (3.11) 

Now, for the boundary condition for the magnetic field, 
refi tranH H H

  
  , we need to find 

the H-field in each region. Using Faraday’s equation 

1 1 1
ˆ ˆ

E E
H E a a

j j
 

    

  
      

  
   (3.12) 

1
ˆ

E
H a

j
 

 

 
   

 
      (3.13) 

1 1
ˆ

EE zH a
j j

 
   

  
    

  
     (3.14) 

   0 0
0

ik E jni nH j J k en
j

n

 


 








     (3.15) 

   (2)0 0
0

ik E jnref nH j a H k en n
j

n

 


 


 





    (3.16) 

 
 

0
jn ik Etran ndH j C J k en n d

j
n

 


 







    (3.17) 
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where  Jn   is the derivative of the Bessel function of the first kind of order n and  (2)
Hn

   is 

the derivative of the Hankel function of the second kind of integer order n. At the boundary of 

the cylinder ( a ) the total tangential magnetic field can be written as 

         (2)0 0 0
0 0

i ik E k Ejn jnn ndj J k a a H k a e j c J k a en n n n n d
j j

n n

   

 

 
     

  
 

   

Simplifying, 

     (2)
0 0J k a a H k a c J k an n n d n n d 

   
  

 

     (2) '
0 0

dJ k a a H k a c J k an n n n n d



   
  

   (3.18) 

Using equation (3-9) and defining  dc   as the contrast ratio of the permittivity of the 

dielectric and the permittivity of the medium, 

   
   

 
 

(2)
(2) ' 0 0

0 0
J k a a H k an n ndJ k a a H k a J k an n n n d

J k an d




 
   
 
 

 

   
       

 

(2)
(2) ' 0 0

0 0
J k a J k a a H k a J k an n d n n n d

J k a a H k an n n c
J k an d


  
   
 
 

 

 
   
 

   
 

 
(2)

(2) ' 0 0
0 0

a H k a J k a J k a J k ac n n n d c n n d
a H k a J k an n n

J k a J k an d n d

  
    

       
 

       
 

(2) ' (2)
0 0

0 0

H k a J k a H k a J an n d c n n d
an

J k an d

J k a J k a J k a J k ac n n d n n d
                                                                     

J k an d

 



 
  
 
 

 
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       

       

0 0
(2) ' (2)

0 0

J k a J k a J k a J k ac n n d n n d
an

H k a J k a H k a J k an n d c n n d





 




    (3.19) 

Substituting equation (3-17) into equation (3-9) we obtain 

 
 

 
 

       

       

 
       

       
 

 

 
   

(2)
0 00 0

(2) ' (2)
0 0

(2)0 0
0 0(2) ' (2)

0 0

(2)
0 0

0

J k a J k a J k a J k aJ k a H k a c n n d n n dn n
cn

J k a J k an d n d H k a J k a H k a J k an n d c n n d

J k a J k a J k a J k ac n n d n n d
J k a H k an n

H k a J k a H k a J k an n d c n n d

J k an d

H k a J k a Jc n n n
J k an











  
  
  

  
 
  






       

       

 

(2)
0 0

(2) ' (2)
0 0

k a H k a J k a J k ad n n n d

H k a J k a H k a J k an n d c n n d

J k an d



 
 
  

 

       

       

(2) (2)
0 0 0 0

(2) ' (2)
0 0

J k a H k a H k a J k an n n n
cn

H k a J k a H k a J k an n d c n n d







   (3.20) 

 For the TM polarization normally incident on a dielectric cylinder, the scattering field is 

given by: 

       

       

 

0 0
0 (2) ' (2)

0 0

(2)
( )0

i

J k a J k a J k a J k ac n n d n n ds nE E jz
H k a J k a H k a J k an n d c n n dn

jn
                                                                                    H k en





 



 








    (3.21) 

To obtain the scattered field in the far-zone, the asymptotic expansion for large argument 

of the Hankel function is used [49], [50]. 

 
0

0
2(2)

0
0

k
j jknH k j en

k




 




     (3.22) 
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From equation (3-5), the reflected field is 

 

 

(2)
( )0 0

(2)
( )0 0

i

i

jnref nE E j a H k ez n n

n

jnnE j a H k en n

n

 


 










 






 (3.23)

 

Therefore, the far-zone approximation of the scattered field is given by 

 0
2

0
0

ij jnjksE E e a ez n
k

n

 

 




 



    (3.24) 

TEz polarization 

The previous analysis is repeated for a TEz plane wave normally incident on a dielectric 

cylinder of radius a, permittivity d  and permeability 0  as shown in Figure 3-3. The TE 

polarization case is expressed in terms of magnetic fields for convenience and one may convert 

between electric and magnetic fields using Ampere's and Faraday's laws. The incident magnetic 

field can be written as 

     0 cos sin
ˆ ˆ0 0 0

i i ijk x y jni nH a H e a H j J k ez z n

n

   



 

 



    (3.25) 

The corresponding incident electric field can be obtained by using Ampere’s law, which reduces 

to 

1 1 1
i iH Hi i z zE H a a

j j
 

    

  
    

  
 

   (3.26) 

The components of the electric field are 
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    
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 
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
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    (3.28) 

The scattered magnetic field has a similar form to that of the scattered electric field of equation 

(3-5) for the TMz polarization. It can be written as 

   (2)
ˆ ˆ 0 0

ijns sH a H a H d H k ez z z n n

n

 





 



    (3.29) 

where dn represents the unknown amplitude coefficient. The scattered electric fields are 
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i
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  

  
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Applying boundary conditions at a  

refi tranE E E
  
        (3.32) 

refi tranE E E          (3.33) 

refi tranH H Hz z z        (3.34) 

Solving for the  component of the electric field 
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Simplifying,  
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Applying the third boundary condition for the magnetic field 
refi tranH H Hz z z   and solving 

for dn, 
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For TEz polarization, the scattered electric field can be summarize as 

ˆˆE E Es          (3.37) 

where 
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     (3.39) 

and  0


  is the intrinsic impedance of the incident medium. Field equations for both, TM 

and TE polarizations are expressed in terms of Bessel and Hankel functions. Before performing 

any calculations, we need to analyze the convergence of the series. The magnitude of the bistatic 

field for TMz and TEz polarization was calculated for various numbers of terms in the series 

expansion. The series was truncated when the percent difference between the results of 

consecutive modes was less than 0.01%. Results are shown in Figure 3-4. 
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Figure 3-4. Magnitude of the bistatic scattering field for a dielectric cylinder with radius /2, 

surrounded by wet soil. Different numbers of modes were used to calculate the 

scattering field and analyze the convergence of the series expansion. The series was 

truncated when the percent difference between the results of consecutive modes was 

less than 0.01%. 

 

TEz 

TMz 
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Results for both polarizations showed that the required number of terms N in the series is 

approximately 2 0N k r , where k0 is the wavenumber in the surrounding medium and r is the 

radius of the dielectric cylinder.  

Scattering width 

The radar cross-section (RCS) represents a convenient way to describe the strength of 

scattered fields observed in the far-field. The RCS is defined as the area intercepting the amount 

of power that when scattered isotropically, produces at the receiver a density that is equal to the 

density scattered by the actual target [51]. For 2D objects such as an infinite cylinder, the RCS is 

represented by the scattering width (SW) or alternatively the RCS per unit length [49]. 

2

lim 2
2

sE

SW r
r iE




   (3.40) 

Most GPR surveys used to image the subsurface are conducted in common-offset mode 

using closely spaced antennas [52]. This results in a bistatic angle of approximately 0° 

(backscattered), depending on antenna separation and target depth. It is thus important to further 

investigate backscattered scattering widths as a function of cylinder radius. TMz and TEz 

scattering widths were calculated for the case of a dielectric cylinder with relative permittivity of 

2.22 surrounded by a medium with permittivity of 17.0. This represents targets like hydrocarbons 

surrounded by wet loamy soil. Figure 3-5 illustrates backscattering width as a function of radius 

for TM and TE polarization for the intended target. The results show that, for small cylinders 

immersed in the intended higher permittivity medium, TM backscattering widths are greater than 

TE backscattering widths for most radii considered herein.  



49 

 

 

Figure 3-5. Backscattering widths as a function of radius, normalized by the wavelength (λ) of 

the incident field. TM backscattering widths are greater than TE backscattering 

widths for most cylinders. 

 

Several features are observed in the scattering widths as a function of scattering angle for 

dielectric cylinders. As the radius of the cylinder becomes small compared to wavelength the 

scattering width amplitude oscillates less as one would expect since the contributions to the 

scattered field at any given observation angle has less phase difference (e.g. in the limit, all of the 

scattered field contributions emanate from the same point in space). The TM polarization 

scattering widths become nearly constant as a function of scattering angle. This is illustrated in 

Figure 3-6. 
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Figure 3-6. Scattering widths for high contrast dielectric cylinders, normalized by the wavelength 

(λ) of the incident field. As the radius of the cylinder becomes small compared to 

wavelength, TM scattering widths become nearly constant as a function of scattering 

angle.  

 

Figure 3-7 shows the scattering width as a function of frequency for cylinders of different 

radii. The radii are varied from 0.05 to at the highest frequency. The scattering width 

increases as the frequency increases for both, forward- and backscattering. Also, as the radius of 

the cylinder increases, more oscillations appear in the scattering width amplitudes. 
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Figure 3-7. Scattering width as a function of frequency for cylinders of different radii. The radii 

are varied from 0.05 to  at the highest frequency. Forward (top) and back (bottom) 

scattering widths are illustrated. 
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The scattering width can also be plotted as a function of the contrast ratio c  as shown in 

Figure 3-8. The response is similar for high- and low-impedance dielectric cylinders. As the size 

of the cylinder increases, oscillations in the scattering width response increases. Also, if the 

contrast ratio approaches unity, the scattered fields will vanish, as expected.  

 

 

Figure 3-8. Scattering width as a function of the contrast ratio c . Similar response is obtained 

for high- and low-impedance dielectric cylinders. 

 

 

3.2.2 Layered dielectric cylinders: theory and analytical solutions 

In this section, the equations needed for the calculation of the scattering field from an 

inhomogeneous spill are derived. The scattering field is calculated using a boundary-value mode-
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matching approach presented by Kishk, Parrikar, and Elsherbeni in [46], called the KPE 

algorithm. The spill is assumed to be a system composed of a circular dielectric cylinder 

embedded into another and surrounded by a dielectric medium as shown in Figure 3-2. The 

system is illuminated by a cylindrical wave from a line source of infinite extent located at 

 ,0 0   in a direction parallel to the cylinder axis. The TMz wave traveling in a medium with 

permittivity S  and permeability 0  (Region 0) is incident on a layered dielectric circular 

cylinder of outer radius b with permittivity 1  (Region I), and inner radius a with permittivity 

M (Region II) as illustrated in Figure 3-9.  

 

 

Figure 3-9. Geometry of the layered dielectric cylinders. The TMz wave traveling in a medium 

with permittivity s  and permeability 0  (Region 0) is incident on a layered 

dielectric circular cylinder of outer radius b with permittivity 1  (Region I), and 

inner radius a with permittivity M (Region II) 
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The fields in the dielectric regions are expressed in terms of a set of cylindrical harmonic 

functions with unknown coefficients. The time dependence j te   is implied and suppressed 

throughout the derivation. The incident electric field iEz  is given by [49]: 

    (2)0 0, 0 004


     

k IiE H kz  (3.41) 

where I is the current of the line source, 0 0  k s  is the wave number in the incident 

medium, s  is the permittivity of the soil, and 0 0   s  is the intrinsic impedance of the 

medium. 
iEz  can be expressed in terms of cylindrical harmonic functions as 
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  (3.42) 

where Jn  and 
(2)

Hn  are the Bessel function of the first kind and Hankel function of the second 

kind, respectively. The line source excitation is given by  

 0 0
0 4


 

k I
E . (3.43) 

The z-component of the total electric field in region 0 (soil) is expressed as 

         1 0(2) (2)0 0,1 1 0 0 0 0 1 0 1
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
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 (3.44) 
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where 
0Bn  are the unknown scattering coefficients. The electric field inside each region p (p = I, 

II) is expressed with respect to the (XM, YM) coordinate system as 

      (2)
, 0

   


  
  



 Mp p p jn
E E A J k B H k ez M M n n p M n n p M

n

 (3.45) 

where   k p p p  and ,
p p

A   Bn n  are the unknown scattering coefficients in each region. To 

translate the field to the (X1, Y1) coordinate system, the addition theorem for cylindrical 

functions was used [53]. In summary, the addition theorem establishes that 

 0
 

   
    

   


displaced wave undisplaced wave
J krm

of order of order +m
m

. 

Therefore, the translated field equation from the (XM, YM) coordinate system to the (X1, Y1) 

coordinate system is given by 

   
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p
E E J k rz p p i n p pM

n i

j i i np p
                                              A J k B H k en i p p n p pi

(3.46) 

where rpM is the distance between the origin of the (X1, Y1) coordinate system and the origin of 

the (XM, YM) coordinate system and pM  is the angle between the origin of (X1, Y1) and the 

origin of (XM, YM) coordinate systems. 

 For the magnetic field, the z component of the total magnetic field in region 0 is given by 
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and inside each region p (p = I, II) is expressed with respect to the (XM, YM) coordinate system 

as 
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where 0 andp are the intrinsic impedances of region 0 and region p, respectively. Translating 

the equation to the (X1, Y1) coordinate system 
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(3.49) 

Boundary conditions 

The present case involves two embedded cylinders. There are two boundary surfaces 

available on which the boundary conditions for the electric and magnetic fields are to be applied. 

Boundary conditions at the external surface (p = I) 

At the outermost surface I Ir b    the boundary conditions are 

    0 , ,  IE r E rz I I z I I  (3.50) 
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and 

    0 , , 
 

 IH r H rI I I I . (3.51) 

For the electric field, 
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Two complex exponential functions are said to be orthogonal over [-, ] if the inner product is 

equal to zero. If ( ) jnxF x e  and ( ) jkxG x e , the inner product is 

( ), ( ) ( ) ( )
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

     (3.53) 

Using orthogonality of complex exponential functions and equating to zero yields 
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Solving equation (3.53) for 
0Bq  results in 
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Following the same procedure for the magnetic field and solving for 
0Bq  yields 
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 (3.56) 

Equating (3.54) and (3.55) to eliminate 
0Bq , 
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or, rearranged (3.57) becomes, 
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Boundary conditions at the core surface (p = II) 

At the surface of the core (e.g. inner) cylinder, continuity of the tangential components of 

the electric and magnetic fields is enforced. For the electric field at   r aII II  

    , ,II I
z II II z II IIE r E r   (3.59) 

Therefore, 
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The fields at the core cylinder are to be finite. Therefore, the condition 0IIBn  is imposed. 

Simplifying (3.60) yields,

     (2) 
 

    
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 II IIjn jnII I IA J k a e A J k a B H k a en n II n n I n n I

n n

 (3.61) 

Applying orthogonality of exponential functions (3.53) and equating to zero, 

      (2)
0  II I IJ k a A J k a A H k a B  .q II q q I q q I q  (3.62) 

Following the same procedure for the magnetic field,  

    , , 
 

II IH r H rII II II II  (3.63) 

and 

      
1 1 1 (2)

0
  

   II I IJ k a A J k a A H k a Bq II q q I q q I q
II I I

. (3.64) 

Using equations (3.62) and (3.64) to eliminate 
IIAq  yields 
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 (3.65) 
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and 
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Equating (3.65) and (3.66), 
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. (3.67) 

Equations (3.58) and (3.67) constitute a system of linear equations of the unknown 

coefficients 
IAn  and 

IBn . Once these equations are solved, values for 
IAn  and 

IBn  are used in 

equation (3.55) or (3.56) to compute the scattering coefficients 
0Bn . The values of the scattering 

coefficients are then used to compute the fields in each region due to a line source excitation. 

As established in section 3.2.1, an important parameter in scattering is the scattering 

width. The scattering width is obtained by calculating the ratio of the scattered field in the far 

zone to the incident field.  

  
 

 

2
, , 0

lim 2
, , 0

sEz
iEz

  
  

   



 (3.68) 

From equation (3-44), the scattered field is 

      1 0(2)0,1 1 0 0 1
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where the value of 0E  depends on the excitation (line source or plane wave). Using the large 

argument of the Hankel function and normalizing the resulting expression by a factor of 

 20
jkE j k e   

, yields 

    00,
 

 









jns nE B j ez o n

n

. (3.70) 

For the composite cylinder, the scattering cross-section is given by 
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
jnnB j en

n

. (3.71) 

Near-field distribution and scattering width for the composite cylinder are computed in 

the next section for both concentric and eccentric configurations. 

3.3 Simulation of electromagnetic scattering from an underground hydrocarbon spill 

The expressions presented in section 3.2 were used to simulate the electromagnetic 

scattering from an underground hydrocarbon spill. The spill is assumed to be a system composed 

of a circular dielectric cylinder embedded into another and surrounded by a dielectric medium as 

shown in Figure 3-2. The center frequency used is 500 MHz. This frequency is low enough for 

good penetration into the soil, and high enough for good resolution of small objects. An object is 

considered small if its radius is less or equal to the wavelength of the incident wave. Even though 

a center frequency of 500 MHz is used, the system is assumed to radiate substantial energy from 

100 MHz to 1 GHz. Different sizes and configurations of contaminated spills were simulated. 
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Results for concentric and eccentric configurations illuminated by a plane and a line source are 

presented. 

3.3.1 Homogeneous spills illuminated by a plane wave 

The expressions for the electric fields in each region were verified using known 

configurations. First, the case of two concentric cylinders made of the same material in free 

space was considered. This was achieved by letting 2 1   and 2 1  . The incident field is a 

plane wave with a frequency of 500 MHz. The incident wave has amplitude of one and is 

traveling along the +y direction. As the wave propagates along +y direction, it is disturbed by a 

dielectric circular cylinder with 2.2 0jr    at 500 MHz and radius equal to 1 wavelength of 

the incident wave. A target with permittivity of 2.20 represents oil contamination. The 

scattering width for TM excitation is presented in Figure 3-10(a). These results are as expected 

for a dielectric cylinder in free space. The electric field magnitude scattered by the homogeneous 

dielectric cylinder in air is presented in Figure 3-10(b). The incident plane wave is diffracted by 

the dielectric cylinder, creating a maximum peak in the forward direction and standing waves 

appear in the backward direction. The peak observed at the back side of the cylinder decreases 

rapidly, leaving a shadow area in the forward direction.  

Now, soil dielectric characteristics are considered to analyze the GPR response from the 

dielectric target. Figures 3-11 and 3-12 show the modeled scattered field from the same dielectric 

target in two different backgrounds: dry and wet soil. The scattering width for the system of 

homogeneous wet soil and a spill with a radius equal to the incident wavelength in wet soil at 

500 MHz is shown in Figure 3-13. 
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(a) 

  

(b) 

 

Figure 3-10. Scattering by a homogeneous cylinder in air. (a) Scattering width 2 /D   as a 

function of scattering angle . 0 180  , 2.2 0r j   , and  r = . (b) The 

simulated electric field magnitude. The black line denotes the cylinder location. 
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(a) 

 

(b) 

Figure 3-11. Scattering by a homogeneous oil spill in dry soil. (a) Scattering width 2 /D   as a 

function of scattering angle . 0 180  , 2.2 0r j   , and  r = . (b) The 

simulated electric field magnitude. The black line denotes the cylinder location. 
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(a) 

 

(b) 

Figure 3-12. Scattering by a homogeneous oil spill in wet soil. (a) Scattering width 2 /D   as a 

function of scattering angle . 0 180  , 2.2 0r j   , and r = . (b) The 

simulated electric field magnitude. The black line denotes the cylinder location. 
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(a) 

 
(b) 

Figure 3-13. Scattering by a homogeneous wet-contaminated spill in wet soil. (a) Scattering 

width 2 /D   as a function of scattering angle . 0 180  , 12 0r j   , and r 

= . (b) The simulated electric field magnitude. The black line denotes the 

cylinder location.  



68 

Note that the field distribution in Figures 3-11(b) and 3-12(b) from the dry and wet soil 

background cases, both viewed in cross section, are completely different. The dielectric constant 

differences between dry and wet soil generate remarkable differences in these two cases. When 

the soil is wet, the permittivity increases and more contrast between the soil and the spill is 

obtained. In the vadose region, the soil and contaminated soil is mostly uniformly wet. Assuming 

that the soil has 25% water content, the measured value of relative permittivity is approximately 

17. The same amount of water content in the contaminated soil has a relative permittivity value 

of 12. The scattering width for the system of homogeneous wet soil and a spill with a radius 

equal to the incident wavelength in wet soil at 500 MHz is shown in Figure 3-13. Notice that the 

magnitude of the signal is attenuated at this incident frequency. Soil moisture increases the radar 

attenuation rates, limiting radar performance.  

3.3.2 Inhomogeneous spill illuminated by a plane wave 

A more realistic approach to the problem is to assume that the spill is not homogeneous, 

but composed of separated layers with different permittivity. To simulate this, the spill is 

assumed to be a layered dielectric circular cylinder of outer radius b with permittivity 1 , and 

inner radius a with permittivity 2  as illustrated in Figure 3-9. 

The first configuration analyzed is a concentric cylinder with small radius relative to the 

wavelength in wet soil of the incident wave. The spill has a relative permittivity of 1 12   in the 

outer layer, corresponding to contaminated soil with 25% water content and 25% oil content, and 

2 2.2   in the core region. The permittivity of 2.2 corresponds to fully contaminated soil or soil 

with more than 50% oil. The pores of the soil in the core region are assumed to be saturated with 

oil and the water had been displaced to the outer region. The total radius of the spill is 2 and the 
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core region radius is equal to  of the field wave in wet soil. The simulated electric field 

magnitude for an incident plane wave with a frequency of 500 MHz is shown in Figures 3-14. 

The scattering pattern in the wet soil region is similar to the scattering pattern for a homogeneous 

cylinder, but a reduction in the scattered field magnitude is observed in the direction of 

propagation at x = 0. There is a significant contrast between the outer cylinder and the core 

cylinder. The change in wavelength is observed. This difference in permittivity produces a well-

defined shadow area in the forward direction that starts in the outer cylinder. The wave fronts do 

not reform after passing through the contaminated region, making this a useful characteristic for 

determining the concentration of contaminant in the soil. 

 

Figure 3-14. Simulated electric field magnitude for a layered small spill in wet soil at 500 MHz. 

The inner circle represents pure contamination of oil (r = 2.2) and the outer 

cylinder represents wet-contaminated soil (r = 12). The cylinders are surrounded 

by wet soil.  
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Not all oil spills spread radially from the source. Depending on the soil and other 

parameters, contamination could spread at different rate in different directions. A spill with a 

shifted core region is illustrated in Figure 3-15. As before, the core is assumed to be fully 

contaminated soil and the water particles are pushed to the surroundings. The size of the core is 

1/3 the size of the total contaminated area. There is a shadow area behind the core cylinder. 

When the wave transition into the wet soil area, the wave fronts start to regenerate. The direction 

of propagation of these wave fronts is deflected by the position of the core.  

 

 
 

Figure 3-15. Simulated electric field magnitude for an eccentric spill in wet soil at 500 MHz. The 

inner circle represents pure contamination of oil (r = 2.2) and the outer cylinder 

represents wet-contaminated soil (r = 12). The cylinders are surrounded by wet 

soil. 
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3.3.3 Line source illumination 

 The electric field magnitude for a small spill in the vadose region illuminated by a line 

source with a frequency of 500 MHz is shown in Figure 3-16 for the homogeneous case. The 

wet-contaminated soil has r = 12 and radius equal to one wavelength of the incident wave is 

assumed. The wet soil has a relative permittivity of 17. The wave travels from a high permittivity 

medium to a lower permittivity target.  

 

 

Figure 3-16. Electric field magnitude for a spill in a vadose region. The blue dashed line 

represents the position of the spill. The line source is located at 3soil from the 

spill. 

 

A concentric spill with a relative permittivity of 1 12   in the outer layer, and 2 2.2   

in the core region is now presented. As before, the pores of the soil in the core region are 
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assumed to be saturated with oil and the water had been displaced to the outer region. The total 

radius of the spill is 2λ and the core region radius is λ of the field wave in wet soil. The electric 

field magnitude for an incident plane wave with a frequency of 500 MHz is shown in Figure 3-

17. Standing waves appear in the wet-contaminated region of the spill due to backward scattering 

from the core region. At the core, a single period of the wave can be seen, with minima and 

maxima amplitude.  

 

 

Figure 3-17. Simulated electric field magnitude for a concentric spill in wet soil illuminated by a 

line source with frequency of 500 MHz. The inner circle represents pure 

contamination of oil (r = 2.2) and the outer cylinder represents wet-contaminated 

soil (r = 12). 

 

An eccentric spill with its core region located at the bottom-right side of the contaminated 

area was simulated to inspect its scattering characteristics. The size of the core is 1/3 the size of 
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the total spill. The shadow area behind the spill is disturbed by the scattering from the core that is 

closer to the spill’s boundary. The waves are deflected in the direction of the shifted core. This is 

shown in Figure 3-18. 

 

 
 

Figure 3-18. Simulated electric field magnitude for an eccentric spill in wet soil at 500 MHz. The 

inner circle represents pure contamination of oil (r = 2.2) and the outer cylinder 

represents wet-contaminated soil (r = 12). 

 

In this chapter, solutions for scattering from a dielectric cylinder of infinite length were 

reviewed. Values of permittivity obtained using the coaxial waveguide presented in Chapter 2 

were used for a computer simulation of the electric field magnitude in a contaminated 

underground system. Scattered field matrices obtained will be used as input parameter in the 

inversion algorithm presented in Chapter 4.  
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  CHAPTER 4

INVERSION ALGORITHM  

 

4.1 Introduction 

In this chapter, an inversion algorithm for underground spill localization is presented. 

Inversion techniques in the frequency domain are more common for microwave medical and 

ultrasound imaging modalities, but have also been applied to stepped frequency GPR [54],[55]. 

The most common form of single frequency inversion is tomographic [56]. Tomography 

generates an image of the entire illuminated region, making it useful for characterizing variations 

of material type. Cross-well radar (CWR) tomography, otherwise known as cross-borehole 

ground-penetrating radar (cross-borehole GPR) is a minimally invasive method that uses high 

frequency electromagnetic waves transmitted and received by antennas in the subsurface to 

image objects of contrasting dielectric properties [57]. Cross-borehole GPR measures 

transmission as well as reflection signals, making it better suited for frequency domain inversion 

[58],[59]. A 2D diffraction tomography inversion algorithm and results calculated using 

synthetic data are presented in this chapter. 

4.2 Diffraction Tomography 

Diffraction tomography (DT) is based on the determination of the dielectric properties of 

an object. The response of the object from both the electric and the magnetic field must be 

evaluated, as well as the interaction between the sample and the probe. DT was first proposed by 

Wolf in [60] and is now widely used in various forms for such applications as medical imaging, 

optical imaging, geophysical tomography and radar imaging [60]-[66]. The principle of DT is 
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based on the derivation of a linear relation between the spatial Fourier transform of the contrast 

function and the scattered field for weak scatterers [61]-[63],[67],[68]. A generalized DT 

algorithm for multi-frequency multi-monostatic Ground Penetrating Radar (GPR) measurement 

configuration was first proposed by Deming and Devaney in [67]. Most of the related works on 

DT were originally focused on freespace synthetic aperture radar (SAR) imaging [65],[66] and 

later on subsurface imaging [67]-[69]. 

The information bearing signals associated with tomographic imaging are scattering, 

diffraction and significant attenuation, making many conventional imaging techniques not 

applicable [69]. The success of diffraction tomography techniques relies on three assumptions: 

linearity, number of transmitters and receivers, and frequencies used [70]. Linearized diffraction 

tomography is based on linear approximation of the scattered field such as Born- or Rytov-type 

approximations [71]. Both approximations can produce excellent reconstructions for small 

objects with small refractive index changes. In many cases, the linearity assumption fails; 

however, for geophysical applications and other cases, the target can be considered a weak 

scatterer and therefore the linear assumption holds [72], [73]. From a resolution point of view, 

the best way to implement diffraction tomography is by using the highest possible number of 

receiver/transmitter units, together with the highest number of frequencies available. Different 

constraints, like economic, safety, operating, geometric or physical, limit the number of 

receiving and/or transmitting units, leading to insufficient or incomplete data sampling which 

reduces the resolution or fidelity of the reconstructed image. Although frequency is not an 

intrinsic problem of diffraction tomography, it drastically limits the resolution attainable in the 

reconstruction process. As presented in [71], Born and Rytov approximations are valid only if 

the inhomogeneities in the medium are relatively small compared with the wavelength of the 
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incident field. On the other hand, attenuation in a lossy medium is heavily dependent on 

frequency: higher frequencies yield higher losses. In some applications, such as geophysical and 

biomedical imaging, the choice of the frequency is essentially based on the highest possible 

value such that scattered fields can still be detected above a certain signal-to-noise ratio (SNR) 

[74]. 

The solution is to make some necessary approximations, and usually, a Born-type 

approximation is used, which gives an approximate measurement of the scattering [71]. With this 

approximation, and the use of scattered waves collected by an array of receivers, the Fourier 

diffraction slice theorem can be used [75]. In this method, a plane wave propagates through the 

object, and scattering occurs along with diffraction either from edges, corners, creeping waves, 

etc. The field is measured along a parallel line and the Fourier Transform is applied to the 

measured data. The Fourier transformed data forms an arc through the origin in the frequency 

domain. The theory of this method is explained in the next section. 

4.3 Fourier Diffraction Theorem 

The Fourier Diffraction theorem is a fundamental theorem for the comprehension of the 

object reconstruction [71]. This theorem is based on the principle that objects with large 

inhomogeneities when compared to a wavelength of the incident field, cannot be analyzed using 

ray theory. Instead, one must resort directly to wave propagation and diffraction phenomena 

[76]. The Fourier Diffraction theorem relates the Fourier transform of the measured forward 

scattered field with the Fourier transform of the contrast profile of the object under test, which is 

the magnitude to be imaged. The Fourier Diffraction Theorem can be stated as: 

When a 2D object is illuminated by a plane wave as shown in Figure 4.1, the 2D Fourier 

transform of the forward scattered field measured along a line perpendicular to the 
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direction of propagation of the wave (line TT' in Figure 4-1) gives the values of the 2D 

Fourier transform of the contrast evaluated along a circular arc centered in -k0 and radius 

k0 in the frequency domain [76]. 

 
 

Figure 4-1. Illustration of the Fourier Diffraction Theorem. When 2D object is illuminated by a 

plane wave, the 2D Fourier transform (FT) of the scattered field measured along the 

line TT' gives the values of the 2D Fourier transform of the contrast evaluated along 

a circular arc centered in -k0 and radius k0 in the frequency domain. 

 

Some important remarks of this theorem can be summarized as follows [69]: 

 Transmission and reflection measurement geometries. When measuring scattered 

fields with a planar system in transmission, only the components of the angular 

spectrum propagating according to the direction of incidence can be measured, 

whereas the backscattering is lost. These forward components are associated with the 

right half of the circle in the spectral domain. In contrast, if another measurement line 

is placed in the opposite side of the object under test, or in reflection configuration, 

both forward and backscattered fields can be acquired and points over the entire circle 

in the spectral domain will be recovered. Accordingly, for a circular geometry, both 

 

 

E
inc

 
T 

T’ E
S
 measured 

y 

x 

 

ky 

k
x
 

-k
0
 k

0
 

2D FT contrast profile 

Spatial Domain Frequency Domain 



78 

the forward and backward scattered fields can be measured and the Fourier transform 

of the contrast profile will be obtained over the entire shifted circle in the spectral 

domain. However, in practice, backscattered fields are difficult to measure near the 

transmitting element, and the resolution is not as good as theoretically expected. 

 Low pass filtering. The Fourier transform of the contrast profile will be zero for the 

angular spatial frequencies greater than 2k0. For angular spatial frequencies smaller 

than 2k0 this magnitude will be placed along a circle in the transformed domain.  

 Multiview. By changing the incidence angle, the reconstruction of the contrast profile 

will be obtained in shifted circles of the same radius, all with its center placed along a 

circle of radius k0 centered in the origin of coordinates. 

 Multifrequency. By changing the illuminating frequency, circles of different radius 

centered along the same direction are obtained. 

 Limit. Given that the radius of the circle in spectral domain is 
2

0
f

k
c


  (in air), 

when f   the circle degenerates into a line. In practice, this approximation is 

valid in X-rays, which simplifies greatly the reconstruction procedure in X-ray 

imaging systems. 

The importance of the theorem is that if an object is illuminated by plane waves from 

many directions over 360, the resulting circular arcs in the transformed-plane will fill up the 

frequency domain. The image function may be recovered by Fourier inversion [69]. 

In this work, a 2D geometry is assumed and hence objects under investigation and 

electromagnetic fields are invariant with respect to the z-axis. If vertically polarized antennas 
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relative to the z-axis direction are used, all electric field and current vectors are z-directed, and 

accordingly we can use the scalar field equations [77], [78]. 

Let  E rT  represent the total electric field measured at one receiving antenna in 

presence of the object under test, and  E ri  the incident field. The scattered field can be defined 

as: 

      E r E r E rs T i   (4.1) 

In terms of the equivalent electric current radiating in the external medium, the scattering field 

can be expressed as: 

      0E r j J r G r r drs
S

        (4.2) 

where  G r r  is the Green’s function and 

       0J r j r E rT      (4.3) 

is the equivalent induced electric current.  The 2D Fourier transform of the induced electric 

current can be defined as: 

        jkrJ K J r J r e dr
S

  F  (4.4) 

For weakly scattering objects, Born-type approximations can be used [79], [80]. The simplest 

approximation is the first-order Born approximation, which assumes that the scattered electric 

field can be written only in terms of the incident field, which is known. Assume that the cylinder 

is illuminated by a plane wave incident at an angle θ0, the incident electric field is 
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   0 0
ˆjk r

E r ei


  (4.5) 

where 0 0 0k     is the wavenumber in the surrounding medium. Note that for this work, the 

surrounding medium is not assumed to be free-space and hence the wavenumber and permittivity 

is not that of free-space; however, the surrounding medium is assumed to be non-magnetic. The 

quantity to be imaged is the contrast profile, defined as 

  
    0

1
0 0

r r
C r

  

 


     (4.6) 

Inserting (4.5) into (4.4), we obtain 

          0 0
ˆ

0 0
jk r

J r j r E r j C r eT
    

     (4.7) 

Applying the 2D transform to (4.7), 
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

F

 (4.8) 

where    
 0 0

ˆ
ˆ

0 0
j k k

C k k C r e dr
S





    is the 2D Fourier transform of the contrast 

profile evaluated over a circle of radius k0 and center ˆ
0 0k   in the Fourier space, as illustrated 

in Figure 4-2. 



81 

 

Figure 4-2. Fourier domain for an incident plane wave. Under Born approximation, the 2D 

Fourier transform of the contrast profile is obtained in the transformed domain over 

a circumference shifted on the direction opposite to the incident plane wave. 

 

The reconstruction of (4.8) gives information of the 2D Fourier transform of the contrast 

profile only over a circumference of radius k0 shifted a distance of k0 in the direction opposite to 

the propagation of the incident field. In order to obtain the whole reconstruction of the object, 

different directions of incidence must be considered, as illustrated in Figure 4-3. In other words, 

by transmitting from one of the antennas and receiving from the rest and repeating this procedure 

for all transmitters, a two-dimensional sampling inside a circle of radius 2k0 in the spectral 

domain will be obtained. Accordingly, the reconstructed contrast profile calculated through the 

inversion of  C k  will be a low-pass filtered version of the original one. 

 

k0 
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Figure 4-3. Multiview Fourier domain. Different directions of illumination are necessary to 

obtain the reconstruction of the object. The 2D Fourier transform of the contrast 

profile is obtained inside a circle of radius 2k0 centered at the origin. 

 

Two configurations are commonly used for obtaining different directions of illumination: 

planar and circular arrays. In this work, a circular array, like the one shown in Figure 4-4, is 

used. For two-dimensional fields, the incident field is a cylindrical wave. The spectral 

formulation for planar systems can be applied in circular geometries, if a synthetic aperture 

approach is made. Specifically, to create a plane wave by superposing the existing cylindrical 

waves created by each source located along the circular antenna array. 

Let’s assume that the incident field in Figure 4-4 is a plane wave defined as 

  0 0
ˆ

ˆ, 0
jk r

E r ei
 

 . The electric equivalent current induced in the cylinder by the incident 

field is Jb . The current Jb  radiates the scattered field Es  that is measured at the receivers.  
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Figure 4-4. Circular array of antennas. Different directions of illumination can be obtained by 

transmitting with each one of the elements. The transmitter is Tx and all others are 

the receivers Rx. 

 

The 2D Fourier transform of the induced current is 

  ˆ0
a

J k J E dvb a s a
v

    (4.9) 

where Ja  is the current in the transmitter, va is the circular path defined by the array, and  

   0
ˆ

ˆ
0

jk r
J k J e drb b

    (4.10) 

Using (4.7), we obtain 

     0 0
ˆ

0
jk r

J r j C r eb
 

  (4.11) 

Tx 

Rx 
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

x 
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Then,  ˆ0J kb   can be expressed in terms of the contrast profile 

       0 0 0 0
ˆ ˆ

ˆ ˆ ˆ
0 0 0 0 0

jk r jk r
J k j C r e e dr j C kb

     
     (4.12) 

For a circular antenna array of radius R centered in the xy-plane 

       
2

ˆ ˆ ˆ, ,0 0 0 0
0

j C k J E Rda s


           (4.13) 

It can be demonstrated that the current producing a plane wave propagating in the ̂  

direction can be expressed as the summation of cylindrical modes [81]: 

  
 

 ˆ2ˆ
(2)0 0

n jnj
I e

R H k Rnn

 
 

 




 



  (4.14) 

where  ˆI   is the amplitude of the current distribution of the transmitter at an angular 

position  along the antenna. Equation (4.13) can be written as, 

       
2

ˆ ˆ ˆ ˆ,0 0 0 0
0

j C k I E Rds


           (4.15) 

When the incident field is a cylindrical wave, the plane wave   0 0
ˆ

ˆ, 0
jk r

E r ei
 

  can 

be expanded as the superposition of cylindrical waves  ,E ri   generated by line sources 

 ˆ
0I    located at an angular position  in the array. 

      
2

ˆ ˆ, ,0 0
0

E r I E r Rdi i


       (4.16) 
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The corresponding scattered field can be expressed as 

      
2

ˆ ˆ, ,0 0
0

E I E Rds s


         (4.17) 

where  ˆ, 0Es    is the scattered field measured at position  generated by an incident 

cylindrical wave produced by a line source located at  and  ˆ
0I    is 

  
 

 0
ˆ2ˆ

0 (2)0 0

m jmj
I e

R H k Rmm

 
 

 




 



  (4.18) 

Using (4.15) and (4.17), the 2D Fourier transform of the contrast profile is 

         
2 2

1 2ˆ ˆ ˆ ˆ,0 0 0
0

0 0

C k R E I I d ds
j

 

         


      (4.19) 

The term    ˆ ˆ
0I I      in equation (4.19) can be defined as 

   

 

 
 

 0

ˆ ˆ( , ) 0

2 ˆ ˆ2

(2) (2)0 0 0

I I I

n mjn jmj j
e e

R H k R H k Rn mn m

     

   

 

  

 
  

  
 

 

 
 (4.20) 

4.4 Reconstruction Algorithm 

The circular array consists of N antennas in the xy-plane. As noted above, a sample of the 

scattering field  ,Es    can be obtained by transmitting alternatively with each antenna and 

receiving each time with the other N-1 antennas.  
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Equation (4-19) can be seen as a 2D convolution between the scattered field and the 

current that generates a plane wave existing along the circular array. This convolution can be 

calculated as the inverse Fourier transform of the product between the corresponding spectra. 

         1, , , ,E I E Is s         F  (4.21) 

For an array of transmitting and receiving antennas placed along a circle of radius R, the 

spectrum of the scattered field can be calculated as  
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(4.22) 

where an is defined in (3.19). The Fourier transform of the current ( , )I    defined in (4.20) can 

be calculated as follows. Rearranging (4.20) we obtain, 
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The corresponding Fourier transform of (4.23) is 
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 (4.24) 

Therefore, the discrete version of equation (4.19) is 

        
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F  (4.25) 

where 1F  is the inverse Fourier transform. The contrast profile can be obtained by computing 

the inverse Fourier transform of (4.25). Defining 
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The product of the spectra    , ,E r t I r ts   can be calculated as 
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Calculating the inverse Fourier transform of (4.28), we obtain 
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The contrast profile is 
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For a given frequency, a sampled version of the spectrum of the contrast profile inside a 

circle of radius 2k0 is obtained. In order to improve the quality of the image, a set of multiple 

frequencies can be combined [82]. Previously reported results lead to the conclusion that 

configurations with large contrast with respect to the surrounding medium can be reconstructed 

with an acceptable resolution by using multiple-frequency reconstruction [83][84][72]. At each 
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new frequency, the final result for the previous frequency is used to estimate the unknown 

permittivity profile. To avoid destructive frequency-dependent interferences, the average of the 

magnitudes of the images is used. The total contrast is given by 

  
max

0

min

1
f

C Ck

f f





 F  (4.31) 

where 1F  is the inverse Fourier transform. Using average magnitudes produces some loss of 

quantitative dielectric properties information, but the size and location is preserved. 

4.5 Results 

The algorithm implementation was done using Matlab. The starting point of the 

algorithm is the scattered field measurement obtained from simulations of the cylinders 

presented in Chapter 3. This data is organized as a third-order matrix of dimensions 

NTNRNf, where the number of transmitting and receiving antennas is the same (NT = NR) 

and Nf is the number of frequencies acquired. In practice, the number of antennas is limited as 

well as the number of frequencies. The following results are for a frequency range of 300 to 800 

MHz for three separate antenna configurations: 16, 32, and 64 antennas equally-spaced in an 

angular sense forming a circular array. Simulations were performed for concentric and eccentric 

spill configurations as presented in Chapter 3.  

For the centered configuration, the spill has a relative permittivity of 1 12   in the outer 

layer, corresponding to contaminated soil with 25% water content and 25% oil content, and 

2 2.2   in the core region, corresponding to a fully contaminated soil. The surrounding medium 

has a relative permittivity of 17, corresponding to wet soil. The contrast of the cylinders is 
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constant and purely real. Using (4.6) for the large cylinder, representing the outer region of 

contaminated soil, the contrast is 0.294. For the small cylinder, or core region, the contrast is 

0.8167. The original contrast profile and reconstructed results are shown in Figures 4-5 and 4-6. 

 

 
(a) (b) 

 
(c)  (d) 

Figure 4-5. Contrast profile for a centered spill configuration. The contrast of the cylinders is 

constant and purely real. For the large cylinder the contrast is 0.294. For the small 

cylinder, or core region, the contrast is 0.8167. (a) Original image. (b) 

Reconstructed profile with 16 antennas. (c) Reconstructed profile with 32 antennas. 

(d) Reconstructed profile with 64 antennas. 
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(a) (b) 

   

(c)  (d) 

Figure 4-6. Contrast profile for a centered spill configuration. For the large cylinder the contrast 

is 0.294. For the small cylinder, or core region, the contrast is 0.8167. (a) Original 

image contrast profile. (b) Reconstructed profile with 16 antennas. (c) 

Reconstructed profile with 32 antennas. (d) Reconstructed profile with 64 antennas. 
 

Results for the centered configuration showed that the algorithm can detect the spill with 

a poor resolution. The contrast profile is partially reconstructed, with expected contrast values at 

the boundary of the outer cylinder. The core cylinder is detected with a high contrast profile at 

the center and a contrast of almost zero at the boundary. As the number of antennas increases, 

the boundaries are better defined for both cylinders. Notice in Figure 4-6 that the surrounding 
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medium shows a contrast profile of approximately 0.18 instead of zero. The size of the spill is 

preserved. 

For the eccentric case, the same contrast profile was used. Results are shown in Figures 

4-7 and 4-8. 

 

   

(a) (b) 

   

(c)  (d) 

Figure 4-7. Contrast profile for an eccentric spill configuration. The contrast of the cylinders is 

constant and purely real. For the large cylinder the contrast is 0.294. For the small 

cylinder, or core region, the contrast is 0.8167. (a) Original image. (b) 

Reconstructed profile with 16 antennas. (c) Reconstructed profile with 32 antennas. 

(d) Reconstructed profile with 64 antennas.  
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(a) (b) 

   

(c) (d) 

Figure 4-8. Contrast profile for a centered spill configuration. The contrast of the cylinders is 

constant and purely real. For the large cylinder the contrast is 0.294. For the small 

cylinder, or core region, the contrast is 0.8167. (a) Original image. (b) 

Reconstructed profile with 16 antennas. (c) Reconstructed profile with 32 antennas. 

(d) Reconstructed profile with 64 antennas. 
 

 

Reconstructed profile for the eccentric case showed that the image is affected by the 

position of the core cylinder. The outer cylinder is blended with the core cylinder and the 

contrast profile is not obtained. Hence, if the material within the resolution cell is a blend of the 

two materials, the resulting image is blurred. This is to be expected with any non-parametric 
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imaging algorithm. Parametric algorithms, which are beyond the scope of this research, utilize a 

priori information to sharpen the image. Such information involving the permittivity profile is 

generally not available for the remote sensing scenario under investigation herein. Also, the 

reconstructed image is shifted to the side opposite to the position of the core. In other words, the 

reconstructed image is centered with the core cylinder. As before, the surrounding medium 

appears with a contrast of 0.18. 

In both cases, the reconstructed images conserve the size of the spill and the boundaries 

are well defined. At the boundary of the outer cylinder, the contrast profile obtained with 64 

antennas, has an average value of 0.2798. This is close to the original contrast of 0.294. The 

maximum value obtained at the core cylinder for the same number of antennas is 0.849. 

The inversion method presented in this chapter can be used for detection of spills based 

on the contrast between contaminated soils. The results of the simulation model are, at least from 

a geometrical standpoint, acceptable. The algorithm is able to determine the position of the spill 

and the core cylinder. The contrast and therefore, permittivities of the soil and contaminated soil 

can be determined by the color variance in the images.  
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  CHAPTER 5

CONCLUSIONS AND FUTURE WORK 

 

The primary goal of this work was to simulate a contaminated region and determine its 

physical limits within a tolerable level of certainty given the characteristics of the soil in question 

without the environmental and financial cost of physical experimentation. To achieve this, the 

first part of this study focused in the determination of the dielectric properties of soil and 

contaminated soil. A coaxial waveguide for measuring the complex permittivity and permeability 

of soil and contaminated soil was designed and tested successfully. Different from existing 

sample holders, the new sample holder was fabricated to accommodate significant volumetric 

samples of material. This type of sample holder is attractive for large measurement programs 

were larger samples are needed.  

Air and Plexiglas samples were measured to verify the reliability and accuracy of the 

measurement system. Results obtained for air, Plexiglas, and the dry soil samples were as 

expected. The increase in relative permittivity for the soil with moisture was reasonable.  

The measured contrast between dry soil and dry soil contaminated with oil was within the 

nominal uncertainty of the experiment and hence it is not expected that a rise in permittivity for 

dry soil contaminated with fairly high volumetric concentrations of oil will allow sufficient 

contrast for either radio frequency bore-hole or GPR mapping. There was however a significant 

difference between the measured permittivity for wet soil and that of wet soil contaminated with 

oil as shown in Table 5-1. Hence, it is reasonable that this permittivity contrast can be used as a 

discriminator for detecting contamination plumes. This is significant since contamination in an 

aquifer is one of the most environmentally challenging issues facing the world.  
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Table 5-1. Percent difference for permittivity values of wet- and wet-contaminated soils. 

Real relative permittivity 

(Average) 

Moisture Content 

10% 25% 

Wet soil 6.9148 17.2000 

Wet–contaminated soil 5.5271 11.7855 

% DIFFERENCE 22.3% 37.36% 

 

The ground-truth obtained in these experiments was used to simulate contaminants in soil 

and determine the scattering characteristics of NAPL’s spills. The problem is two-dimensional 

and the effects of various geometrical and electrical parameters were examined. Results for plane 

wave and line source excitations for homogeneous and inhomogeneous spills were obtained.  

Scattered field matrices obtained was used as input parameter in the inversion algorithm. 

The inversion algorithm is based in the Fourier Diffraction theorem and, in order to improve the 

quality of the image, a set of multiple frequencies are combined. To avoid destructive frequency-

dependent interferences, the average of the magnitudes of the images was used. Using average 

magnitudes produces some loss of quantitative dielectric properties information, but the size and 

location is preserved. The results obtained for concentric and eccentric spills showed that the 

reconstructed images conserved the size of the spill and the boundaries were well defined. At the 

boundary of the outer cylinder, the contrast profile obtained with 64 antennas, has an average 

value of 0.2798. This is close to the original contrast of 0.294. The maximum value obtained at 

the core cylinder for the same number of antennas is 0.849, close to the original contrast of 

0.817. 
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The inversion method presented can be used for detection of spills based on the contrast 

between contaminated soils. The results of the simulation model were, at least from a 

geometrical standpoint, acceptable. The algorithm was able to determine the position of the spill 

and the core cylinder. The contrast and therefore, permittivities of the soil and contaminated soil 

can be determined by the color variance in the images. 

There are several directions in which this work may be extended. The influence of 

variations in the background medium must be further investigated in order to improve the 

accuracy of the system. Larger spills with respect to wavelength should be analyzed. Also, the 

effects of increasing bandwidth without increasing the number of transmitters/receivers should 

be analyzed. Concerning experimental measurements, it would be interesting to test the 

algorithm with data form a real oil spill site instead of simulated values. Also, the design of the 

borehole and antenna system is worth looking into. Low frequencies need to be used and the 

system needs to be low-powered, because of the possible explosive hazard of gases situated in 

the subsurface. Also, the electronic components of the system must be able to withstand the 

extreme temperatures and the moisture in the boreholes. 

The work presented could have useful applications in the geophysical and biomedical 

areas. Future work will be directed in those areas. 
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