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ABSTRACT
PRODUCTION SCHEDULING OF CUTTING STOCK
IN A MULTI-PERIOD, MULTI-PROCESS FACILITY
WITH SEQUENCE DEPENDENT SETUPS
By

Michael P. D’Itri

This paper introduces an explicit formulation for
sequence dependent production scheduling where the produced
stock will be cut into finished products and a heuristic
solution procedure that obtains good, but not necessarily
optimal, solutions to a production scheduling problem common
in the paper industry. The heuristic begins by adding
additional constraints and a few binary variables that limit
the number of decision variables likely to take fractional
values when the formulation is solved with the integrality
restrictions relaxed. Next, the heuristic proceeds to
sequence production on each machine one period at time.
Sequencing is accomplished with an iterative procedure that
successively increases the number of transition variables
required to be binary until a complete production sequence,
for that period, is achieved. Once a production sequence is
established for a period, the heuristic defines a range of
integers describing possible production quantities for that
period. Another mixed integer program is formulated that
establishes integer values for the production in the period

just sequenced and begins the sequencing for the next period.
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CHAPTER 1: INTRODUCTION

Paper manufacturers and other companies in the process
industries are currently experiencing production pressures
similar to those that batch or repetitive manufacturing
managers have dealt with for the last two decades. Customers
now expect suppliers to operate in Jjust-in-time (JIT)
environments with shorter delivery lead times even as they
request higher quality and broader product 1lines. Better
production scheduling can increase responsiveness to these new
demands. Scheduling production to minimize waste enables
management to streamline operations making them more efficient
and profitable.

Efficient production sequencing is often an essential
component of production scheduling in the process industries.
The cost of configuring a manufacturing station can be
independent of the sequence of products produced at the
station. However, there are situations where the cost of
setting up for manufacturing is sequence dependent. This is
common in process industries and in the paper industry in
particular, where residual materials from prior manufacturing
can affect the current production.

When the produced materials are cut into finished
products, the production scheduling problem becomes more
complex, a situation common in the paper and process
industries. An optimal solution to a stock cutting problem

determines the best way to cut lengths or shapes from a stock
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of raw materials. The raw materials have value, and the
objective is to minimize the amount of raw materials used
while satisfying demands for each length or shape. A wide
range of production technologies such as textiles, paper and
steel would benefit from more effective production scheduling
techniques that consider a subsequent stock cutting problem.
In many situations that require the solution of a. stock
cutting problem, the composition of the available stock is
beyond the control of the decision maker. For example, in the
lumber industry the sizes of the trees dictate the composition
and dimensions of the raw material, the stock set the cutting
priorities are based on. In contrast, manufactured products
offer the decision maker more control over the composition of
the cutting stock.

Although there are substantial bodies of literature
addressing both sequence dependent scheduling and stock
cutting problems, to date there has not been a formulation to
address these concerns simultaneously. This situation is
common in the paper industry where paper machines produce
stock of varying widths that will be cut into finished
products. The cost of changing the type of paper is dependent

on both the current and planned production.

EXAMPLE PROBLEM
The relationship between production scheduling and stock
cutting is illustrated by the following example. For the

purpose of simplicity, the example assumes all demand is for
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one roll of each type of paper in each requested width. A
scheduler plans to produce two types of paper, A and B, where
paper A is required in a roll that is 100" wide and paper B is
needed in widths of 50" and 60" rolls. The company has two
paper machines, 1 and 2, with the capability of producing
widths of 60" and 100" respectively. At the beginning of the
planning horizon both are producing paper C. Table 1-1
describes the cost, in dollars, of switching between papers on
each machine, where the rows show the paper currently under
production, and the columns describe the status of the machine

after the switch. The incidence matrix shows the cost of that

transition.

Table 1-1: Machine Dependence for Sequence Dependent
Production Scheduling
Machine 1 Machine 2

Paper A B c a B c

0 4 6 0 4 6
3 o 9 6 o] 12
2 9. 0 2 11 0

Trim loss can be assumed to be $1 per wasted linear inch.
There are several approaches to scheduling these orders.

A first approach might be to have both orders scheduled
on machine 2 leaving machine 1 free to process other orders.
This would require switching to product A and then to product
B. The transition cost would be 2 + 4 = $6. The trim loss

for paper A would be zero, and the trim loss for the first
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reel of paper B would be 50" and the second 40". Making the
total cost of producing both orders on machine 2 96 dollars.

Producing paper B on machine 1 and paper A on machine 2
generates a total cost of $21. In this situation the
transition costs would be higher, $11, while the cutting
expenses would be lower, $10.

This simple example illustrates the benefits of
considering the sequence dependent transition costs and
trimming costs simultaneously. As in many manufacturing
situations, production capability in the paper industry
depends on both the type of machinery available and the mix of
products demanded. Setup times for products are sequence
dependent, indicating opportunities for more efficient
operations through better production scheduling methods.
Additional complexity arises when the output will be cut into
finished products. Most paper mills have several machines
with varying capabilities, the most obvious is different
widths. Therefore, a production scheduler in a paper mill
must consider many factors simultaneously when devising
schedules for the production of cutting stock: due dates,
sequence dependent setups, inventory levels, proportion of
fiber recycled and the manufacturing and cutting capability of
each machine.

A rolling planning horizon reflects the dynamic nature of
most production planning systems where the product is demanded

at varying intervals and plans are frequently revised.
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According to Baker and Peterson (1979), a rolling schedule
results from solving a multi-period production schedule and
then implementing part of it. A rolling planning horizon
introduces an additional level of flexibility, allowing the
scheduler to build inventory levels to meet future demands or
revise a production plan as more information becomes

available.

PROBLEM STATEMENT

Baker (1974) contends that production scheduling should
take place after three fundamental managerial decisions have
been made: the product or service to be provided, the amount
of product or service and the quantity of resources to be made
évailable. After implementation of these fundamental
managerial decisions, the scheduling problem should be solved
by answering two questions: determining the allocation of
resources to each task and the time when the task will be
performed. This research seeks to answer these two questions
for a situation in which manufactured materials are cut into
products. The manufacturing environment is a multi-product
facility that has several production lines with sequence
dependent setups.

The objective of the research is to develop a method for
devising schedules that meet customer time constraints and
minimize the total cost of four components: production of the
raw stock, trim waste from the stock cutting procedure, lost

sales and the cost of scrapping excess product. The developed
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algorithm accomplishes this by first determining an efficient
production sequence for each machine, and then setting the
number of reels (form of the paper leaving the paper machines)
to produce. Inventory levels for each period of the planning
horizon as well as the quantity and period that unsatisfied
demand will occur are also specified by the algorithm.

Final products, rolls, are cut from the reels of paper
according to available cutting patterns. A cutting pattern
represents one possible method of dividing a reel into rolls.
For this research, only non-dominated patterns are considered.

A cutting pattern is dominant if no other pattern exists
where it is possible to cut more rolls in any one width while
producing an equal or greater number of rolls in all other
widths cut from the reel. For example, if paper is demanded
in 50" rolls and 20" rolls and the paper machine has a width
of 100" there are several combinations of useful widths that
could be cut from the 100" reel. For instance two 50" rolls
could be cut, or one 50" roll and two 20" rolls. Both
patterns would be dominant because it is not possible to have
a pattern that will produce more rolls in one of the widths
while producing as many in the other width of interest. A
pattern where there was one 50" roll and one 20" roll cut
would be dominated by the pattern that produces one 50" roll

and two 20" rolls.
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DESCRIPTION OF THE MANUFACTURING ENVIRONMENT

Stock cutting together with production scheduling is most
commonly encountered in process industries.
Process Industries

Process industries such as paper, food and chemical
manufacturing can be defined by two important facets, what
they produce and the nature of the material flow in the
process (Taylor, 1979). Manufacturing facilities in process
industries are characterized by large capital expenditures
that require high levels of utilization to achieve economic
viability. Furthermore, products must meet a host of quality
measures. Equipment operating under steady state conditions,
which typically occur well after a start-up or transition
period, are most likely to produce a consistent product.
Achieving this steady state frequently requires considerable
time and expense. Therefore, such facilities usually operate
twenty-four hours per day, year round, except for scheduled
and unscheduled maintenance.

Process industries share some common manufacturing
characteristics. Raw materials represent nearly 80% of the
cost of production. Capital investment is high, and profit
margins are narrow, making efficient production crucial to
achieving profitable operations (Rice & Norback, 1987).

Other features also differentiate process industries from
those involved in assembly or fabrication. One is an inverted

bill of materials. Unlike repetitive manufacturing, where
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final products require many components, the process industries
produce large numbers of final products from relatively few
raw materials. Typically, products are sold at several stages
in the production process, manufacturing equipment is highly
specialized and delivery lead times are short (Nelson, 1983).

This research deals primarily with the paper industry,
which is representative of process industries. The production
scheduling procedures developed here should be applicable to
an assortment of manufacturing situations in other process
industries.
Paper Production

Paper is sold as reels, rolls, or cut sheets. Reels are
the direct result of converting pulp to paper. They are
usually the width of the paper machine. Their defining
characteristics are the type of paper, the basis weight and
quality grade. The type is often a brand name and denotes a
paper of a specific color, composition and texture. Basis
weight is a measure of the mass of the paper, the weight of
500 sheets. Quality grades can be expressed by many measures
such as defects per unit of surface area, gloss, and
discoloration. Rolls are the result of slitting the reels
width-wise immediately after the production of the reel. For
the purposes of this research the slitting procedure is
assumed to be unconstrained since it is fast compared with
other operations, and any number of rolls can be cut from one

reel of paper.
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Procedures following the slitting operation are called
conversion. Examples are placing an embossing mark on the
paper, finishing one or both sides of the paper and producing
cut sheets. Cut sheets are made by cutting the roll width-
wise as it is unrolled. The result is rectangular sheets that
are usually trimmed to precise dimensions. All cuts, whether
lengthwise or width-wise, are from edge to edge and are called
"guillotine" in the stock cutting literature.

Typically, orders are for a specified tonnage of paper of
a particular type, cut dimensions, basis weight and grade.
For this research, requests for cut sheets will be specified
in terms of the number of rolls of paper required to produce
the order. The scheduling algorithm will then determine the
quantity of reels needed and the most efficient schedule for
producing and then cutting them into rolls.

In the paper mill used as a setting for this research,
four primary raw materials, Northern and Southern hardwoods
and softwoods, are blended to form several types of paper
pulp. The facility has three paper machines, and any given
order could be produced on one or more of them. The type of
paper produced influences the production rate, and a paper
machine can produce approximately one reel every forty-five
minutes. The output of reels can be characterized by the type
of paper and other parameters such as the basis weight and
width. 1In addition, each kind of paper may be one of several

quality grades as well as different colors. Reels of paper
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weighing approximately 7000 pounds are usually produced to the
maximum width of the machine. Narrower reels can be produced,
but the practice represents lost production capacity and is
avoided.

After the rolls are produced, manufacturing ceases to be
continuous, and the process is more characteristic of batch
production, making it possible to schedule subsequent
operations independently. Therefore, this is an appropriate
point to segment the process for analysis. This is the method
used in all prior work on the paper trim problem known to this
researcher.

The effectiveness of a given schedule can be defined by
the total cost of producing the demanded material. Although
the effect of inadequate management on two of the primary
costs, over- and under-production, is obvious, poor management
of the transitions between papers or the creation of a large
amount of trim waste (the result of material left over after
reels are cut into rolls) can have other implications. As a
rule, the greater the similarity in the types of paper, the
shorter the time required to convert from one paper to another
of acceptable quality. Paper waste, whether from low quality
or trimmings, called "broke," is recycled. Minimizing the
amount of broke has several advantages. Most important, broke
represents lost production capacity. Second, paper pulp is
nearly 99% water, and the energy required to remove it is

substantial. Finally, excessive recycling lowers the quality
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of the paper as the fibers break down from repeated
reprocessing. Although this feature would be difficult to
capture in a formulation, it does show that better scheduling
procedures may increase product quality in some circumstances.

Paper is manufactured in both make-to-stock, an approach
where firms attempt to meet customer orders from inventory,
and make-to-order, a strategy where production is scheduled to
meet specific customer orders. The most common types of
paper, such as the brown wrapper that becomes grocery bags,
are commodities and are usually produced using a make-to-stock
strategy. Oon the other hand, specialty papers such as
facsimile or computer paper are normally produced in make-to-
order planning systems because of the wide range of production
specifications.

Although some orders are shipped from inventory, it is
more common to have production assigned upon customer request.
This is also the case for much of the make-to-stock items
where an intermediary will frequently order in large volumes
and perform part of the warehousing and distribution function.
Market conditions dictate that paper will be shipped on time,
or the customer is not obligated to accept the order.
Therefore, backordering is unusual for much of the paper

industry.
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IMPORTANCE OF THE PROBLEM

The variety of manufacturing environments in the paper
industry offers many opportunities to demonstrate substantial
improvements in production efficiency through this research.
The high levels of production in the paper industry translate
small (1 or 2 percent) increases in efficiency into
substantial cost savings (Haessler, 1988). Paper sales in the
United States were estimated at $42 billion in 1980 and
represent nearly 4 percent of the gross national product
(Noble, 1973).

Other companies in the process industries must schedule
cutting production. These businesses account for nearly 50
percent of all production in the United States (Novitsky,
1983), suggesting that this research might have broad
applicability.

Representatives of the paper and steel industries have
described a distinct shift in management emphasis in recent
years. Advances in automation have made achieving the
required technical specifications for the product nearly
routine. Therefore, the focus of managerial attention has
shifted to scheduling and control issues. The paper industry
is moving toward a long term goal of a completely automated
production facility, called mill-wide control. Higher levels
of automation will make it possible to implement schedule

changes much more effectively (Routledge, 1988).
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Although this research is aimed at designing production
planning tools for the plant level, another important
application would be as a component of a larger model
describing the entire production planning process. This
larger model could be used to address business questions at
the corporate level. These questions might include when and
which machines should be shut down for maintenance or which
facility should be assigned a given job. For these purposes
the algorithm could be used in a Hax-Meal hierarchical
production planning framework (Hax & Meal, 1975).

Most paper is produced by large companies with several
manufacturing facilities. Firms currently apply a
hierarchical planning framework to allocate jobs first to
individual facilities and then to the appropriate machines.
A scheduling algorithm describing job allocations at the plant
level would play an important part in developing an effective
company-wide production planning procedure. The scheduling
algorithm also could be used to schedule maintenance or
vacations and to establish appropriate policies for responses

to changing market conditions.

DESCRIPTION OF SUBSEQUENT CHAPTERS
The following is a brief description of each of the

subsequent chapters.
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Chapter 2: Literature Review

This chapter provides a review of previous related
research. The primary focus of the review is the two bodies
of literature that provide the foundation for this research,
the stock cutting problem and sequence dependent production
scheduling. Literature describing the process industries with
particular emphasis on production scheduling and the paper
industry is also reviewed.

Chapter 3: Conceptual Framework and Formulation

This chapter describes the manufacturing environment and
the assumptions wused in the formulation. An explicit
formulation for scheduling cutting stock in a multi-period,
multi-process facility with sequence dependent setups is
presented.

Chapter 4: Heuristic Solution Procedure

Chapter 4 presents a heuristic procedure for selecting a
near-optimal production plan. The heuristic is an iterative
procedure that sequences all the machines for one period and
then specifies the number of reels of paper to produce.
Chapter 5: Model Calibration and Benchmark Procedure

In this chapter the problem generator, used to create
test problems, is described, as is the procedure used to
determine a bound on the optimal cost of each problem.
Chapter 6: Computational Results

Three groups of problems were solved. The first set of

problems was used to develop the heuristic. The second
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demonstrates the heuristic’s performance on an independent set
of problems, while the third set of problems shows that the
heuristic is practical for 1life size problems. Results
obtained using the heuristic are compared to bounds provided
by the benchmarking procedure. In addition, several methods
to reduce the problem size are introduced in Chapter 6.
Chapter 7: Conclusions and Future Directions

The final chapter of this document summarizes the results
and contributions of this research and outlines several

avenues for future research.



CHAPTER 2: LITERATURE REVIEW

Substantial bodies of literature describe production
scheduling with sequence dependent setups and stock cutting
problems independently. Research addressing situations in
which these problems must be considered simultaneously is
lacking. Three important characteristics should be noted.
First, less complex production scheduling procedures that do
not consider the cutting problem have been shown to be NP-Hard
(Hsu, 1983). Second, obtaining an optimal solution to a stock
cutting problem may require generating an inordinate number of
cutting schedules. Finally, due to difficulty associated with
solving these kinds of problems, both bodies of literature

rely heavily on heuristic solution procedures.

SEQUENCE DEPENDENT PRODUCTION SCHEDULING

Among the first authors to review the production
scheduling literature were Day and Hottenstein (1970) who
provided a classification of the research describing it in
terms of a three part classification scheme: the number of
parts composing a job, the production factors possessed by the
shop, and the nature of the availability of Jjobs for
processing. The authors go on to describe sequencing methods
such as combinatorial approaches, general mathematical
programming, heuristic procedures, and Monte Carlo sampling.

In their recent review of the literature for parallel
machine scheduling, Cheng and Sin (1990) characterized
scheduling problems using four parameters: size of the job

16






1%

set; number of machines; a system parameter, which gives
information about the job characteristics and the performance
criteria used to determine the better schedules. The
literature base described by Cheng and Sin does not include
investigations of parallel machines that are not identical, as
is the case for this research. Although paper production
facilities can have identical processors, similar machines
with overlapping capabilities are more common. For instance,
Machine A can produce paper with basis weights varying between
20 and 40 pounds. Machine B can produce paper of between 15
and 30 pounds. In this situation 25 pound paper could be
produced on either machine.

The detailed description of the relevant portion of the
production scheduling literature base will begin by
subdividing the research into two categories, single stage and
multi-stage production processes. Because this research deals
with single stage production processes we analyze it in
greater detail by partitioning the literature still further by
defining two subgroups, single and parallel machine scheduling
procedures.

Glassey (1968) and Mitsumori (1972) are among several
early writers who considered single stage, single product
production environments without changeover times. LaRobardier
and Filak (1972) then extended this work by including
production switch-over costs and inventory holding costs.

Driscoll and Emmons (1977) modified the formulation proposed
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by LaRobardier and Filak for production scheduling on a paper-
making machine. In this formulation inventory costs were
ignored, additional bounds were added, and a backward-time
dynamic programming approach was applied to solve the problem.
The solution procedure minimized the total changeover cost
while meeting customer demand schedules.

Lockett and Muhlemann (1972) researched the single
machine problem in which the setup time was a function of the
prior job and introduced several heuristics for solving the
problem. Barnes and Vanston (1981) addressed the scheduling
of jobs on a continuously available machine in which the
individual jobs had linear delay penalties as well as sequence
dependencies.

As pointed out by Cheng and Sin (1990), the vast majority
of research on parallel machines has assumed that the
processors are identical. There are large bodies of research
considering both sequence dependent and non-sequence dependent
scheduling on identical parallel processors.

Production scheduling on parallel processors with
independent tasks was addressed by Rothkopf (1966). The
author derived a procedure for determining optimal schedules
for a single machine and a dynamic programming approach to be
applied to an important class of scheduling problems involving
parallel processors. A branch-and-bound procedure was
developed by Elmaghraby and Park (1974) to schedule jobs on

several identical machines. This model assumed that all jobs
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are available to be processed at time zero and that there are
no a priori precedence relationships between the jobs. Barnes
and Brennan (1977) improve the Elmaghraby and Park algorithm
by proposing three refinements to the algorithm. These
refinements, a bounding procedure and two methods of
establishing natural precedence relationships, are combined in
a more efficient fathoming procedure.

Dearing and Henderson (1984) used a mixed integer linear
program to describe a scheduling problem in the weaving
industry and solved it by relaxing the integer requirements.
Frendewey and Sumichrast (1988) extended this work with a
formulation that considered setup costs, lost production and
overtime costs. Through an alternative problem structure, the
authors reduced the number of variables that are required to
take integer values, making it possible to solve problems of
a realistic size.

Oliff and Burch (1985) implement a production planning
procedure that considers sequence dependencies in the context
of hierarchical production planning. Their approach uses the
production switching rule developed by Mellichamp and Love
(1978) to determine aggregate production levels. A heuristic
is then applied to sequence production within the constraints
imposed by the aggregate production plan. In related
research, Burch, Oliff and Sumichrast (1987) propose a pair of
heuristics in a hierarchical context to derive schedules for

the production of fiberglass cloth.
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In one of the earliest articles dealing with production
sequencing in the process industries Prabhakar (1974)
described a manufacturing environment in which chemicals were
produced in reactors with subsequent processing. The author
presented a mixed integer program designed to determine
production quantities for parallel processors. The
formulation also considers sequence dependency and limitations
on the storage of intermediate products.

Geoffrion and Graves (1976) propose two versions of the
quadratic assignment method to solve the problem introduced by
Prabhakar. The first approach is the direct application of a
quadratic method, while the second involves applying a linear
program to augment the procedure. Joint application of the
quadratic assignment method in conjunction with 1linear
programming proved to be more effective for solving the
general formulation of this type of scheduling problem. The
works by Geoffrion, Graves and Prabhakar are complete
descriptions of production sequencing in the process
industries but do not consider a linkage with a cutting
problem.

Smith-Daniels and Smith-Daniels (1986) introduced a lot-
sizing and sequencing formulation for packaging lines in the
process industries. In this formulation the authors minimize
the sum of inventory holding, back-order, setup and tear-down
costs while considering sequence dependencies of items within

a part family. This capacity-constrained formulation assumes
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that one part family is produced on each packaging line in any
period. Later, Smith-Daniels (1988) introduced a heuristic
procedure to solve the problem.

In an important extension of the Economic Lot Scheduling
Problem, Singh and Foster (1987) considered situations with
sequence dependent setup costs for a single machine. They
proposed a heuristic procedure that breaks the problem into
three stages. Although the approach is for a single-machine
facility, an application is described where the algorithm is
embedded in a multi-machine, multi-product environment.

An alternative method of modeling dynamic production
planning problems with sequence dependent setup costs is by
redefining the sequencing variables and adding a set of
logical variables (Bruvold and Evans, 1985). This reduces the
number of 0-1 variables, increasing the likelihood that the
problem can be solved with conventional mixed integer program
solution procedures. Models incorporating this approach can
easily be extended to consider alternative objective functions

or losses due to start-up or shut-down.

THE STOCK CUTTING PROBLEM

Several characteristics can be used to describe the stock
cutting literature. These are: the dimensions of the problenm,
the solution procedure (heuristic or optimizing), and whether
the cuts are guillotine (edge to edge). Dyckhoff (1990)
recently described cutting and packing problems and the

connection that exists between them.
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Although references to cutting and packing problems date
from the late 1930s and early 1940s, the first research to
propose an effective algorithm for solving larger problems was
introduced by Gilmore and Gomory (1961). This linear
programming based approach describes an efficient method of
solving the stock cutting problem by limiting the number of
variables using auxiliary problems. In a companion article
Gilmore and Gomory (1963) consider three practical limitations
on the problem, the number of cutting knives, machine
balancing concerns and multiple orders for several machines.

Gilmore and Gomory (1965) also considered higher dimension
problems that can be decomposed into a series of guillotine
cuts performed in stages. More recent research on the two-
phase approach has incorporated an automatic sequential search
procedure to obtain a compromise between computational cost
and trim loss (Ferreira, Soeiro, Neves, & Fonseca e Castro,
1990) .

The computational effort can be lessened at the expense
of larger trim loss by reducing the number of cutting patterns
considered. Several authors besides Gilmore and Gomory have
introduced procedures to select better cutting patterns.
Haessler (1975) developed a format for a one-dimensional trim
problem that uses a fixed charge to control the size of the
problem by limiting the number of cutting patterns considered
for the basis. This mechanism optimizes the tradeoff between

minimizing trim waste and computation effort. Pierce (1964)
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proposed the selection of dominant schedules to be considered
for the solution basis.

Stock cutting questions dealing explicitly with the paper
industry include work by Pierce, Johns (1966), and Haessler
(1977) . Pierce addressed the paper trim problem for both
single and multiple machines and proposed heuristic solution
procedures. Pierce’s formulation minimizes the variable
production costs while disregarding the capacity constraints
and sequence dependence of paper production. Johns suggested
heuristic procedures for solving the paper trim problem while
Haessler described the single machine roll trim problem.

Haessler (1988) proposes two heuristics to solve the roll
trim problem. The first involves relaxing the integer
requirement for the pattern usage. Then additional patterns
can be selected for entry into the basis by considering the
reduced cost of a nonbasic pattern. This procedure reduces
trim loss by increasing the number of cutting patterns
considered for the basis. The second approach proposed by
Haessler is a sequential method where new cutting patterns are
added according to a selection criterion. The two approaches
work at cross purposes; the linear programming based approach
offers more opportunities to lower trim loss by increasing the
number of patterns considered, while the sequential approach,
by contrast, minimizes the number of schedules at the expense
of increased trim loss. The author uses several examples to

illustrate where and how each approach, or a combination of
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the two, would be applied in actual practice. Sweeney and
Haessler (1990) propose solution methods for one-dimensional

cutting problems with rolls of multiple quality grades.

SUMMARY AND CONCLUSIONS

The literature bases are extensive for both the stock
cutting and production scheduling problems. However, all
prior researchers have viewed the problems separately, while
in many manufacturing situations, and the paper industry in
particular, they are clearly linked. Therefore, the most
important contribution of this research is the linkage of

these two problems in the context of paper production.






CHAPTER 3: CONCEPTUAL FRAMEWORK AND FORMULATION

Existing formulations of the paper trim problem describe
the number of reels of paper scheduled to be produced on each
machine as well as how the reels should be cut into rolls to
meet customer demand. This research extends the existing
formulations to consider multiple products and the associated
sequence dependency of production in a time-phased

environment.

ASSUMPTIONS OF THE MODEL

The analytical model presented describes the interaction
between the production schedule and the stock cutting
decisions with the objective of optimizing the use of
production facilities and raw materials. While the current
model is designed for the paper industry, the basic concepts
can be applied to other industries as well. The decision
tools developed in this research will enable managers to
specify more precisely when and to which product a machine
should switch in order to utilize the production facilities
most efficiently while meeting customer demands.

The first important assumption 1is that production
scheduling on the paper machines can be modeled independently
from the preceding pulp production and subsequent conversion
processes. Based on operations at an active mill, pulp
production process can be assumed to have sufficient capacity
and flexibility to meet the needs of most production
schedules. Subsequent processing of the reels of paper, the

25
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conversion process, is effectively decoupled from the
production scheduling on the paper-making machines because its
requirements can be specified in terms of rolls of paper.
For all practical purposes, the conversion process is treated
as another customer, specifying time phased demands that are
inputs for the model. This is consistent with work done by
earlier researchers.

The formulation assumes that paper is cut immediately
after production, and that this process is not bound by
capacity. The slitting operation, conversion of reels to
rolls, is accomplished by rewinding the paper with knife
blades placed at measured intervals in the paper’s path. The
time required to perform this procedure is negligible,
compared with the time required to produce the paper. The
model further assumes that paper type is not a function of the
machine it is produced on.

There are two other features of the paper industry that
play an important part in the formulation of the model.
First, paper machines operate continuously and require that
the transition to the following paper begin when the
production goals for the current paper are completed. Second,
backordering is not an acceptable practice in the industry and
demands are required to be delivered on their requested due

dates.
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MODEL DESCRIPTION

The formulation determines the number of reels of paper
of each type to be cut according to each pattern, the order in
which the reels should be produced on each machine in the
facility, the level of inventories throughout the horizon and
the composition of lost sales. This is done in a way that
minimizes the sum of production cost, the cost of over-
production, the cost of lost sales and the transition costs
incurred as machines are switched between types of paper.

Constraints on the decision maker are: the specific
capabilities of each machine, particularly the width; the time
available for production on each machine; and the demand
requirements. The formulation must also recognize the need to
specify a unique, uninterrupted sequence of transitions
between types of papers on each machine over the entire

planning horizon.

MODEL FORMULATION

The objective of the formulation is to minimize the total
of the production and cutting costs, transition costs, the
cost of over-production and the cost of lost sales. This
objective is met while subject to two major classes of
constraints. The first deals with the usual requirements and
limitations of meeting demand with inventory and production
subject to capacity limitations. The second class of

constraints assure that the sequencing relationships are met.
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The following formulation is organized in three parts:

definitions, an explicit statement of the formulation, and

then a detailed explanation of the objective function and each

constraint in the formulation.

Definitions
Indices:
i labels the state (type of paper currently produced)

of the machines, i = 0,1,...,N, where i =
indicates the communicating state that each machine
must visit at the beginning of a period and N is
the number of products produced;

labels the state (type of paper) to which a machine
will be switched, (j = 0,1,...,N), where j = 0 is
the communicating state that each machine must
visit at the end of each period;

indexes the widths that a paper of a given type may
be demanded by customers, k = 1,2,...,K;

enumerates the machines, m = 1,2,...,M, and M is
the number of machines in the facility;

indexes the cutting patterns for machine m and
product i, 9 = 1,2,...,Q.;

enumerates the planning periods, t = 1,2,...,T,
where T is the number of planning periods;

Parameters:

the time available on machine m in period t;

the time required to produce a reel of product i on
machine m;

the sum of production cost and trim waste, for a
reel of paper of type i produced on machine m and
cut according to pattern q;

the demand for rolls of paper of width k, type i in
period t;

the time required to switch from paper i to paper j
on machine m;
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Eijm the transition cost for changing from paper i to
paper j on machine m;

H a large number;

1y the cost of lost sales, per roll, for paper of type
i, width k in period t;

L, the width of paper-making machine m;

Pimq the number of rolls of width k to be cut from each

reel using pattern g on machine m when producing
product i, subject to the condition

N Ki Oim
E;EWikPilmaSLm B M (3-1)
F O =i

Ty the recycling cost for a roll of paper of type i

and width k;

Smo the initial slack (unused time) on each machine at
the beginning of the planning horizon, assumed to
be zero;

Viomo the initial conditions for each machine, where Vg,

is a binary variable indicating a transition from
paper i to paper j;

Wy the k% physical width (in inches) of paper type i;
Variables:
(< a real number associated with state i on machine m

for period t, used to prevent sub-touring;

G the total cost of the production schedule;

h the inventory, in rolls, of width k, product type i
at the end of period t;

Ry, the number of rolls of width k of product i
produced in period t;

Smt the slack (accumulated unused time) on machine m at
the end of period t;

Viimt a zero one variable showing a switch between paper

types i and j (i#j) on machine m in period t;
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X the number of reels of type i produced on machine m

o : : :
and then cut according to pattern q in period t;
Zi the demand, in rolls, of width k and type i not
satisfied in each period (lost sales).
Formulation
Minimize:
T N M QO T N N M
G= E E E CingXimgt * Z E EjinVijme *
t=1 1=1 m=1 g=1 t=1 1=1 7=1 m=1
I8 (3-2)
N K T N K
E E Tielier + E Like Zike
1=1 k= t=1 i=1 k=1
Subject to:
M Qin =1,2,. N
EEPiquch‘RikﬁO k=1,2,...,K (3-3)
m=1 g=1 E'=1;2; + T
N Qim N N
CinXimae + S Vi =
IPILTEIEE 35 2 RE I i
J*i
ke m=1,2,. M
Sm(t-l) + Spe ‘bmc t= 1:2:. :T
=152, N
Tiee-ny * Rike = Tike * Zuee = Due K= 142, Ky (3-5)
t=1,2, Ta
N % J=1,2,. N (3-6)
H " X 20 m=1,2,. M =
12-; S E= 02, s b T



N
E Viome = 1
I=3

N
E Vojme = 1
=

v,

iom(e-1) ~ Ve

oimt

N

=0

Ziker Xingtr Smer

Riker Liker d

imet
X

imgt

ijmt

=0

N

E Viime = z; Viime = 0
=

imt = djme + (N¥1) Vijpe < N
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oo M

i=0
ji=o0
S
mo=1
{a !

TQ Y KN
(U] [

integer V¥ i,m,q, and t

Oori1Vi,jm and t

(3-7)

(3-8)

(3-9)

(3-10)

(3-11)

(3-12)

(3-13)

(3-14)
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EXPLANATION OF THE FORMULATION
The following section is divided into two parts, a
description of the objective function and a detailed
explanation of the function of each of the constraint sets.

Objective Function

Minimize:
T N M Qi T N M
=YY Y Y CingXimge * E Y EijaVigme *
t=1 7l m=1 g1 t=1 791 J=1 m=1
Jed (3-2)

N K T Ky
E ; TieTlinr * E Like Zixe
=3 ey t=1 1=1 k=1

The objective function has four major components:
production and cutting charges, setup charges, the cost of
lost sales and a recycling charge for any excess rolls
produced. The possibility of producing extra rolls results
from limiting the available cutting patterns to those that are
non-dominated. Although the formulation stipulates that the
rolls would accumulate until the final period, in actual
practice extra production would be recycled as it is produced.
Constraints

Conversion of reels to rolls in each period:

[

172 s
1:2, .. K (8-3)
S AR

i

M Qim
E E ikmgXimge ~ Rixe = 0
1 &

o Rk

i

The first set of constraints, equation (3-3), relates the

number of reels of paper, X, ©of type i cut according to
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schedule g in period t on machine m to the number of rolls,
Ry, of width k of paper type i produced during period t, where
K; is the number of widths paper i is demanded in. The number
of rolls of width k cut for product i on machine m must be
selected such that the total of the roll widths does not
exceed the width of the paper machine. Each cutting pattern
has elements P, (the number of rolls of width k cut from a
reel of type i produced on machine m and slit according to
pattern q). Cutting patterns are generated such that
N Ki Qim

E;EwﬂpﬂmqsLm m=1,2,...,0 (3-1)
=1 k=1 g=1

where W, is the dimension of the k" width for product i and L,
is the width of paper machine m.

Machine capacities:

N Qim N N
CinXs + €140Viime =
Z;; s imge Z;J}:; 170V igme il
e 2 M
m = v
Sne-1) * Sme = bpe £ =1i2ii00 0T

Equation (3-4) describes the capacity constraints for
each machine in each period. Machine capacity not required
for the current period can be reassigned through the slack
variables, S,, to the following period. The time required to
switch from paper type i to type j on machine m is e,, and the

time to produce a reel of paper type i on machine m is c.
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The total amount of time available on machine m in period t is
b, (usually 24 hours).

Production, inventory, and demand balance:

1,2,
1,2,.
1,2,

N
. K; (3-5)
by T,

b )
Tike-n) * Rike = Tixe * Zike = Dike ';

Equation (3-5) describes the relationship between demand,
production and inventory for each of the roll widths for each
type of paper.

Setup before paper production can begin:

N Qi Jj
H Viiat = X, 20 m
§ ijme q; jmgt 7

XX

(3-6)

The i index shows the type of paper for which a given
machine is configured. The zero state indicates a null state
used to transmit the status of the machines at the end of the
prior period to the current period. The formulation relies on
the assumption that the ending condition of each machine in
period t is identical to the beginning condition of the same
machine in the next period. To achieve this there must be a
theoretical transition to an artificial ending state (0) for
each machine in each period, (Vi, = 1). In addition, each
machine must begin each period by leaving the initial state,
(Vgim = 1) . These requirements are enforced by equations (3-7)

and (3-9).
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Required transition to the ending state:
N
o m=1,2,...,M =
12_1‘/“’"_1 t=1:2:...:T (3-7)

Equation (3-7) ensures that there is a transition to the
ending state for each machine in each period. Equation set
(3-8), included earlier for clarity, is omitted when solving
the model. It ensures a transition out of the initial state
and is made redundant by equation (3-9).

Continuity of machine state:

i

3 1,2,...,N
Vion(e-1) = Voime = 0 fg i:%: :I‘T! (3-9)
Equation (3-9) ensures that each machine begins each
period producing the same type of paper it was producing at
the end of the previous period.

Setup restrictions:

1,2,....N
1,2, 000, M (3-10)
LB i vnid

i

N N G |
E Viime = E Vitme = 0 m
1=0 t

1=0

Constraint set 3-10 requires that if there is a
transition into a state on a machine in a period, then there
must be a transition out of that same state.

Sub-tour restrictions:

NN PR

NR =2X

dine = dipe + (N+1) Vijpe < N (3-11)

Ty
nnwunon
PR RNOO
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The Tucker (1960) constraints, equation set (3-11),
assure that each state (paper to be produced) for each machine
in each period will be assigned a unique real value, dg,.
Through this requirement there will be one complete production
sequence for each machine in each period. This sequence will
begin and end with the null state, and make one visit to each
state in which there will be production.

Equations (3-12), (3-13) and (3-14) define the domains of
the variables. It is important to note that the inventory and
lost sales variables, although defined as continuous, will be
integer in any solution through additivity and the integrality
requirements of X

Equation (3-15), not shown in the complete formulation,
is an auxiliary set of restrictions that can be used to limit
the number of changes on each machine at the paper mill by
requiring that a minimum number of reels, g, are produced if
there is a transition to a new paper.

Qime

i
Y Ximge = 9Oine * GViome 2 0 m
a1 E

B )
1,2,...,M (3-15)
A2y

The binary indicator variables, §,,, represent the
decision to switch to paper type i on machine m in period t.
A strict implementation of this policy is difficult because of
situations where production overlaps periods. Relaxing the

minimum production amount for the last paper produced in the
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period is a practical way to meet this type of managerial

priority with the current formulation.

SUMMARY

Chapter 3 presents the formulation for the stock cutting
problem in conjunction with sequence dependent production
scheduling within the specific context of a facility producing
specialty papers. The objective is to minimize the sum of
production, cutting, transition, 1lost sales and over-
production costs, subject to demand, capacity and sequencing
constraints. Paper-making machines operate continuously,
requiring that the transition to the next paper scheduled
begin immediately after production of the current paper
ceases. This is addressed through the slack variables and a
null production state. The formulation, as presented, is a
rigorous description of the production planning problem that
confronts managers in the paper industry. However, the large
number of integer and binary variables make conventional
solution procedures impractical. The following chapter

describes an effective heuristic solution procedure.






CHAPTER 4: HEURISTIC SOLUTION PROCEDURE

This description of the heuristic procedure used to
obtain solutions for the formulation presented in Chapter 3 is
presented in four sections. The first is an introduction
describing the operation of the heuristic in broad terms. The
next two sections describe in detail the two major steps of
the heuristic, determining the production sequence and then
specifying the number of reels to produce. The fourth section

summarizes the chapter and presents important conclusions.

INTRODUCTION

The heuristic, shown in Figure 4-1, is an iterative
procedure that produces a production plan by adding
constraints and a limited number of binary variables to the
formulation described in Chapter 3. After the additions, the
heuristic proceeds by repeatedly solving the enhanced
formulation with the binary requirements enforced on selected
transition variables and the domain restricted on a few of the

integer variables, X used to determine the production

imqt s
quantities.

Enforcement of the integrality requirements is based on
two major objectives. The first is determination of a
suitable production sequence, that the different papers will

be produced on each machine. Second, after the production

sequence is set, production quantities can be specified.

38
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\

Complete
Production Schedule

Specify Viom ,Vomaer) and
Viemqe1) Binary

Set CNT of the Vyyy
s a3 Binary

Set Domain for Production
Quantities in Prior
Periods (Xymq1 0 Xjma.1)

Figure 4-1: Heuristic Procedure
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PRODUCTION SEQUENCING
Production sequencing is accomplished by determining the
last period with an incomplete production sequence on one of
the machines and then selectively enforcing some binary
requirements for variables describing transitions on machines
in the incomplete period. Once enough of the transition

variables, Vi,

are specified as binary (or are fixed), to
determine a production sequence for the period, the heuristic
then sets the production quantities. Although the procedure
for setting the production quantities is straightforward and
will be described later, it is necessary now to describe some
additional details associated with determining the production
sequence.

Figure 4-1 shows the sequence of steps used to solve
problems using the heuristic procedure. Initially the
formulation is solved with all of the integrality restrictions
relaxed. Subsequently, selected sets of the transition and
production variables are forced to take integer values
requiring the solution of a Mixed Integer Program (MIP) at the
start of each iteration.

The results from the solved MIP are then tested to
determine the first period with an incomplete production
sequence, period I, a situation where some transition
variables in the period are not binary. Completely binary
transition variables guarantee, through the Tucker

constraints, a unique and uninterrupted production sequence
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for all machines in periods prior to period I. Transition
variables for those periods are fixed at their current values.
Transition variables for period I that are a part of completed
sequences are fixed up to but not including the transition to
the null state at the end of the period. This leaves the
possibility of adding another paper to the sequence during the
next iteration.

Three mechanisms are incorporated in the formulation to
encourage the complete sequencing of period I in the next
iteration. Specifying all variables describing the transition
from the endpoints of the completed sequences is the first and
most important mechanism. Second, all transitions to the null
state at the end of period I are required to be binary.

A final mechanism assures that period I will be correctly
sequenced. This is done by rapidly increasing the number of
transition variables in period I required to be binary. Each
time there is an attempt to sequence the same period the
counter, CNT, is incremented. This count is then raised to
the sixth power to determine the number of transition
variables, in addition to those already described, that will
be specified binary.

Transitions out of the null state in period I+1 are also
required to be binary. This assures that once period I is
sequenced, there will be continuity between the ending state
of each machine in period I and the initial states of the

machines in period I+1.
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Several mechanisms are employed to assist the formulation
in completing the production sequence in a given period. The
first is the addition of binary variables, §,,. Their purpose
is to show whether there will be production of paper j on
machine m in period t. The delta variables work with an

additional constraint set, (4-1), in two ways.

(4-1)

N =
E Vijne = Qjme = 0 LS
i=0 t

isj
First, if there is a transition to paper j these constraints
require that the sum of all transition variables describing
entrances to state j will equal one. This is an important
property because it forces the formulation to recognize, in
some sense, one complete setup. Second, the constraints
require that transition variables for papers that will not be
produced are set to zero.

Solving this formulation with the binary requirements of
the V;, variables relaxed frequently produces a valid
production sequence, however, this 1is not guaranteed.
Incomplete sequences can occur when the transition variables
are allowed to take fractional values. This results in
solutions that suggest several simultaneous partial

transitions to the next paper scheduled on a machine. Figures
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4-2 and 4-3 give examples of solutions with and without

complete sequences for a single period on one machine.

© © ® O ©® ©

V=1
Figure 4-2: Solution With a Valid Sequence

Figure 4-2 is a complete production sequence, with a
clear ordering of the papers, beginning in the null state and
then entering state 2, proceeding to paper 3, then paper 1 and
finally returning to the null state. In the example where the

transition variables are allowed to take fractional values,
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Figure 4-3, it is not possible to establish the production

sequence.

Viu=0.2

®& @O @ O @& @

L gt 4

V0.8

Figure 4-3: Solution With an Invalid Sequence

When transition variables do take fractional values the
formulation must be constrained further by stipulating that
the variables describing the transitions to the null state are
binary. However, there is an additional practical
consideration that further limits the number of transition
variables that take fractional values.

As first pointed out in Chapter 3, the transition to
different types of papers can be costly and may introduce
difficulties in achieving consistent quality. For this and
other managerial reasons, many production planners would

prefer to produce at least a minimum number of reels, g, once
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production begins. This operating priority is carried out

with a set of constraints of the form:

Qume i
E Ximgt ~ Gine + GViome 2 0 m
= t

o
BRR
SIS

R
w
1
-
o

In this research the minimum number of reels of
production for each setup was set at four. This addition to
the formulation plays an important role in the performance of
the heuristic for several reasons. First, the minimum
production size limits the number of papers produced on a
machine in a period to three or four. Second, higher

production volumes in constraint set (3-6)

N Qi
H E Viime = Eijvc 20
1=0 g1

will encourage each of the transition variables associated
with paper types that are produced to take larger values.
Once the values of the Vy, variables are large enough, the

Tucker constraints, equation (3-11), become binding.

RIS |
el
dipe = djpe + (N¥1) Vo, < N (3-11)
Bt oM
25 e T

- AR A
e

Finally, and most important, constraint set (3-15) allows
the enumeration process to rule out sequences with small

production quantities. In some cases this can assist the
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fathoming of the branch-and-bound tree considerably with a
minimal impact on solution quality.

It is useful to note that the minimum required production
quantity, constraint set (3-15), provides enough structure to
make it practical to require that the variables describing the
decision to produce a paper on a machine in a period, &, are
binary for the period with the incomplete sequence. However,
this requirement and the added constraints are not sufficient
to guarantee that the production sequence will be complete
through the current period. For this reason, it is necessary
to restrict further the values of the transition variables,
Vim, in the incomplete period.

The most confining restriction is a requirement that
transition variables whose solution values were equal to one
in the prior iteration and are part of a complete sequence are
set at one for all subsequent iterations, fixing established
production sequences. An exception is made for variables
describing transitions to the null state. These transitions
are kept binary until the sequencing is complete on all
machines for the current period, providing the heuristic with
additional opportunities to schedule different papers on a
machine by assuring an endpoint for each production sequence
in the first incomplete period.

The next restriction stipulates that all transitions from
the endpoints of the production sequence on each machine are

binary, forcing a complete transition to the next paper or the
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null state, should the solution procedure chose to do so.
Three other sets of transition variables are also restricted
to binary status. These are the required transition to the
null state in the current period and the transitions from and
to the null state in the subsequent period. These are
important because they require continuity between periods and
they constitute class 1 specially ordered sets (Beale &
Tomlin, 1969) whose structure is exploited.

Allowing some transition variables to take real values
can generate solutions with sub-tours. Sub-touring, shown in
Figure 4-4, occurs when complete transition sequences can be

devised that do not pass through the null state.

b sl Vi=0.4

Vy=1.0

Figure 4-4: Sequence With Sub-Touring

Sub-touring is prevented by increasing the number of
transition variables (besides the specially ordered sets and
the required transition from the endpoints) required to take
binary values on each successive attempt to sequence a period.
For instance, the first time there is an attempt to sequence
period one, no variables beyond the previously mentioned sets

would be set binary. On subsequent attempts to sequence
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period one, the number of transition variables specified as
binary would be increased rapidly. This approach allows the
procedure to establish the production sequence and then assure
that no sub-touring has taken place. Once the sequencing,
without sub-touring, is complete for the first period, the
sequencing procedure can begin for the second and the

production quantities can be set for the first.

SPECIFYING PRODUCTION QUANTITIES

As mentioned earlier, determination of the production
quantities is straightforward. The approach is to establish
an integer set of possible production quantities around the
truncated X, values found during the sequencing step of the
heuristic. For this research the set of integers had a range
spanning from two below to three above the truncated Xg,
values.

Two sets of variables are given ranges. The first set
consists of any production variables for papers scheduled to
be produced in the period immediately preceding the period
currently being sequenced. The ranges of production
quantities provide additional flexibility for the sequencing
procedure while assuring that the integrality requirements
will be met in the earlier period. Production quantities are
fixed at their integer values for periods more than one

period before the one undergoing sequencing.
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In most situations the procedure just described would be
sufficient to guarantee production in integer quantities.
However, if more than one period happens to be sequenced in an
iteration it would be possible to have fractional production
variables in more than just the prior period. Therefore,
ranges are also applied to any of the production variables in
periods more than one period before the current period that
take fractional values.

In situations where the total demand level is low and the
bulk of the demand is required late in the horizon, the
heuristic is faced with a host of identical solutions (from a
cost perspective). Most production schedulers would prefer to
keep the machines operating in the short term in hopes that
additional work would come available later. This priority is
implemented by attaching a small profit (when compared to the
transition costs) to the slack variables, where that profit
increases in the 1later planning periods. This incentive
motivates the formulation to minimize slack in the earlier
periods.

At modest levels of utilization the heuristic, as just
described, solves most of the scheduling problems
expeditiously. However in situations where there is the
possibility of substantial slack early in the horizon or lost
sales late in the horizon, an additional concession can be
made to limit the number of alternative solutions and increase

the performance of the heuristic procedure.
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Large numbers of essentially equivalent solutions are
generated because each lost sale has the same cost despite
type or timing. As a practical matter, there is no indication
that the decision to reject a sale occurs at the plant level.
In situations where it is likely that a plant will be unable
to meet all of its scheduled demand, steps are taken to reduce
the demand level or change its timing. For this research,
lost sales are an important part of the planning criteria and
a mechanism that introduces minor differences in those costs
can improve the solution procedure. In this case, an
additional charge is attached to the cost of a lost sale,
where the cost varies as a function of the paper type and time
period. This provides the branch-and-bound procedure an
additional mechanism to differentiate nodes for fathoming.

Although these enhancements were developed to increase
the solution speed of the heuristic, they also assure that
work is completed as soon as possible, making it obvious when
the machines will be out of work. There might be situations
where it would be useful to reverse the incentive structure,
forcing slack time to the beginning of the planning horizon.
Solutions generated this way would provide a conservative
estimate of the earliest time that capacity can be made

available for unscheduled orders.

SUMMARY AND CONCLUSIONS
Chapter 4 has described a practical heuristic solution

procedure for obtaining good solutions to the formulation
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presented in Chapter 3. The two part procedure seeks to
determine a production sequence, the order of production of
paper on each machine, by adding new papers to an existing
production sequence one period at a time.

After the production sequence is established in a period,
the second step of the heuristic specifies the number of reels
of paper to produce in the periods up to and including the
period sequenced most recently.

Although this procedure will produce a production
schedule, it is not an optimizing procedure; consequently, the
quality of those schedules cannot be guaranteed. The next
chapter describes the procedure used to benchmark the

performance of this heuristic procedure.






CHAPTER 5: MODEL CALIBRATION AND BENCHMARK PROCEDURE

As mentioned earlier, the production scheduling of stock
that will be cut has applicability in a broad spectrum of
manufacturing environments. While limiting the discussion to
the paper industry diminishes that spectrum considerably,
there are many different market and manufacturing environments
in the paper industry alone. Within the paper industry the
simplest manufacturing, from a production scheduling
perspective, is the production of large volumes of essentially
the same product, such as newsprint. Production is
standardized, not only in terms of the type of paper produced
but also with respect to the widths. This type of application
requires machine widths of up to 300 inches, the largest
machines in the industry. At the other end of the spectrum
are plants that produce a wide assortment of colors and
textures as in the production of construction paper. Plant
operations in these facilities are more consistent with batch
or semi-batch procedures where the machines are stopped
between production runs so that they can be thoroughly
cleaned before the production of the next paper begins.

A market that is experiencing considerable growth is
specialty papers, such as facsimile, most types of writing or
computer papers (uncoated freesheet), and the backings for
pull away stickers (release paper). Plants that produce for
these markets typically have smaller machines producing

several different types of paper, and each paper can be
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produced in several grades and/or basis weights. The problems
used for testing the performance of the heuristic were
generated based on manufacturing and marketing situations
consistent with this type of production. The information used
to specify distribution functions for the parameters of the
test problems was obtained through interviews with individuals

in the paper industry.

PROBLEM GENERATION

Problem generation begins by entering parameters that
characterize the size of the problem. These are the number of
periods (T), the number of machines (M), the number of
distinct papers (N), and the level of expected demand. Based
on this general description of the problem size, a complete
manufacturing scenario is generated wusing probability
distributions described below.

Generation of the cutting patterns for each machine
depends on the capabilities of the machines, primarily the
width, as well as the widths of paper required. For the
specialty papers on which this research is based, the machines
are toward the narrow end of the spectrum, 100 to 140 inches
in width. Further, there is considerable diversity in the
paper widths demanded; at a representative mill, the narrowest
width demanded is 20 inches while the largest of the common
widths is nearly 80 inches. Machine widths and paper widths
are uniformly distributed between the largest and smallest

width, and rounded to the nearest inch.
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Cutting patterns and the associated cutting charges are
generated by enumerating all possible patterns. While this is
tedious, it is only necessary to do it once. For the purposes
of the simulation all rolls in an order are for the same type
and width of paper. Each kind of paper could be demanded in
a maximum of four different widths over the planning horizon.

To limit the number of possible patterns to those that
are most likely to be useful, only dominant patterns (defined
in Chapter 1) are considered. Although this assumption will
tend to cause over-production, the amount is small when
compared to the total production volume, and in actual
practice the cost of storing or disposing of excess production
is quite small.

Simulated demand, measured in rolls of paper of a given
width and type, is generated for each day of the planning
horizon. The number of rolls demanded depends on two
parameters, the largest number of orders expected in a day,
and the maximum number of rolls required per order. All
parameters are drawn from the appropriate uniform
distributions.

Transition times and costs for each machine vary
considerably depending on the degree of difference between the
types of paper. Changing between basis weights is relatively
easy and requires only a few minutes, while transitions
between papers of different colors may require stopping the

machine and completely rinsing it clear, a procedure that can
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take several hours. This research assumes that several
similar kinds of paper are produced, each in an assortment of
basis weights. Based on similarities in the paper types,
anticipated transition times are assumed to be uniformly
distributed between 0.1 and 2.0 hours. The expected time
required to produce a reel of paper is drawn from a uniform
distribution over 0.5 to 1.0 hours. Similarly, the transition
costs are uniformly distributed between $40 and $800. The
production cost has three components, energy, fiber and labor.
Trim waste and the recycling costs are adjusted to reflect the
value of the fiber that can be recovered. Fiber represents
one half the total cost, while labor and energy cost each
represent one quarter (D. Rish, personal communication, August
10, 1993). Finally, the cost of a lost sale was set at a

large arbitrary number.

BENCHMARK PROCEDURE

This research is based on operating conditions at two
mills that produce a fairly wide assortment of specialty
papers that are sold in bulk form and then used as a raw
material in subsequent manufacturing operations. This type of
paper mill may have three paper-making machines and will try
to establish a production plan for the next two to four weeks.
on this horizon, the production planner may have to schedule
five distinct kinds of paper with five to seven different
basis weights. Each type, paper kind and basis weight

combination, can have as many as four different widths. Table
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5-1 shows the dimension of a small formulation describing a

production scheduling decision at the example mill.

Table 5-1: Representative Problem Size

Problem Parameter

Planning horizon 14 days
Number of product types 10
Number of machines 3
Maximum number of widths per product type 4

Variable Type

Cutting patterns, Xpq 3206
Transition, Vi, 4620°
Rolls of paper, Ry 434
Inventory, Iy 465
Lost sales, Z, 434
Slack, Sy 42
Sub-tour restriction, d, 504
Total number of variables 9705

* Integer or binary

Besides the 9705 variables described in Table 5-1, this
formulation would have 6832 constraints. Although, by modern
standards, a problem of this dimension might be characterized
as a medium-sized linear program, the large number of integer
and binary variables precludes any opportunity of obtaining an
optimal solution within an acceptable amount of time.
Therefore, much of this research effort has focused on finding
an effective heuristic solution procedure.

The most appropriate mechanism for conclusively
establishing the effectiveness of a heuristic procedure would

be to compare the quality of the solution obtained using the
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heuristic to the optimal solution. However, the computational
cost of obtaining optimal solutions for relatively small
problems can be prohibitive. Various methods were considered,
most notably Lagrangean Relaxation (Fisher, 1981), to overcome
the intractable nature of solving the formulation to
optimality. Failure to find a relaxation that produced
subproblems with an exploitable structure dictated the use of
a more direct means to demonstrate the effectiveness of the
heuristic procedure. This procedure entailed using branch-
and-bound (Land and Doig, 1960) to solve the optimal
formulation whose objective function is given by equation (3-
1) . The solution obtained from the heuristic was employed to
assist the pruning of the enumeration tree. The performance
of the branch-and-bound procedure was further enhanced by
using specially ordered sets and a specified branching order.

Additional binary variables, §,,, whose purpose and usage
are the same as in equation set (4-1), will not compromise the
integrity of the formulation and offer opportunities to
improve the fathoming of the enumeration tree. Branching on
these variables first usually decreases the time required to
find an optimal solution. In a sense, addressing these
variables early in the fathoming process is analogous to a
manager first deciding whether to produce, and then later
deciding how much to produce. As mentioned in the description
of the heuristic in Chapter 4, the entrances and exits to and

from the null state constitute a specially ordered set whose
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exploitation further improves the performance of the branch-
and-bound procedure. It is interesting to note that the
variables describing the switch to any given paper on each
machine in each period are ordered sets also. However,
empirical trials showed that only the sets describing the
entrances and exits to and from the null state offered any
significant change in computation effort.

The objective of the benchmark procedure is to provide a
measure of the suboptimality of the solution obtained with the
heuristic. The best method is to use the objective value
obtained from the heuristic solution as an upper bound during
the fathoming of an enumeration tree for the optimal
formulation. If the enumeration tree is completely fathomed,
the solution obtained using the heuristic is shown to be
optimal; if the heuristic is suboptimal, then the actual
optimal solution will be uncovered.

The computation effort required to fathom the enumeration
tree using the heuristic’s objective value made this approach
impractical for most of the problems. The number of binary
and integer variables, as well as the availability of
alternate optima, generates enumeration trees that require
considerable amounts of memory and exorbitant amounts of
computer time to solve. Problems that have more than one
optimal solution could require the algorithm to consider a
large proportion of the enumeration tree. Further, if the

alternative optima were from disparate parts of the tree, the
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algorithm would have to consider more of the tree
simultaneously. This may be the case when there is a capacity
limitation in the last part of the planning horizon and the
procedure is indifferent to which period the sale is lost in.

Given that the purpose of the benchmark procedure is to
estimate the error associated with the heuristic solution, it
is possible to use a series of proposed incumbents to
establish a bound on the optimal solution. For the purposes
of this discussion an incumbent is a bound on the actual
objective used to dissect the search space and increase the
chances that the pruning procedure will fathom the entire tree
or encounter a feasible solution.

A binary search procedure was applied in which the first
incumbent was a value halfway between the objective obtained
from the relaxed formulation and the objective obtained from
the heuristic. If the enumeration tree was completely
fathomed without encountering a feasible solution, a lower
bound was established on the optimal solution and another
incumbent was generated halfway between this bound and the
upper limit. The initial upper limit was the objective value
of the heuristic. Upper limits were updated if one of two
circumstances occurred: a better feasible solution was
encountered, or an incumbent value was too large to prevent
the enumeration tree from outgrowing the computer’s
capabilities. This binary search procedure continued until an

incumbent was proven optimal, or the value of the largest
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incumbent capable of fathoming the entire tree was
established. From this incumbent, a maximum error was

calculated for the objective found using the heuristic.






CHAPTER 6: COMPUTATIONAL RESULTS
The objectives of the research were to develop a solution
procedure for problems of a practical size and demonstrate the
quality of those solutions. For this purpose three classes of
problems, Validation, Independent and Scale, were developed

and solved.

INTRODUCTION

Each of the problem classes had a distinct function in
proving the effectiveness of the heuristic procedure. The
primary use of the Validation problems was to develop and
validate the heuristic, while the Independent problems
provided an unbiased evaluation of the  heuristic’s
performance. Scale problems were designed to give some
insight into how the computation cost would grow as the length
of the planning horizon increases, and to show that the
heuristic could be used to solve problems of a practical size.

The Validation and Independent problems each have three
different sizes, (T), (M) and (P), with (T) the smallest. For
each size there are three different utilization levels, 1low,
medium and high. Each Scale problem has three machines, four
products and is specified at the low utilization level making
it possible to consider a broader range of values when
evaluating the effect of increasing the length of the planning
horizon on computation costs.

The next three sections provide descriptions of the
Validation, Independent and Scale problems along with their
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accompanying results. Three tables illustrate these
descriptions. The fifth section of the chapter describes
several procedures that could reduce the problem size and/or
the computation effort. The chapter concludes with a summary

of the important results.

VALIDATION PROBLEMS

The first class of problems, shown in Tables 6-V-1
through 6-V-3, was used to develop and validate the heuristic
solution procedure. Parameters for this set of problems were
selected to ease the coding and validation procedure and
provide insights into how the heuristic would perform in
diverse situations, such as large machine widths with small
paper widths, which induces a large number of possible cutting
patterns and substantial diversity in the manufacturing
environment.
Description of the Tables

Three sets of three tables, nine in all, describe the
problem sets. The first table in each set provides
information about the size of the problems. The first five
columns contain the name of the problem, the number of periods
(T), the number of distinct types of paper (N), and the number
of machines (M). Demand, the sixth column, is specified at
three levels.

The best description of the problem size is found in the

last two columns of the first table of each set, the number of
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variables and columns necessary to describe the optimal
formulation presented in Chapter 3.

Demand levels for the Validation problems are somewhat
arbitrary, with the average demand per day for the medium case
twice as large as for the low, and for the high demand case
three times as large as for the low. Demand patterns for the
validation problems were generated with limited regard for the
machine widths. Although it is assured that there is a
machine with sufficient width to produce the paper, it is
possible to have lost sales in a wide paper while a narrow
machine is idle.

All paper widths generated for the Independent and Scale
problems are less than the widths of the narrowest machines.
This requirement is consistent with the situation at the
example mill and produces much more realistic production
schedules, where, in actual practice, large mismatches between
the market demands and the production environment would be
addressed higher in the production planning hierarchy, before
the paper mill is committed to delivering the order.

The Independent problems were generated for three
different demand levels, where the low level of demand is
designed to operate the machines at 50 percent of capacity,
the medium demand level to operate at 70 percent of capacity,
and the high level case to operate at 90 percent of capacity.
Estimated utilization was the ratio of the expected number of

reels demanded to the expected shop capacity (in reels per
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day) . Calculation of the expected shop capacity is
straightforward, and is the product of the expected machine
capacity (reels per hour), the length of the production day
(twenty-four hours), the number of machines and the number of
days in the planning horizon. Expected demand is the product
of the expected number of orders per day, the expected number
of rolls per order, the number of days in the planning horizon
and the inverse of the estimated number of rolls per reel of
paper. The rolls per reel factor is estimated as the ratio
of the expected machine width (averaged across machines) to
the average expected paper width (averaged across paper
types) .

Determining meaningful bounds for solutions obtained
using a heuristic is always difficult in this type of
research. The second table for each data set provides two
comparison measures for the objective obtained using the
heuristic. The first is a "Best Incumbent" category where the
best feasible solution that is obtained either with the
heuristic or optimizing procedure is recorded. The second
category used to interpret the quality of the heuristic
solution is the "Best Bound" column. This value represents
the best bound, without regard to feasibility, achieved
through the binary search procedure described in Chapter 5.

There are some important observations to be made about
the use of these tables. First, for the purposes of this

discussion, "incumbent" will refer to any feasible solution as
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good as or better than the solution obtained using the
heuristic procedure. If the solution obtained using the
heuristic procedure is proven to be optimal, the values in all
three columns of the second tables will be identical, and the
value in the "Maximum Error" column will be zero. In
situations where a feasible solution is better than the
solution obtained using the heuristic and proven to be
optimal, then values in the "Best Incumbent" and "Best Bound"
columns will be identical and the maximum error will be
calculated based on the value of the incumbent value. In
situations where it is not possible to prove that either the
incumbent or the heuristic solution value is optimal, the
maximum error is calculated using the best bound.

Tables 6-V-3, 6-I-3 and 6-S-3 contain the objective
values of each problem solved with the integrality
restrictions relaxed, and the solution time required to solve
the heuristic using an Intel 486/66 microprocessor. Solutions
for the mixed integer programs in both the optimizing and
heuristic procedures were solved using version 2.1 of the
CPLEX Mixed Integer Optimizer (CPLEX Optimization Inc., 1993).
The objective value quoted in the "Linear Relaxation
Objective" is obtained by solving the formulation with all of
the integrality requirements relaxed in the optimal

formulation.
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Table 6-V-1: Problem Characteristics Report
Validation Problems

Problem
Name T N M Demand Variables Constraints
T-A-1 2 2 low 119 76
T-A-2 2 2 2 medium 104 72
T-A-3 2 2 2 high 83 68
M-A-2 3 3 3 low 345 261
M-A-2 3 3 3 medium 362 273
M-A-3 3 3 3 high 286 249
P-A-1 5 4 3 low 705 590
P-A-2 5 4 3 medium 655 590
P-A-3 5 4 3 high 782 610

Table 6-V-2: Performance Summary
Validation Problems

Problem Best Best Heuristic Maximum
Name Incumbent Bound Objective Error (%)
T-A-1 40,826.1 40,826.1 40,826.1 0.00
T-A-2 33,899.1 33,899.8 34,120.9 0.65
T-A-3 40,647.2 40,647.2 40,674.2 0.07
M-A-1 none 171,245.2 171,597.6 0.21
M-A-2 953,024.9 950,080.1 953,401.8 0.35
M-A-3 727,453.2 727,453.2 728,265.3 0.11
P-A-1 501,052.4 501,052.4 501,052.4 0.00
P-A-2 531,733.0 531,733.0 532,423.2 0.13
P-A-3 none 1,637,565.0 1,645,936.0 0.51

Tables 6-V-2 and 6-V-3 show that both the heuristic and
the optimizing procedure performed well on this type of
problem. In addition, the solution speed for the heuristic is
very good. Although these problems were not intended to give
insights into the relationship between the problem size and
the computation effort, the information in Tables 6-V-1 and 6-

V-3 make it appear that computation effort is increasing in
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nearly the same proportion as the problem size. It should be
pointed out that the heuristic reads and writes several files,
and a substantial portion of the time used to solve the
problem is spent in these activities. The question of the
relationship between computation effort and problem size will

be addressed in the section dealing with the Scale problems.

Table 6-V-3: Problem Solution Report

Validation Problems

Linear Heuristic
Problem Relaxation Best Bound Solution
Name Objective Using CPLEX Objective Time
T-A-1 40,826.1 40,826.1 40,826.1 ok
T-A-2 34,120.9 33,899.8 34,120.9 al
T-A-3 40,674.2 40,647.2 40,674.2 < 1
M-A-1 171,597.6 171,245.2 171,597.6 2
M-A-2 953,401.8 950,080.1 953,401.8 3
M-A-3 728,265.3 727,453.2 728,265.3 3
P-A-1 501,052.4 501,052.4 501,052.4 6
P-A-2 532,423.2 531,733.0 532,423.2 5
P-A-3 1,645,936.0 1,637,565.1 1,645,936.0 21

It should be noted that problems where the benchmark
procedure demonstrated that it was not possible to obtain a
schedule without lost sales were discarded. This procedure is
consistent with current practices. The authority to reject a
sale is not held at the plant level and when a situation does
arise where it is obvious that the plant will not meet the
demand requirements, arrangements are made to lessen the
demand or reschedule it. The interesting question of
determining which order to reject or reschedule is left for

further research.
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INDEPENDENT PROBLEMS

The second set of problems, whose characteristics are
shown in Tables 6-I-1 through 6-I-3, demonstrate the
performance of the heuristic with an independent set of
problems. The number of machines in this class was kept at
three, a number quite common in practice. The parameters for
these probl<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>