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ABSTRACT
RESIDUAL STRESS FACTORS IN TORSIONAL FAILURE MODES
INDUCTION—HARDENEgFSTEEL AXLE SHAFTS
BY

Stephen Adam Zayac

A quantitative relation between surface residual stress and
ultimate torsional strain of induction-hardened SAE 1038 steel axle
shafts has been established experimentally. Shafts which met the
same heat treatment specifications and had comparable ultimate
torsional strengths exhibited a wide variation in shear strain at
failure. Two distinct failure modes were observed: a brittle mode,
controlled by a maximum shear strain criterion; and a ductile mode,
controlled by void coalescence. No correlation was found between the
bulk properties and the ultimate torsional strain.

Residual stress measurements, obtained using a dual diffractometer
technique prior to torsional testing, revealed that large local grad-
ients exist in the surface residual stress distribution. Nevertheless,
a mean residual stress level could be associated with each axle shaft.
This mean residual stress level, determined by an average of eight
equispaced measurements on a transverse cross section, was constant
along the shaft except at the flange,'where heat treatment conditions
vary, and at the spline, where the material was severely cold worked.
Comparison of these mean residual stress measurements revealed that the
angle-of-twist at failure increased as the compressive residual stress

level increased, and that the failure mode was a function of this






residual stress level. Analysis demonstrated that this mean residual
stress level, and consequently, the angle-of-twist at failure, can be

controlled by process selection and quench conditiomns.
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NOMENCLATURE

upper critical temperature for
non-equilibrium heating

AC for heating rates of 100, 500 and
3
1000 °F/sec

lower critical temperature for equilibrium
magnetic transition (Curie) temperature

upper critical temperature for equilibrium

magnetic field vector

ideal critical diameter

Young's modulus

slope of linear region of torque-twist
curve ~ shear modulus

electrical current

material toughness

critical value of material toughness
in torsion

stress constant

electrical resistance

Rockwell "C" hardness

R measured on flange

RZ measured 0.050 and 0.150 inch
below surface

torsional ultimate strength
torsional yield point

torsional yield strength
coefficient of variation
ductile-brittle residual stress level
ductile limit--107% of transition
brittle 1limit--907% of transition
flaw size

inherent flaw size
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nominal strain

components of strain in x, y, z,¥ <’ wz

directions

diffraction angle

diffraction angle for equilibrium spacing
diffraction angle for grains oriented
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angle-of-twist-at-failure

wavelength

magnetic permeability

Poisson's ratio

a constant--3.1416 . . .

nominal stress, electrical conductivity
stress required for stable crack growth
maximum interatomic stress

perfect plastic fracture stress
components of stress in x, y, 2z, directions

unflawed yield strength

mean compressive residual stress level
nominal shear stress

angular displacement of oblique detector
from normal

surface energy

plastic component of w

elastic component of w
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I. INTRODUCTION

"In our description of nature the purpose is not
to disclose the real essence of the phenomena
but only to track down, so far as it is possible,
relations between the manifold aspects of our
experience.'

Niels Bohr

"Atomic Theory and Description

of Nature'" (1934)

Relations between the conditions under which a component fails
and its properties are a major aspect of materials science. A good
engineering design must specify not only a material which will with-
stand the required design loads, but also must consider the material
response if stressed to failure.

A major cause of failure in components is the presence of unan-
ticipated residual stress. Such stresses may result from design flaw,
inappropriate processing, or poor material selection. More insidious
sources are variations inherent within the manufacturing process and
material specification. The effect of these process variables on the
residual stress state must be examined critically. Unfortunately, the
effect of the various mechanical, chemical and thermal manufacturing
processes on the residual stress state is not understood quantitatively
for most materials and manufacturing processes.

Residual stresses produced during the manufacturing process may be
either tensile or compressive. Newton's Law of equilibrium for a free
body under no external load, however, requires that the sum of these
internal stresses be zero. This fundamental principle requires that

the residual stresses generated cannot be uniform, but does not stipu-

late what distribution will result. This inhomogeneity necessitates






a quantitative analysis of the residual stress distribution if its
importance in failure is to be established, and suggests that a single
measurement may be insufficient.

From the Greco-Roman periodl to contemporary times 2, cold working
on forgings, bronze swords to alloy pinions, has improved component
durability and ability to withstand impact. Myriad examples of fatigue
life improvement exist with perhaps the World War II National Defense
Research Committee Report (NA-115) being the most extensive early
investigation. This report attributes fatigue life improvements of up
to 700,000% to compressive residual stresses on the surface. Unfortu-
nately, this report contains no residual stress measurements. Further-
more, no quantitative analysis is currently available which successfully
correlates residual stress variations and fracture resistance.

Industrial applications and theoretical analyses, conducted by
Almen at the General Motors Research Laboratories 3 show that the
maximum beneficial effect is obtained with components whose surfaces
bear the maximum stress. In torsion, for example, the stress, zero at
the neutral axis, increases linearly to a maximum at the surface for
circular shafts elastically loaded. Horger and Maulbetsh 4 report that
cold-rolled railroad axles exhibit doubled fatigue life and attribute
the increase to the presence of compressive residual stresses on the
surface. Similarly, Osborn > and Shklyarov 6 credit compressive
residual surface stresses induced by induction heat treatment with
doubling the fatigue life of the case-hardened rear axle shafts over
that of alloy shafts which possessed equivalent maximum yield strengths.

Unfortunately, a quantitative evaluation of the role residual stress

plays in torsional failure is not available.



In this study we analyzed the proposition that for a given set of
similarly processed, induction-hardened axle shafts, the residual
stress variation is significant and is critical in defining the con-
ditions of torsional overload failure. Measurements were made on
commercially available automotive rear axle shafts. Residual stress
measurements, prior to testing, were compared with the results of the
standard torsion test, metallurgical and failure analysis. This choice
of subject exploits the inherent symmetry and geometric simplicity of
the component, the surface hardened layer, and the applied loading to
reduce the complexity of the stress analysis. Furthermore, since the
vase majority of rear axle shafts manufactured since World War II have
been surface hardened by induction heat treatment 5, any potential cost
savings or reliability improvement is important commercially. In the
1978 automotive model year, production of induction-hardened rear axle
shafts, sold in the United States market, totals thirty million units

7
with an estimated value of approximately one half billion dollars






II. BACKGROUND

2.1 Induction Heat Treatment

2.1.1 Heat Treatment Effects

The primary effect of induction heat treatment, which must be
isolated if the residual stress effects are to be understood, is the
production of a case-hardened surface layer. Properly processed, this
exterior case consists almost entirely (> 99%) of martensite. The
extent of the case is indicated by the distance from the surface to
the reference depth, § , where the structure is 50% martensite. For
quantitative analysis, this 50% martensitic structure is measured by a
Rockwell "C" hardness reading of 45. The importance of this hardened
case, other than providing wear resistant bearing surfaces, is a
dramatic increase in the yield strength of the case material.

The effect of this increased yield strength is to provide load-
bearing capabilities comparable with more expensive materials. Under
torsional load, the surface experiences the maximum stress. The
results of stress analysis for a circular shaft 8, illustrated in
Figure 1, reveal that the stress is not constant on a cross-section but
decreases linearly to zero on the central axis. Consequently, choosing
a material whose yield strength matches the maximum elastic design
stress is not necessary. It is sufficient that the yield strength of
the material chosen exceed the stress level at every point on the
cross—-section.

Induction hardening provides the most flexibility in selecting a
yield strength distribution. Regulation of process parameters deter-
mines whether yielding occurs initially at the surface, Figure la, or

in the transition zone at the case-core interface, Figure 1b. The



Figure 1.
a.

A
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Torsional Stress vs Yield Strength

Curve ABC represents shear yield strength distribution
for a deep hardened shaft. Curve AD represents the
maximum stress distribution for which the shaft responds
elastically. Yielding initiates at the surface (A).

Curve A'B'C' represents shear yield strength distribution
for a shallow hardened shaft. Curve E'D' represents the
maximum stress distribution for which the shaft responds
elastically. Yielding initiates at the core (B').







shaft's response beyond initial yielding has been analyzed by Olszak9 for

10,11 to determine

various yield strength distributions and by Klosowicz
the optimum yield strength distribution. Their analyses, however,
terminate with the shaft fully plastic and consider only stress and
strain-rate relations. Behavior at failure is not considered; although,
the important variables of the analyses, yield strength, case depth,

and plastic rigidity, must be considered if the importance of residual

stress at failure is to be determined.

2.1.2 Process Parameters

Induction heat treatment of hardenable steels provides flexibility
in obtaining optimum hardness and yield strength distributions. Heating
is direct and selective throughout a cross-section rather than dependent
on thermal transfer and diffusion mechanisms at the surface. With
induction, heating results from the power dissipation of electrical
currents induced to flow in the workpiece (12R losses). These currents,

limited by the magnetic diffusion equation,
1 22 0B
uov i_dt’ 1)

diminish exponentially with distance below the surface. The exponential

constant or reference depth, § , where

s = 3160(uof) /2, (2)
defines the region within which 85% of the heating occurs.
Extensive research has been done to characterize the temperature
. . . . . 12,13,14 . .
distribution for various geometries . Figure 2 displays the

temperature distribution which should result if the optimum heating

rates as suggested by the ASM Metals Handbook 15, are employed in
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Figure 2.
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Temperature after Induction Heat Treat

Temperature distribution for axle shaft with circular
cross section as calculated using Kasper's equation (15),
a 1700°F surface temperature and setup data recommended
by ASM(14).

The martensitic grain size is determined by the maximum
temperature reached during this process. The correspon-
dence between temperature and grain size was measured by
Wuerfel (21).



Kasper's calculations 14 for a circular shaft with a 1.2 inch 0.D. and
which reaches a maximum surface temperature of 1700°F. This prediction
compares favorably with the experimental measurements of Ishii et al 16.
This controlled temperature profile enhances the steel's hardenability
and increases the maximum hardness obtainable 1 because minimal heat is
retained within the core to temper the surface throughout the quench
cycle.

Induction heating, normally at rates between 100 and 1000°F per
second, supresses the diffusion controlled transformations Ae3 and Ael.
This results in higher solution temperatures than are common with
furnace heat treatments. Figure 3 illustrates the increase which
Feurstein and Smith 18 measured in the Ae upper critical temperature
for heating rates of 100, 500, and lOOO°F3per second. The Ae3 transi-
tion temperature increases to AC3', AC3" and AC3"' respectively for
these normalized 0.387 carbon steel forgings. Material preparations
that alter a steels electrical conductivity or magnetic susceptibility
also yield different solution temperatures 18. These higher solution
temperatures, however, do not result in grain coarsening. The high
energy input during induction heating, as opposed to the interface
regulated thermal diffusion of isothermal heat treatments, requires
only 0.5 to 1.0 seconds at solution temperatures to uniformly disperse
the dissolved carbon 20 and thus produces a structure with fine grain
size 21

The best steels for induction hardening contain between 0.35 and
0.407% carbon and enough manganese to hardgn to the required depth 22.

Lower carbon content produces a less saturated martensite which restricts

the maximum surface hardness 23, and consequently, the maximum yield
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Figure 3. Austenitic Region of the '"Iron-Carbon" Phase Diagram

Austenitic region of the iron-carbon phase diagram 19
modified to illustrate the effect of rapid heating on

the upper critical temperature. The Ae3 equilibrium
transition temperature increases to AC3' (A) for a
heating rate of 100°F/sec, to Ac3" (B) for 500°F/sec,
and to Ac3"' (C) for 1000°F/sec, for the 0.38% carbon
steel indicated 18.
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strength obtainable 24. Higher carbon content results in lower strength
because the resulting structures contain retained austenite 22. Higher
carbon may be required for large cross-section parts, however, if
additional hardenability is required. The optimum tempering cycle, a
trade-off between retaining high strength and reducing quench embrittle-
ment, which typifies the extreme heating and cooling rates of most
induction heating processes, requires one hour at temperatures between

300 and 350°F 22,

2.1.3 Process Description

Two separate induction processes produce similar results--pro-
gressive and single-shot hardening. With progressive hardening equip-
ment, the axle rotates constantly and moves through a circular, water-
cooled copper coil, called an inductor, which establishes the heating
magnetic field. The hot zone, once established, moves along the length
of the shaft. A spray quench follows and progressively hardens the
workpiece. This system, alternately referred to as scan hardening,
provides considerable flexibility in hardening shafts of various lengths
without complicated tooling changes. A schematic representation of
this process is shown in Figure 4.

With single-shot hardening equipment, the axle rotates constantly,
heats and quenches in position. Two hot zones, induced by a focused
magnetic field of a laminated, water cooled copper tube (the inductor),
positioned along the length of the shaft, pass around the axle as it is
rotated. Once the shaft reaches the austenitizing temperature, heating
ceases and quenching, accomplished by preésurized spray along the entire

length of the shaft, hardens the entire shaft simultaneously. Single-shot
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Direction of Travel
392°F

752°F \

1472°F
+— Workpiece

Quench '-—----9?\\\\\ ,/////

Impingement Angle 30°
Pressure 30 psi 4
Temperature 70-95°F

Inductor

4+——— Workpiece

Figure 4. Progressive Hardening Process

Isotherms after Ishii, Iwamato, Shiriawa and Sakamoto 16.
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hardening reduces induction heating times by up to 807 and allows rapid
subsequent induction tempering. Tooling costs and change-over time,
however, limit application to product lines which require minimal
flexibility. A schematic representation of the single-shot process is

provided in Figure 5.
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: FerFomagnetlc
Inductor ————— Laminations

Water Cooled
Copper Tube

Workpiece \\\\____/////,

Rotation

Quench: Water
Pressure 30 psi
Temperature 70-95°F

{/’.\cr 3 q 2 \ & /////

Figure 5. Single-Shot Process

Density of lines on upper drawing is
proportional to the heating rate.
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2.2 Residual Stress

2.2.1 Origins of Residual Stress

A primary source of failure of components is the presence of
unanticipated residual stress. Residual stress develops in induction
hardened axle shafts as the result of rapid metallurgical changes in
the exterior structure of the shafts. Localized geometric misfit, one
source of residual stress, arises from variation in the specific
volumes among the various microconstituents (Figure 6)25 and from in-
sufficient relaxation time at grain boundaries 26. Large thermal
gradiants, inherent in the process, provide another source.

Dilatometric measurements (Figure 7) by Buhler and Scheil 28 indi-
cate that the relative coefficients of thermal expansion and the various
transformation temperatures determine whether any strain results from
heat treatment. Their data reveal the importance of material selection--
the addition of 16% Ni to their plain carbon steel switched the strain
from tension to compression. This strain in a transformed exterior case
acts upon the non-transformed interior core structure to produce
residual stresses within an axle shaft.

The maximum residual stress that can be generated by heat treatment
is a function of the material's high temperature yield strength.

Plastic flow acts to relieve stresses that are induced beyond yielding.
The maximum value that residual stress can reach is a function of the
thermal diffusivity of the material, the characteristic temperature
distribution of the process, and the time at transformation temperature.
With induction heat treatment, the temperature distribution can be con-

trolled to allow minimal time-at-temperature and rapid heat extraction.
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This process choice inhibits plastic flow and tempering of the case to

produce maximum values of residual stress.

2.2.2 Residual Stress Distribution

The residual stress distributions which result from induction
hardening--both scan and single-shot processes--have been measured by
Vatev 29. Vatev analyzed 0.45% C, plain carbon steel shafts. His
measurements, illustrated in Figure 8, indicate that the residual
stress varies smoothly. Tangential and longitudinal components are
comparable throughout the hardened zone. Both of these components
range from a high compressive stress on the surface to zero stress at
the boundary of the heat-affected zone. Tensile stresses are present
in the core region. The hardness transverse also indicates that the
depth to 507 martensite, as indicated by Rc45, corresponds to a 50%
reduction in the maximum compressive residual stress. The radial com-
ponent, zero on the surface and tensile in the interior, does not
exhibit a strong dependence on the cross-section structure. These
measurements indicate that increases in the case depth yield increases
in the value of the resultant residual stresses. It should be noted,
however, that this residual stress-case depth relation was achieved by
varying heating times and solution temperatures, not by varying
penetration depth.

Vatev's experiments also isolate residual stress variations
between scan and single-shot hardening 29 and between furnace and
single-shot tempering 31. Between the hgrdening processes, the major
difference observed is in the radial component. The axles which were

single-shot hardened possess significantly higher radial stresses
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throughout the cross section. The tangential and longitudinal compo-
nents also differ. The single-shot hardened axles obtain higher levels
of compressive stress; however, the decrease throughout the heat
affected zone is more abrupt. The single-shot hardened axles also
possess a less pronounced maximum in the tensile stress in the core.
Between the axles tempered using the two different methods, no signi-
ficant differences were observed for comparable processing. The net
effect of the tempering process is a general decrease in both compres-
sive and tensile residual stress values. Vatev's experiments, however,
underline the complexity in achieving this equivalence.

The effects that variations in shaft diameter, quench conditions
and surface structure cause in the residual stress distribution have
been investigated by Liss, Massieon and McKloskey 32 at Caterpillar
Tractor Research. Their experiments were conducted on as-quenched
shafts of circular cross-section that had been austenitized for one
hour under a protective atmosphere. Residual stress was determined by
x-ray diffraction techniques 30 and only the longitudinal component of
the surface stress was analyzed. Figure 9 summarizes their results.

For equivalent quench conditions, the compressive stress on the
surface increased with increases in the shaft diameter. The increases
are attributed to increased thermal plastic strains that result as the
ratio of core-to-case cross-sectional area increases. This hypothesis
is based on their calculation that stresses produced by the specific
volume differences between martensiteand ferrite-carbide aggregates in
a 0.507% C steel should not exceed 100,000 psi. For equivalent
steels, the compressive stresses on the surface increased with in-

creases in quench severity. Nonuniform quench resulted in variations
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in surface hardness and a corresponding variation in residual stress.
For similar grade steels, surface decarburization drastically dimin-

ished the compressive stress obtainable on the surface. A thin layer
of free ferrite on the surface reduced the surface residual stress to
approximately one-third of that measured on a fully martensitic

surface.

2.2.3 Residual Stress Effects

The major improvement associated with the use of induction-
hardened axle shafts is the fatigue life increase which case-hardened
plain carbon steels exhibit over alloy steels with comparable yield
strength. Industrially reported improved service life, as cited by
Osborn 5, has been verified by Shklyarov 6 in a series of controlled
torsion experiments, Shklyarov's experiments compare the static and
fatigue properties of induction-hardened 0.40-0.454C plain carbon
steels with alloy steels of similar carbon content. Fatigue results
indicate that the plain carbon, induction—hardened axles can withstand
a 100% increase in loading without decreasing fatigue life. Static
torsion tests results, however, indicate no apparent residual stress
dependence. Failure loads are comparable to Olszak's predictionms
and are correspondingly less than the alloy axles. Strain variation
is not considered.

Fatigue life improvement also can be measured by the endurance
limit - the maximum stress at which continuous cycling produces no
failure. Liss et aZ.32 analyzed the comparative importance of carbon
content and surface residual stress on the endurance limit of steel

bars. The longitudinal component of the residual stress, determined



22

by x-ray diffraction, was utilized in the comparison. Constant moment,
reverse bending fatigue tests were conducted on notched circular bars
1.750 inch in diameter. As illustrated in Figure 10a, their tests
indicated that surface residual stress, and not carbon content, is
critical in controlling the endurance limit. Their analysis, however,
does not exclude dependence on hardenability or yield strength distri-
bution. Their experiments, as illustrated in Figure 10b, do analyze
what effects tempering causes in fatigue. As-quenched SAE 1045 steel
shafts exhibited a higher endurance limit, whereas tempered SAE 1045
steel shafts demonstrated a capacity to withstand more severe loads.

Although no relation between residual stress and failure in
static torsion has been observed for induction-hardened axle shafts,
experimental evidence exists which relates static fracture and residual
stress. Littleton's experiments 33 demonstrated a four-fold increase in
the bending strength of glass when properly quenched. Photoelastic
comparison of annealed and quenched glass indicated the surface of the
quenched glass is in a state of compression, approximately 25 ksi,
higher than the annealed glass. Littleton attributes this change in
fracture resistance to the residual stress difference.

Experiments by Kaplan and Rowell 34, investigating the shear con-
straint and macroscopic fracture crietrion for ductile metals, reveal
anomalous behavior in the angle-of-twist-at-failure. Their torsion
measurements, conducted with 2024-T3 aluminum tubing, produced failure
strains which varied from 0.17 to 0.30 on the outside diameter for
equivalently machined tubes. Further testing, conducted with similarly
machined tubes, which were chemically treated to diminish the effect

of surface finish, produced strains which varied from 0.31 to 0.33 on
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the outside diameter. Kaplan and Rowell purported that residual

stresses introduced by machining were the source of the variationm.
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2.3 Fracture

2.3.1 General Concepts

Ultimate strength is determined by the strength of interatomic
bonds. Theoretically, the maximum resistance to fracture can be repre-
sented as the stress required to separate adjacent planes of atoms. A
model, developed by Orowan 35, equates the energy required to overcome
the lattice binding energy or the potential barrier with the surface
energy required to form the two new surfaces. The fracture energy is
calculated by integrating the stress-displacement curve from the equilib-
rium position,do, to infinity. Orowan approximates the actual distri-
bution with a triangular barrier. Then, the separation energy is equal
to omAd where o, is the maximum stress and Ad is the displacement at this
peak stress. A strain, € = Ad/do,can be introduced so that the separation
energy becomes dsom. For materials whose deformation can be modelled as
elastic, the separation energy becomes szdéE where E is Young's
modulus. At rupture, the energy input to separate the material is
equated to the surface energy, 2ma, on the two new surfaces. Using this

energy balance,

o 2afE = 20, (3)
the maximum fracture stress is given as

.. ZEma %)

m do )

The predictions of this model correspond closely to the fracture strength
measured by Brenner 36 for single crystal 'whiskers."

Predictions, based on this model, however, grossly overestimate both
yield and ultimate strengths for commercially prepared materials. This

discrepancy, recognized by Griffith 37, results from imperfect atomic
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order. Using continuum arguments to model the fracture resistance of
glass, Griffith's analysis employs a similar energy balance argument.
The application of uniform stress does not produce a homogeneous stress
distribution. Pre-existing flaws--dislocations, voids, grain boundaries,
inclusions, microcracks--act as stress concentrators. The strain energy
released as cracks grow is equated to the surface energy of the crack.
Griffith's calculations assume an elliptical flaw and produce a result

similar to the atomistic approximation,

O'=KTO , (5)
where K is a geometric constant, ao is the inherent flaw size, and w is
the surface energy term. Griffith's model considers only fracture
following elastic behavior and sets w = W+ Irwin 38 and Orowan
extended Griffith's model to comsider fracture following plastic behav-
ior. Their results are similar except that w = Wy, + wp where wp is the
energy irreversibly consumed as plastic flow per unit area. Usually,
wp >> wa , so letting w = wp introduces minimal error. Predictions,
based on this Griffith-Orowan-Irwin model, conform closely to observed
fracture behavior 39 and form the basis of fracture mechanics.

The effect of residual stress on the Griffith-Orowan-Irwin criterion
has been studied analytically by Jahsman and Field 40 and experimentally
by Ebert, Krotine and Troiano 41. Jahsman et al. proposed that the re-
sidual stress directly affects the surface energy term, W. Their calcu-
lations for the effects of residual stress in tempered glass under
tension indicated a general decrease in critical stress level. Ebert
et al. proposed that residual stress produces triaxial stress below the

surface in tension. Their experiments with through-hardened tensile

bars indicated temperature embrittlement similar to tests conducted
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with notched tensile bars. Both analyses indicated the presence of
residual stresses, whether tensile or compressive on the surface,
decrease the critical fracture stress, These analyses, however, did
not consider the effect of residual stress in either bending or torsion.
For torsional loading of a circular shaft 42, fracture mechanics
analysis establishes a failure criterion which is based on the size of

the pre-existing flaws (ao), the material's toughness (K ), and the

IIIc
unflawed yield strength (0 ). Fracture occurs by unstable crack

ys
growth of pre-existing flaws if the local stress, 0, equals the critical

stress OC, where

(6)

Comparison with Orowan's and Irwin's equation suggest KIIIC is dependent
on the surface energy. If the flaw size is sufficiently small, the
crack stability criterion breaks down and the material fractures if its

unflawed yield strength is exceeded.

2.3.2 Static Torsion

Modelling of the fracture behavior of induction-hardened axle shafts
under severe torsional loads must consider the possible effects of the
inherent residual stress distribution. An analytical model of the com-
bined stress state which would include both pure torsional loading and
the actual residual stress distribution is beyond the scope of this
investigation. Relationships between measurable material characteristics
and observable fracture conditions are sought. The actual stress state

will be modelled as a simple state of combined compression (or tension)
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and torsion. This approximation allows utilization of well-developed
analyses.

Makky 44 derives a torsional failure criterion based on the potential
for slip instability along the planes of principle stress--longitudinal,
transverse, and inclined at an angle of 45° to the shaft generatrix. She
dismisses fracture along the shaft's axis as not realizable; and although
this surface does not seem important for static torsion, the ASM Metals
Handbook 4 presents examples that demonstrate its importance in torsional
fatigue. Makky finds that for rigid-plastic materials, the surface of
slip instability coincides with the principle planes which intersect the
shaft's axis at 45° . This rigid-plastic assumption requires minimal
strain before failure and corresponds to the behavior of brittle
materials 45. Makky, however, advises 46 that if the small strain con-
dition breaks down, triaxial stresses, generated if expansion along the
longitudinal axis is restrained, cause the surface of latent instability
to coincide with the principle planes perpendicular to the shaft's
axis. This loosening of constraints to allow large strains simulates
the behavior of ductile materials 43.

Nadai 47 cites the experimental work of Boker, who explored the
influence of hydrostatic and axial compression on the torsional failure
of solid marble cylinders. Under torsion alone, the cylinders fractured
along a surface which intersects the surface of the cylinder in a helix
inclined at an angle of 45° with respect to the longitudinal axis. This
fracture occurred by cleavage on a principle plane of maximum tensile
stress. Under the application of compression during torsional tests,
plastic deformation was recorded and fracture occurred on two surfaces
which intersected at 45°. These fractures, one by cleavage and one by

shear, corresponded to the directions of calculated principle stresses.
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The influence of compressive stress on torsional failure, and
possibly the effect of residual stresses on the torsional response of
induction-hardened axle shafts, can be analyzed by strength of material
arguments 48’39’49. Consider the Mohr's envelope, which represents a
combination of maximum shear stress and maximum tensile stress failure
criteria, for a brittle material. For pure torsion, and for combined
tension and torsion, failure, indicated as the point tangency of the
maximum principle Mohr's circle and Mohr's envelope in Figure 1lla,
occurs by cleavage as the maximum tensile strength of the material is
exceeded. For combined compression and torsion, if the compressive
stress is sufficient, failure, as indicated in Figure lla, occurs if
the maximum shear strength is exceeded. Next, consider the Mohr's
envelope for a ductile material. For combined compression and torsion,
and for pure torsion, failure, as indicated in Figure 11b, occurs if the
maximum shear strength is exceeded. For combined tension and torsion, if
the tensile stress is sufficient, failure, as indicated in Figure 11b,

occurs by cleavage if the maximum tensile strength of the material is

exceeded.

2.3.3 Structural Aspects

Both fracture mechanics and continuum arguments allow that a
variation in residual stress could change the fracture behavior of
induction-hardened axle shafts. Both analyses predict the presence of
dual failure modes--yield and crack controlled propagation. The
occurrence of two independent fracture modes would have to be linked to
the microstructural existence of competing mechanisms. For the torsional

failure of steel shafts, experiments by Yokobori and Otsuka 20
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demonstrate the existence of dual failure modes and the dependence of
failure mode on ambient temperature.

Low temperature torsional failures appeared bright, crystalline and
granular. The fractures occurred on a helical surface that was inclined
at an angle of 45° to the shaft's generatrix. Etching the fracture
surface with a 257 nitric acid solution produced square etch pits which
indicate cleavage along the {100} plane. Scanning electron micrographic
studies by Yokobori et al. 51 revealed a plateau and ledge morphology
typical of brittle fracture on the plane of maximum tensile stress.
McClintock >2 proposed that this brittle fracture occurs as slip is
blocked by pinning sites. Local stress increases until sessile dis-
locations break loose. Cleavage relieves the local stress and crack
growth is arrested. As the applied torque increases, the local stress
again increases until the shear strength is exceeded at the next barrier.
The presence of these shear lips was not investigated by Yokobori.

High temperature torsional failures appeared grey, silky and
fibrous. The fracture occurred on a transverse plane. Etching the
fracture surface with a 257 nitric acid solution produced rectangular
etch pits which indicate shear along the {110} plane. Scanning electron
microscopic studies cited by Hertzberg >1 indicated ductile fracture on
the plane of maximum shear stress proceeds as mobile dislocations
coalesce into voids. Final fracture occurs when the effective cross-

sectional area can no longer support the applied load.



III. EXPERIMENTAL
3.0 Sample Preparation

The experimental work was performed on commercial grade S.A.E. 1038
steel axle shafts, forged, machined and heat-treated by Oldsmobile
Division of General Motors Corporation. These shafts, illustrated in
Figure 12, measured 30.5 inches in length. At the transverse section of
minimal area, the spline, the outside diameter measured 1.22 inches.

The spline contained 28 teeth which measured 0.050 inch deep with a
minimal radius of curvature at the spline root circle, which measured
0.015 inch. These axle shafts were hardened to Rockwell "C" 50-58 on
the surface and to Rockwell "C'" 45 between 0.100 and 0.150 inch below
the surface from the flange radius to the spline end of the shaft.

All shafts were processed similarly, except that either of two
different induction hardening processes, progressive or single-shot,
were utilized. The hardening cycles chosen represent the optimal heat
treatment conditions as specified in the ASM Metals Handbook 15. Both
hardening cycles used three kHz power sources. For the progressive
hardening process, the axle shafts were heated with an effective surface
power density of fifteen kilowatts per square inch for three seconds.
The hot zone was held at 1700°F for ome second. Quenching was
accomplished with a 30 psi, room temperature water spray incident at
30 degrees. Overall heating time was 52 seconds. For the single-shot
hardening process, the axle shafts were heated with an effective surface
power density of four kilowatts per square inch for twelve seconds. The
hot zone was held at solution temperature for one second. Quenching was

accomplished using a room temperature, 30 psi, water spray. Following
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the hardening cycle the shafts were tempered, either one hour at 300°F

ambient or equivalent induction cycle.
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3.1 Physical Testing

3.1.1 Experimental Procedure

Test samples were selected randomly from commercially available
axle shafts over a three-year period which commenced in September 1972.
All shafts were induction hardened and subsequently tempered. A
Tinjus-Olson torsion testing machine was used to evaluate the torsional
performance of each shaft. The shafts were bolted and twisted at the
flange end. Torque was applied by holding the spline end rigid with a
mating side gear. A strain rate of 0.2 degrees per second was used.
This choice, according to the analysis of Kardos 54, should not intro-
duce any dynamic effects and thus allows application of static analyses.
Each shaft was twisted to failure. The test instrumentation provided a
plot of applied torque versus angle-of-twist and a direct display of
the maximum torque and strain. Since no change in cross-sectional area
accompanied the deformation, these torque-twist curves were used to
determine the yield point and the yield strength. The yield strength
was identified as that point on the torque-twist curve at which a line
parallel to the linear region of the curve but offset two degrees
intersects the experimental trace.

Subsequent to failure, the extent of the hardened zone adjacent to
the fracture zone was measured by a series of Rockwell '"C'" hardness
measurements on each shaft. These measurements extended in 0.010 inch
increments from a depth 0.010 inch to 0.150 inch below the surface.
Case hardness was measured with a Brinell 3000 kg tester at the flange.
These hardness data were used to assess the effect of the yield strength

variation on failure.
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For plain carbon steels, the relation between hardness and yield
strength is well established 24. The hardness 0.050 inch below the
surface was used as a measure of the maximum yield strength. The
hardness 0.150 inch below the surface and the depth to Rockwell "C"

45 were chosen as measures of the case depth. The core hardness was

used as the measure of the core strength. In addition, the maximum
torque, which each shaft should sustain if circular and perfectly plastic,
was estimated using the hardness data. A step and a ramp approximation
which measured torque in Rc-in2 were used to evaluate the effect of the
transverse yield strength variation.

The step approximation modelled the cross-sectional hardness
variation as constant from the surface to the penetration depth with a
value equal to that measured at a depth of 0.500 inch and as constant
from the penetration depth to the shaft's midpoint with a value equal
to that measured for the core. The penetration depth was taken as the
depth to Rockwell "C" 45. The ramp approximation modelled the cross-
sectional hardness variation as: first, constant from the surface to
a depth of 0.050 inch; second, varying linearly between the depths of
0.050 inch and 0.150 inch with the endpoint hardness as measured; and,
third, varying linearly between a depth of 0.150 and the central axis
with the end point hardness as measured. Then, using the cross section

of minimal area where the radius equals 0.610 inch, the maximum torque,

10 T
o = o(r) rdbdr, (7)
PP 0

can be calculated. For the step approximation,
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_ . -6 2 2
Op =T ° 10 {R;(12208-67) + R (610-8)7} , (8)
and for the ramp approximation,

+ 70,533R } (9)

o =T - 10'6{111,167R
50 core

pp 50 + 190,400R1

where R are the hardness measurements at depths of

50° R150’ and Rcore
0.050 inch, 0.150 inch and the core, respectively, and § is the depth
to Rockwell '"'C" 45.

Chemical analyses were performed on a random subset of the test
axles. A Leco Carbon-Sulfur Analyzer was used to measure carbon and
sulfur content. Spectrographic analysis was used to determine residuals.
Based on the experimental work of Liss et al. 32, no direct link between
chemical composition and failure should be expected, and was not
evaluated. Since their analysis did not exclude failure dependence on

hardenability, these chemical analyses and the algorithm of Jatczak >3

were used to determine the "ideal critical diameter'" and this standard

measure of hardenability was compared with the failure conditioms.

3.1.2 Statistical Analyses

In-process variables were monitored and regulated to yield axle
shafts with equivalent behavior under load. Since some variation within
the heat treatment was unavoidable, the failure loads, the maximum
deformations and the variables thought to affect failure were analyzed
to determine whether their distributions were random. The mean, the
standard deviation, the skewness, the kurtosis and the Kolmogorov-

56

Smirnov "d" were calculated for each distribution (Appendix I) by
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standard techniques (Appendix II). The "Errror" program compared the
distribution with a normal distribution whose mean and standard distri-
bution were similar, compared the actual range of the variable with the
six-sigma limits, calculated the maximum confidence at which the
Kolmogorov-Smirnov test indicated normality and plotted the actual
distribution.

This Kolmogorov-Smirnov test for normality compares the actual
distribution with the associated normal distribution. The Kolmogorov-
Smirnov statistic represents the maximum difference between the normal-
ized actual and Gaussian distributions. Based on Lilliefor's calcu-
lations 56, this statistic provides a more powerful test of normality
than that provided by the standard chi-squared test. The "Errror"
program tests at the .20, .15, .10, .05 and .01 levels of significance.
The lowest level (.0l1) is tested first, and if accepted at this level,
is tested at progressively higher levels to determine the maximum
acceptance level.

b

Previous analyses have established the ultimate torsional
strength's dependence on the yield strength variation that induction
hardening induces. Since no relation has been established for the
ultimate torsional strain, linear regression analysis between the
angle-of-twist-at-failure and those variables indicated by previous
analysis as critical were performed (Appendix III) to isolate their
effects. The "Compare'" program calculated the correlation coefficient,
standard deviation in predicted failure angle, and the coefficients for
the least squares linear approximation. Scatter diagrams were plotted

to insure the correlation calculations were not biased and to detect

any trends not revealed by the calculations, Furthermore, the
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coefficient of variation (V), determined by the ratio of the standard
deviation to the mean, was used to compare the relative dispersion of

the various distributions.

3.1.3 Data and Observations*

The deformation and load at failure for the test group exhibited
dissimilar statistical behavior. The angle-of-twist-at-failure distri-
bution (Table 1) did not meet the minimum Kolmogorov-Smirmov "d" cri-
terion for normality. The individual data showed much scatter as indi-
cated by the high coefficient of variation, V = 0.422, for the distri-
bution. The torsional ultimate strength distribution (Table 2) met the
most stringent Kolmogorov-Smirnov "d" criterion for normality. The
individual data were grouped closely as indicated by the low coefficient
of variation, V = 0.070, for the distribution. Correlation analysis
(Table 12) between the angle-of-twist-at-failure and the torsional
ultimate strength yielded a correlation coefficient of -0.076. Linear
regression analysis yielded a standard deviation in the failure angle
estimate, which was 19.57 of the actual distribution range, and a slope
which indicated that increasing the ultimate strength decreases the
failure angle. Analysis of the scatter diagram confirmed the apparent
independence of these physical measures of failure.

The torsional yield strength distribution (Table 3) met the Kol-
mogorov-Smirnov "d" criterion for normality at the .0l significance
level. The individual data were grouped closely as indicated by a low

coefficient of variation, V = 0.093, for the distribution. Correlation

* References to tables in this section refer to tables in Appendix IV.
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analysis (Table 13) between the angle-of-twist-at-failure and the
torsional yield strength yielded a correlation coefficient of 0.010.
Linear regression analysis yielded a standard deviation in the failure
angle estimate that was 19.6% of the actual distribution range and a
slope which indicated that increasing the yield strength decreases the
failure angle. Analysis of the scatter diagram revealed no observable
trend in the data.

The torsional yield point distribution (Table 4) met the Kolmo-
gorov-Smirnov "d" criterion for normality at the .0l significance
level. The individual data were grouped closely as indicated by a low
coefficient of variation, V = 0.169, for the distribution. Correlation
analysis (Table 14) between the angle-of-twist-at-failure and the
torsional yield point yielded a correlation coefficient of 0.284.

Linear regression analysis yielded a standard deviation in the failure
angle estimate which was 18.87% of the actual distribution range and a
slope which indicated that increasing the yield point increases the
failure angle. Analysis of the scatter diagram revealed no observable
trend in the data.

The surface hardness distribution (Table 5) did not meet the mini-
mum Kolmogorov-Smirnov criterion for normality. The individual data,
however, were grouped closely as indicated by a low coefficient of vari-
ation, V = 0.041, for the distribution. Correlation analysis (Table 15)
between the angle-of-twist-at-failure and the surface hardness yielded
a correlation coefficient of -0.085. Linear regression analysis yielded
a standard deviation in the failure angle estimate which was 19.5% of
the actual distribution range and a slope which indicated increasing

the surface hardness decreases the failure angle. Analysis of the
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scatter diagram revealed no observable trend in the data.

The case hardness distribution (Table 6) met the Kolmogorov-
Smirnov "d" criterion for normality at the .0l significance level. The
individual data were grouped closely as indicated by a low coefficient
of variation, V = 0.194, for the distribution. Correlation analysis
(Table 16) between the angle-of-twist-at-failure and the case hardness
yielded a correlation coefficient of -0.242. Linear regression analysis
yielded a standard deviation in the failure angle estimate which was
18.47 of the actual distribution range and a slope which indicated that
increasing case hardness decreases the failure angle. Analysis of the
scatter diagram revealed no observable trend in the data.

The core hardness distribution (Table 7) did not meet the minimum
Kolmogorov-Smirnov "'d" criterion for normality. The individual data
were not scattered as indicated by the coefficient of variation,

V = 0.346, for the distribution. The distribution appears single-sided.
Correlation analysis (Table 17) between the angle-of-twist-at-failure
and the core hardness yielded a correlation coefficient of -0.265.
Linear regression analysis yielded a standard deviation in the failure
angle estimate which was 19.97 of the actual distribution range and a
slope which indicated that increasing case hardness decreases the fail-
ure angle. Analysis of the scatter diagram revealed no observable

trend in the data.

The case depth distribution (Table 8) did not meet the minimum
Kolomogorov-Smirnov "'d" criterion for normality. The individual data
were not scattered as indicated by the coefficient of variation,

V = 0.150, for the distribution. Correlétion analysis (Table 18)

between the angle-of-twist-at-failure and the case depth yielded a
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standard deviation in the failure angle estimate which was 18.6% of the
actual distribution range and a slope which indicated that increasing
the case depth decreases the failure angle. Analysis of the scatter
diagram revealed no observable trend in the data.

The hardenability distribution (Table 9) met the Kolmogorov-
Smirnov "d" criterion for normality at the 05 significance level. The
individual data were grouped closely as indicated by a low coefficient
of variation, V = 0.103, for the distribution. Correlation analysis
(Table 19) between the angle-of-twist-at-failure and the hardenability
yielded a correlation coefficient of -0.345. Linear regression analysis
yielded a standard deviation in the failure angle estimate which was
18.5% of the actual distribution range and a slope which indicated that
increasing the hardenability decreases the failure angle. Analysis of
the scatter diagram revealed no observable trend in the data.

The step approximation distribution (Table 10) met the Kolmogorov-
Smirnov "d" criterion at the .01 significance level. The individual
data were grouped closely as indicated by a low coefficient of variation
V = 0.130, for the distribution. Correlation analysis (Table 20)
between the angle-of-twist-at-failure and the step approximation yielded
a correlation coefficient of -0.137. Linear regression analysis yielded
a standard deviation in the failure angle estimate which was 19.2% of
the actual distribution range and a slope which indicated that increases
in the step approximation should result in decreases in the failure
angle. Analysis of the scatter diagram revealed no observable trend in
the data.

The ramp approximation distribution (Table 11) did not meet the

minimum Kolmogorov-Smirnov "d" criterion for normality. The individual
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data, however, were grouped closely as indicated by a low coefficient

of variation, V = 0.093, for the distribution. Correlation analysis
(Table 21) between the angle-of-twist-at-failure and the ramp approxi-
mation yielded a correlation coefficient of -0.290. Linear regression
analysis yielded a standard deviation in the failure angle estimate
which was 18.2% of the actual distribution range and a slope which indi-
cated that increases in the ramp approximation should result in decreases
in the failure angle. Analysis of the scatter diagram revealed no

observable trend in the data.

3.1.4 Test Results

No obvious correlation between the angle-of-twist-at-failure and
the investigated parameters was apparent. Summarizing the test results
(Table 1), however, revealed some interesting trends. Those variables
that were affected by the heat treatment (i.e., all except the core
hardness as measured at the flange) exhibited very little dispersion
compared with the failure angle. This difference in data scatter
suggested that perhaps some other variable had been overlooked. The
variables, except those that specifically measured the elastic limit
(i.e., both the torsional yield point and the torsional yield strength),
possessed negative correlation coefficients. This difference indicated
that increases in material hardness tends to reduce the ultimate twist
that can be sustained, whereas raising the elastic limit tends to in-
crease the twist that can be sustained. Since elastic limit increases
usually accompany hardness increases, the difference in correlation
trend was probably structure dependent. The slopes of the linear re-

gression analyses corroborate these trends except for the torsional
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yield strength; however, the correlation coefficient and the slope of
the least-squares linear approximation that are associated with this
variable and the angle-of-twist-at-failure were so close to zero that
the change is insignificant and no trend could be ascertained. The
predicted errors in the failure angle estimate, varying from +18.27%.

to +19.6%, were remarkably consistant and quite large. This estimation
error also suggested that other variables were necessary to explain

the angle-of-twist-at-failure behavior.
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3.2 Residual Stress

3.2.1 Sample Preparation

Fourteen rear axle shafts were removed from production for residual
stress analysis and for physical testing. The shafts comprised three
test troups. The first group, consisting of samples A and B, were from
the same heat and were not tempered. Sample A was induction hardened
using a vertical scanning process, and sample B was hardened using the
single-shot technique. The second group, consisting of samples C, D,

E, ¥, G, and H, were from the same heat as the first group but were
furnace tempered. Samples C, D, and E were hardened using a vertical
scanning process, and samples F, G, and H were hardened using the
single-shot technique. The third group, consisting of samples I, J, K,
L, M, and N, were from a heat different than the previous groups.

These samples were induction tempered. Samples I, J, and K were
induction hardened using a vertical scanning process, and samples L, M,
and N were induction hardened using the single-shot process. Processing
within each group was sequential to duplicate the heat treatment

conditions.

3.2.2 Measurement Theory

The residual stress on the surface of the various induction
hardened axle shafts, samples A through N, was evaluated by the normal-
oblique x-ray diffractometer technique which was developed by
Glocker 57. This experimental procedure, applicable to polycrystalline
materials, measured the position of the diffracted x-rays for two

slightly different angular exposures. These two measured angles were
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coupled with Hooke's law and the appropriate elastic constants to
calculate the strain on grains with different crystallographic orien-
tations with respect to the surface, These strains and the relative
invariance of the diffracted planes determined the local residual
stress.

In the schematic diagram (Figure 13) the residual stress is to
be evaluated at point O. A rectangular coordinate system, chosen so
that the x and y axes determine the tangent plane at 0 and coincide
with the directions of the principle residual stresses, simplifies the
calculation. Since the z direction is perpendicular to the surface at
0 and since stresses cannot act across a free surface, the z component
of the residual stress is equal to zero at 0. Further, since the x and
y axes are the principle directions of residual stress and since this
is a plane stress problem, Hooke's law yields the following relations
between stress and strain for the usual conditions of homogeneity,

isotropy and linear elasticity:

l+\) . 2 Y
= o X e - = +
wa Ux T sin“yY E (Ox oy), (10)
- . _l+\) . 1 2 - i
EWY = Oy E sin Y £ (Ox + Gy), and (11)
= - N
€, £ (ox + oy). (12)

Subtracting Equation 12 from Equation 10 in order to eliminate the
stress and strain components in the y direction yields:

—€=0‘1+\)

. 2
ux . N 3 * sin“ Y. (13)

Solving for the x component of the shear stress gives:

g = 2+ sin%y +(e, - e) . | (14)

yx
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Figure 13. Residual Stress Analysis by the
Normal-Oblique Technique
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This means that measurement of the strain in the normal or z direction
combined with measurement of the strain in an oblique direction deter-
mines the stress state uniquely.

In the neighborhood about point O, grains, oriented at the
appropriate angle with respect to the surface, diffract the incident
x-rays at an angle 62. Since the surface is stressed the lattice
spacing differs from the standard lattice parameter. The residual
strain in the normal direction, expressed in terms of the lattice

parameter is:
e =2 o (15)

In the oblique direction, grains at a different orientation diffract

the x-rays incident at angle ew . Since the stress that acts on these
X

grains is the same, the lattice spacing, reflecting the change in

orientation of the crystallographic planes, is different. Relating

this change in spacing to the residual strain in this oblique direction

yields:

ST (16)

Combining Equations 15 and 16, the difference in strain between the

normal and oblique directions is:

d -d
wa - gz = _HQ%T__JE (17)
o

. . 58 . s
Previous x-ray experiments that measured lattice parameter variation
under stress indicate that the change in lattice parameter is less than
1%. Using the Bragg law,

A
2sinf

d = ) (18)
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to represent the lattice spacing in terms of the diffracted angle,

the variation in lattice spacing may be represented by:

§d = %- cotd oo (19)

These relationships between the Bragg angle and the lattice spacing

allow the residual stress to be written:

€ - e = cotb (6
z 0

Ux - ez) . (20)

Yx
Stbstituting Equation 20 into Equation 14, the residual stress at 0 may
be expressed:

cotf

e, - Gz) . (21)

sinzw vx

For a specific material and experimental setup, E, Vv, 60, and Y are
are constant and the residual stress' dependence on the diffraction angles,

29wx and 262, is simply:

o = K'(20, -28), (22)

Ux

where K', known as the stress constant, is a property of the material

examined and the experimental setup only. Thus, evaluation of the

residual stress on the surface requires measurements of two angles

20,  and 26_ to determine O_ and two angles 20, and 20 to determine
Px z X Yy z

ag._.

y

3.2.3 Experimental Apparatus

An American Analytical Fastress machine was utilized to measure the
. 59 , .
surface residual stress . This device (Figure 14) used two chromium-
source x-ray diffraction tubes with an effective penetration depth

of 0.5 x lO-3 inch. The incident x-ray beams covered an area






Figure 14 "Fastress" Automated Diffractometer .
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which measured 0.090 inch in diameter. Appropriate shimming of the
v-block fixtures insured that the plane which is determined by the x-ray
beams normally intersects the plane which is tangent to the shaft. An
indicator gauge, fixed with respect to the x-ray sources and graduated
in 0.1 x 10—3 inch intervals, was used to position the shaft's surface
in the focal plane of the x-ray beams. Linear and angular position
along the shaft are referenced from the machined end surface that is
adjacent to the spline.

The Fastress automates the normal-oblique diffractometer measure-
ments. Two separate x-ray sources and detectors, illustrated in
Figure 15, are positioned to measure the diffracted intensity from those
planes which are oriented parallel to and 45° to the surface, and that
are oriented normally to that plane which contains the incident x-rays.
Each detector contains two x-ray sensors, co-planar with the incident
x-ray beams and separated by an angular distance which corresponds to
the width of the diffraction peak at half maximum. Each sensor gener-
ates a voltage .proportional to the incident diffracted intensity.
Within each detector unit, an error signal is generated if the dif-
fracted beam is off center and the signal strength is proportional to the
difference in diffracted intensities registered at the sensors. This
error signal directs a servomotor angular drive which moves the de-
tector toward the center of the diffraction peak. The control system
is essentially critically damped so that the balance point is reached
rapidly and without hunting.

Fastress is electronically calibrated to provide a graphical read-
out which plots residual stress in pounds per square inch. The

residual stress is measured according to the prescription provided by






"Fastress" Test Set-Up,

Figure 15
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Equation 22. The diffraction angles are determined from voltages that
are proportional to the angular displacement of the detectors. The
difference between these voltages is proportional to the residual
stress. The output is calibrated experimentally through the use of two
references. The zero stress level is established by blocking the x-ray
sources and adjusting the output display to indicate zero. Calibration
is established by adjusting the output to display the residual stress
which corresponds to the calibrated standard supplied by the Timken
Roller Bearing Company.

This calibrated voltage, used to plot the residual stress, is
measured over intervals of at least five minutes. The residual stress
at the point of measurement is taken to be the graphic average over this
period. This measurement technique is illustrated in Figure 16.
Previous experiments 60 indicate that this value is accurate to wihin

+ 2000 to 3000 pounds per square inch.

3.2.4 Data and Observations

Initial experiments characterized the variation in the residual
stress along the surface of the axle shafts. For all measurements,
zero reference was established as the plane determined by the spline end
of the axle shafts. No measurements were attempted at the spline be-
cause the surface irregularity in this region is large compared with the
x-ray spot size and no measurements were made adjacent to the flange
because the heat treatment differs in this region. The residual stress
was measured in the longitudinal direction only. Although the fixturing
of the Fastress prevented measurement of the corresponding tangential

component, the longitudinal component itself proved significant.
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Further, experiments by Vatev 29 imply that, for induction-hardened
shafts of circular cross section, the longitudinal and tangential com-
ponents of the residual stress at the surface are comparable.

The first group of samples was used to characterize the variation
of residual stress that may be associated with the different induction
hardening processes. Four measurements, spaced 90° apart, were made at
each of the ten cross sections which were chosen. As shown in Figures
17 and 18, the residual stress was found to vary as much as 40 ksi
from point-to-point. However, if the average value of the four residual
stress measurements at each cross section are compared and if the
measurements immediately adjacent to the spline are neglected, a mean
value of residual stress may be associated with each shaft. For
sample A, a comparison of the cross-sectional averages yielded a mean
value of 92.3 ksi compressive for the residual stress with a standard
deviation of 2.4 ksi for the nine cross-sectional averages. For
sample B, a comparison of the cross-sectional averages yielded a mean
value of 51.2 ksi compressive for the residual stress with a standard
deviation of 5.4 ksi for the nine cross-sectional averages. The cross-
sectional average adjacent to the spline was significantly higher in
both cases.

The local variation of the surface residual stress for both
samples was evaluated as close as possible to the most probable fracture
surface. In the preliminary experiments all fractures occurred within
the spline, so in these residual stress experiments the machined surface
that borders the spline was examined. First, the longitudinal variation
of the surface residual stress was deterﬁined by a series of twenty
measurements that were spaces 0.10 inch apart. Second, the circum-

ferential variation of the surface residual stress was determined by a






Compressive Residual Stress (ksi)

57

Spline Flange
80
L Sample A
Equispaced Angularly A o 8
Calculated Mean .
40 t
0
10 20 30
Longitudinal Position (inches)
Figure 17. Consistency of Mean Residual Stress

for Scan Hardened Shaft
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Figure 18. Consistency of Mean Residual Stress
for Single-Shot Hardened Shafts
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series of twenty-eight equispaced angular measurements. Observations
from this data for sample A (Figure 19) indicated for the progressively
hardened axle shaft that the residual stress varies sinusoidally.
Since this pattern also repeats circumferentially (Figure 20A), the
cross—-sectional average should be valid. Observations from this data
for sample B (Figure 21) indicated that for the single-shot hardened
axle shaft, the residual stress varies with an irregular period along
the length of the axle shaft but that the variation circumferentially
(Figure 22B) provides a representative cross—sectional average. The
data in Figures 19 and 21 revealed an increase in compressive residual
stress level near the spline.

Subsequent experiments examined whether the maximum strain which
can be sustained before failure can be related to the residual stress
distribution. For each of the test samples C through N, eight residual
stress measurements, spaced every 45° at a distance that is two inches
from the spline end of the axle shaft, were used to establish a mean
residual stress level for each axle shaft. For the initial test
samples A and B, twenty eight equispaced measurements at the same
longitudinal position were taken. The results, presented in Figures 20
and 22 showed: first, that the average residual stress level varied
little for axle shafts subjected to the same induction hardening
conditions; second, that, within each test group, induction hardening
by the vertical scanning process produced less variation in residual
stress than by the single-shot process; and third, that, within the
first group, the standard deviation of those samples which were not
tempered was significantly larger than the standard deviation of those

samples in the second group which were similarly processed but tempered.
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Following the residual stress determination, the test samples were
torsion tested to failure. Torque-twist plots are presented in
Figure 23 for the furnace-tempered group and in Figure 24 for the
induction-tempered group. Next, the extent of the metallurgical trans-
formation was measured on a transverse section through the test shafts'
splines. This data, Rockwell '"C" hardness traverses, are presented in
Figure 25 for the furnace- tempered shafts and in Figure 26 for the
induction tempered shafts. Finally, the chemical composition of each
shaft was determined and used to evaluate its hardenability through the

ideal critical diameter calculations.

3.2.5 Test Results

These test results, summarized in Table 2, indicate a correspon-
dence between the angle-of-twist-at-failure and the mean residual stress
level. A comparison of the mean residual stress level and its variation
with angle-of-twist-at-failure is presented in Figure 27. The indicated
level represents the mean value and the error bar represents the two
sigma deviation for each shaft. This correspondence suggests that for
induction-hardened axle shafts which meet the same heat treatment
specifications, the mean residual stress level determines the maximum
strain which can be sustained.

Furthermore, these data (Figure 27) indicate that a ductile-
brittle transition may exist. For comparison purposes, three limits
were identified. A lower limit, chosen at the 10% point in the tran-

sition region, was identified as Z and should represent a brittle

10

fracture limit for lower levels of compressive residual stress. An

upper limit, chosen at the 907 point in the transition region, was



65

s3jeygs poaaadud] 9oevuang 103J SIOTd ISTMI-onbaog

(s92139p) 3ISTML JO a13uy
09 (V)] 0¢

‘€z 2an81g

-

'y
v

-

pouapiey ued§-TEOIIADN —-——

paudpieq 10Yyg-a2T3urs - - - - -

e d H 9

0¢

0%

(spunog-youy puesnoyy) anbiog,






66

s313jeys paaadwa] uor3Ionpul 103 SIOTd

(s92182@q) 3ISTM]L jo °18uy
09 0}

istm]-oanbaog

0¢

*H¢ 2an3Td

t +

poUSpaBH UBOS-TBOTIADA

pauapaey 0yg-a13uys - - - - -

4+

0¢

- 0%

(spunog-youl puesnoyl) anbiof.






67

s3jeysg paaadudj,

193u9)

-3d%eUINng I0J ISIIABA], ssaupaeH auilds *GZ 2an31g

(your) yadeq

() 0¢ ?oejyaNg

4

pouspael UeOG-TEOTIIDA

pauapael 3Ioys-3T3ufg

-

0

0¢

o%

(D TTeM}o0Y) Ssaupiey






68

s3jeys paiadws]-uUOFIONpU] I03J ISIIABIAL Ssaupaey Surlds ‘97 2an31g
(udut) yadsq
193u3) %0 Z°0 aoBJaNg

4 " N N 1 .
4+ 0¢
-+
T Ov

poUdpaIBH UBDS-TEBOTIADA

pauapaey 3joys—o213urg -~ - - - -

(D TT2M00Y) ssaupiaeq



69

L°TT €19 0zt 0°91 £C 0°6G¢ G°¢9 129 8°T Issyr N
6°v1 8°%9 [4A! 6°9T1 97 G 9¢ 0°¢€9 Sy 8L°T ISssr R
¢°6 0°%L eVt 0°LT 6¢ 0°6¢ 0°€9 6% 8°T ISSer g!
8°¢ 0°¢¢s 01T 6°GT (44 (AN 0°8S LY ¢8°1 ISA9rC A
LS 6°96 0Tt 691 8T 0°8¢ 0°LS 9% G8°T ISACC r
£°9 0°€sS SOT ¢'91 0¢ 0°0¢ 0°8¢ oy ¢8°1 ISATC I
L*8 6°¢t9 AN L°9T1 (44 VAR 0°09 S G9°T ASS1d H
c'6 8°%9 9¢1 8°91 £c 0°9¢ %7°09 8Y €9°T assea 0
1°0T 8°6L el 9°9T 1¢ £ ee 8766 oYy 19°1 Assc¢d d
6°¢ %°86 G¢¢ 0°LT ¢ G Ge A 15 S9°T ASA9d q
9% 1°96 [4%4 L°91 ©e 0°6¢ 9°8¢ VA 89°T ASAGd a
8°6G 1°T0T %¢ 0°L1 €¢ 0°6¢ 9°LS oYy 0L°T dsava J
9°1T VANA/ [ T°LT 0¢ 0°¢ce 1729 Ly 0L°1 NSSZN q
£°8 1°16 9T 0°9T 0¢ 0°9¢ 1°%9 6% €L°1 NSATIN v
(earssaadwod  sy) (o) (o/d1) (d)  (dpp) (d1y) (>3) (ut)
Add dLS NVIRW &o 9 dAlL SAL SNL aSvo Hn 4aoo “ON
SSAULS TVNAISHA SHII¥AdO¥d TVOISAHd $S400¥d Isdl
s3Tnsay Tejuswraadxy Jjo LAxpuming Z 919el






70

{

-

*3jeys yoes 103J uoTrieliea Bu3dIS om] 9yl juasaadaa siaeq Joiiy
T2A9T SS2131§ TENPTISIY UBSK YITM UOTIBTIBA UTIBRIIS 23BWLIT °/7 2an81g
(s@9a139p) =2anyIeg-1B-31SIM]-JO-9T3uy

00¢ 0ST 00T

Py > 3 3 - +

<+
4
-
->
>

2anjoeaq 9733Tag + 0%

0T, >+ 09
Z
. + 08
omN >
?an3joea] S[T3ION( - 00T

(TSY) Ssa13s Tenprsay aaTssaadwo)






71

identified as Z and should represent a ductile fracture limit for

90
higher levels of compressive residual stres. Finally, a central limit,
chosen at the 50% point in the transition region, was identified as Z,
the transition stress level, in order to facilitate further discussion.

For those axle shafts represented by the data (Figure 27), interpo-

lation yielded:

Zlo = 60 ksi compressive (23)
Z = 70 ksi compressive, and (24)
290 = 85 ksi compressive. (25)

The existence of the suspected ductile-brittle transition was evaluated

by fractography.

3.2.6 Fractography

Analysis of the fracture surfaces on the test samples corroborated
the suspected ductile-brittle transition. Evidence for two distinct
fracture mechanisms was found. Test samples with low levels of com-

pressive residual stress (o < Zlo) failed by a brittle cleavage

RES
mechanism whereas samples with high levels of compressive residual
stress (BRES > 290) failed by a ductile void coalescence process. Those
test samples with a mean compressive residual stress level in the trans-
3 . < - < . .
ition zone (ZlO ORES 290) ultimately failed by cleavage but
exhibited evidence of some void coalescence.

Fractographs were made of sample A to illustrate the morphology of
the fracture surface for mean compressive residual stress levels which

exceed the ductile limit (O > Z Examination of Figure 28

RES 90)'

indicated that: first, fracture occurred on a surface that is oriented






Figure 28. Ductile Mode Fractograph--Radial View of Spline
Fracture Surface.

Note transverse fracture, spline distortion and spline root ruptures.



—_—
0.25 INCH

Figure 29 Ductile Mode Fractograph--Axial View of Spline
Fracture Surface,

Note radial crack propagation from spline root.
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Figure

31 Scanning Electron Micrograph of Ductile Mode Fracture

Showing Microvoid Coalescence
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90° to the axle shaft's axis; second, distortion of the spline in the
direction of the applied torque was considerable; and third, ruptures
in the material's surface occurred at the spline root. Subsequent
examination of Figure 29 revealed cracks which extend from the

spline root, through a glossy region which was smeared during fracture,
and into a region characterized by shear dimples as shown in Figure 30.
These cracks terminate in the central fibrous core.

Scanning electron microscopic analysis of the shear dimple region
(Figure 31) suggests that the ductile fractures are controlled by a
void coalescence mechanism 53. Apparently, if the mean compressive
residual stress level exceeds the ductile limit (ERES > 290), surface
crack growth is stable or suppressed as the shaft is twisted. This
inhibition allows dislocations to pile-up and microvoids to coalesce.
This process continues and reduces the effective cross-sectional area
until the applied load can no longer be supported. Fracture then
occurs. Etch pit studies 20 on torsionally induced fractures in low
carbon steels indicate that dislocation motion proceeds along the {100}
slip planes.

Fractographs were made of sample B to illustrate the morphology of
the fracture surface which results if the mean compressive residual
stress level falls below the brittle limit (aRES < Zlo). Examination
of Figure 32 indicated that: first, fracture occurred on a surface that
is oriented 45° to the axis of the axle shaft; second, distortion of the
spline was minimal; third, ruptures in the material's surface occurred
at the spline root and extended across the spline teeth; fourth,
chevron lines on the outer spiral surface indicated that the fracture

originated at the spline root; and fifth, a crack extended to 45° across



Figure 32 Brittle Mode Fractograph--Radial View of Spline
Fracture Surface.

Note helical fracture, minimal spline distortion, spline root ruptures,
crack propagation at 45°, and chevrons on helical fracture surface.
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Figure 33 Brittle Mode Fractograph--Radial View of Shaft Fracture
Surface,

Note shear lips.
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the spline from this initiation site. Subsequent examination of the
mating fracture surface, which is illustrated in Figure 33, suggested
that the chevron lines which were referenced in Figure 32 are shear
lips which were generated as the crack front propagated.

Scanning electron microscopic analysis of these shear lips
(Figure 34) reveals a plateau and ledge morphology that typifies
brittle fractures which are controlled by cleavage mechanisms 52.
Apparently, if the mean compressive residual stress level falls below

the brittle limit (O surface crack growth is suppressed as

RES ~ 2107
the shaft is twisted until the maximum shear strain that the material
can sustain is reached in the plastic zone at the root of the spline.
If twisting continues, these sessile dislocations break loose from the
pinning sites. This incipient crack extends a microscopic amount and
relieves the local shear strain. At this point, the crack would
arrest, except that the material is subject to continually increasing
strain. Thus, at the crack tip, the local strain increases until the
critical shear strain is reached and, once again, the crack front
advances. This process continues until fracture is complete. Etch
pit studies SO, indicating dislocation motion along the {100}
cleavage planes, allow that a Cotrell mechanism 61 may act as the
pinning site.

Fractographs were made of sample H to illustrate one of the
possible morphologies that the fracture surface may possess if the mean
level of the compressive residual stress lies within the transition

zone (Z < ZlO)’ Examination of Figure 35 indicated that:

10 < %REs

first, the fracture occurred on a surface oriented perpendicular to the

shaft's axis near the surface and on a surface oriented at 45° to the



Figure 35

o
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Mixed Mode Fractograph--Radial View of Spline Fracture
Surface.

Note compound fracture, minimal spline distortion, and
spline root ruptures.
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Figure 36

Mixed Mode Fractograph--Axial View of Spline Fracture
Surface »

Note radial crack propagation from spline root to
central helix.
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axle shaft's axis near its central axis; second, distortion of the
spline was minimal; and third, ruptures in the material's surface
occurred at the spline root. Subsequent examination of Figure 36
revealed that cracks extended radially from the spline root of many
teeth and that one, the source of final fracture, extends from the
spline root to the edge of the internal spiral.

Apparently, if the mean compressive residual stress level is in

this transition region (Z the variation in residual

<0 <z
10 RES 90)’
stress is sufficient to allow localized dislocation pile-ups as the
overall cross section is subject to microvoid coalescence. Once the

critical shear strain is exceeded at a pile—up, unstable crack growth

and fracture occurs.



IV. ANALYSIS

4.1 Residual Stress--Distribution

Unanticipated residual stresses are recognized as a primary source
of failure, but some models used to evaluate the effects of beneficial
residual stresses, introduced by chemical, thermal or mechanical pro-
cessing, neglect the inhomogeneities introduced by the process, material
and geometric constraints 62. Such is the case with induction-hardened
axle shafts. Shklyarov 6, and others cited by Almen 63, assume that on
equivalent cross sections, the residual stress is a function of depth
alone. Further credence to this angular consistency proposition stems
from the experimental works of Vatev 26 and Ishii et aZ.l6. The radial
variation which they measured, however, should not be assumed to assure
a constant value of residual stresses at a particular depth. Indeed,
the experimental evidence indicates that on equivalent cross sections,
the residual stress distributions on the surface do differ and that the
variation significantly affects failure.

Our residual stress measurements reveal large, local gradients on
the surface of induction-hardened axle shafts. These point-to-point
residual stress variations reflect local variations in quench condi-
tions. Inspection of the observable quench patterns (Figure 39) indi-
cates that for single-shot hardened shafts (Figure 39a) the quench
pattern, as well as the residual stress distribution (Figure 21) appears
random, and that for progressively hardened shafts, the quench pattern
(Figure 39b,39c) as well as the residual stress distribution (Figure 19)
appears periodic. Furthermore, progressively hardened shafts with
significant residual stress variation (Figure 21I) exhibited high

contrast quench patterns (Figure 39c) whereas those with minimal

84
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residual stress variation (Figure 20E) exhibited low contrast quench
patterns (Figure 39b).

Quench composition, pressure, temperature, flow and impingement
angle are but a few of the variables which affect uniformity. Quench
irregularities locally reduce cooling rates and introduce minima into
the anticipated uniform residual stress distribution. The minima
reduce the mean compressive residual stress level on the surface but,
because thermal conduction minimizes cooling rate variations, introduce
minimal distortion beneath the surface. Whether increased time, labor
and material costs are warranted to increase uniformity should be
evaluated by potential reliability enhancement.

In the analysis of Shklyarov,6 and those cited by Almen 63, the
residual stress distribution is treated as uniform at a particular
depth. Our physical testing and statistical analyses demonstrate that
this assumption is consistent with elastic behavior and failure loads;
however, this consistency results not from uniformity of the residual
stress distribution on the surface, but from the relative insensitivity
of these bulk properties to local surface variations. In order to
understand the torsional strain behavior of induction-hardened axle
shafts, however, these surface residual stress variations, suspected

by Kaplan and Rowell 34, must be considered.
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4.2 Residual Stress--First Order Effects

The residual stress variation within this set of similarly pro-
cessed induction-hardened axle shafts is critical in determining the
mode and strain at fracture. Extant models--Littleton for tempered
glass33-—use superposition arguments to explain increased load bearing
capability realized with an increase of compressive residual stress on
the surface. The success of this model for brittle materials within
the linear elastic range does not transfer to the plastic behavior of
ductile materials subjected to similar compressive residual stress on
the surface. Neither the tests of Shkylarov 6 nor Liss et al. 32
successfully relate increased compressive residual stress with improved
static fracture resistance. Both, however, show increased fatigue life
performance with increased compressive residual stress on the surface.
Our experiments suggest that fracture mechanics arguments can resolve
these inconsistencies.

Fracture mechanics analyses the growth of pre-existing flaws and
establishes failure criteria which depend only on the material tough-
ness, the size and distribution of the flaws present, and the nominal
stress. The inherent flaw size and distribution in the test shafts
are assumed to depend on those forging and manufacturing operations
which precede heat treatment. The insensitivity of the stress sustained
before final fracture to prior processing, as indicated in Table 2, is
assumed to be evidence that flaw size is constant. Thus, if the vari-
ation of strain sustained before failure is combined with this consis-
tency of flaw size, then either the material's unflawed yield strength

or toughness controls failure.
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Variation in the unflawed yield strength for constant flaw size is
illustrated in Figure 38. If the unflawed yield strength is high
(Figure 38a), then the failure mechanism is determined by the crack
stability criterion (Equation 6). This condition precipitates brittle
failure as load increases. If the unflawed yield strength is low
(Figure 38b), then the shaft fails as the unflawed yield strength is
reached. This criterion determines ductile fracture. These results
demand that the mean level of compressive residual stress decrease with
increasing yield strength. This conclusion contradicts Littleton's
data and, thus, this relation can be rejected.

Illustrated in Figure 39 are two different values of material

toughness chosen to test the proposed correspondence between KIIIc and

o 1f o is less than the brittle limit (Zlo), by assumption,

RES ° RES

KIIIc is low, and, as indicated in Figure 39a, if the applied stress is

increased until failure, unstable crack propagation governs and brittle
fracture results. If ERES is greater than the ductile limit (290), by

assumption, K is large, and as indicated in Figure 49b, if the

IIIc
applied stress is increased until fracture, the unflawed yield strength
governs and ductile fracture results. These arguments are consistent
with the experimental residual stress results and reduce to the stress
superposition model for brittle materials with sufficiently large
inherent flaw size.

This residual stress dependent ductile-~brittle transition is quite
analagous to the temperature induced embrittlement that Yokobori

observed 30,51

. Low levels of mean compressive residual stress on the
surface yield the least modification of the case martemnsitic properties.

Martensite, a rigid structure with minimal fracture toughness, should
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Figure 38. Unflawed Yield Strength and Fracture

(a) For high unflawed yield strength, the
flaw line intersects the line repre-
senting failure controlled by unstable
crack growth.

(b) For low unflawed yield strength, the
flaw line intersects the line repre-
senting failure controlled by the
maximum yield strength.
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failure controlled by the maximum
yield strength.
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precipitate a brittle fracture, controlled by cleavage along a helical
surface, under extreme torsional loads. This behavior is confirmed by
the observed plateau and ledge morphology (Figure 32) on the spiral
fracture surface (Figure 34). High levels of mean compressive residual
stress on the surface should inhibit crack opening and allow extended
crack propagation before fracture. With sufficient stable crack growth,
the crack tip will penetrate the core and final fracture should occur
as the tough core material ultimately yields to the shear forces on the
transverse surface. This crack growth is confirmed by the observed
shear dimples (Figure 30) and microvoid coalescence.(Figure 31) on the
transverse fracture surface.(Figure 40)

The effect of compressive residual surface stress on the fracture
strain of induction-hardened axle shafts also can be analyzed by stress
superposition arguments, provided the inherent non-linearities are
included in the analysis and provided fracture is initiated at the
surface. Boker's findings47 that, under sufficient hydrostatic com-
pressive stress, torsional fracture switched from cleavage to shear for
brittle materials parallels the conclusions drawn from Figure 27. Both
transitions can be understood using the Mohr's envelope analysis which
Nadai developed 48 and is reproduced in Figure lla. This envelope,
unlike the fracture toughness criterion, could be established experi-
mentally by residual stress and fracture stress measurements or
established by Altiero's calculations 49.

43,46 also allow for

Similarly, Makky's slip-instability arguments
dual fracture paths. The only modification required is the realization

that processing, in addition to the boundary condition constraints she

analyzed, can introduce the tri-axial stresses necessary to switch from
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Figure 40 Ductile Mode Fractograph,
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the helical to the transverse principle direction. These triaxial
stresses disrupt the symmetry of the calculations and allow slip in

the z direction. The presence of slip in the z direction favors trans-
verse fracture. Clearly, since similar residual stress distributions,
varying primarily in magnitude, exist in both cases, continuum argu-
ments break down and microstructural effects must be considered to

evaluate the residual stress influence on z direction slip.
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4.3 Residual Stress--Second Order Effects

Analysis of the origins of residual stress and comparison of the
surface residual stress with the surface quench pattern indicated that
fast quench rates, characterized by a quenchant with high heat capacity,
low quenchant temperature and adequate pressure, yield high compressive
residual stresses on the surface. For all test induction-hardened axle
shafts, cracks initiated at the spline root at the cross-section of
minimum area and high levels of compressive residual stress on the
surface correspond to extended ultimate strains. These results are
consistent with the fracture mechanics, strength of materials, and slip
instability analyses. The free body equilibrium condition, however,
demands an inhomogeneous residual stress distribution. Both Vatev
and Ishii et aZ.16 measure significant internal tensile residual
stresses which these models neglect.

Internal tensile stresses, as noted by Jahsmams et al. 40 and

Ebert et al. 41, produce diminished tensile properties and also increase

a shaft's susceptibility to Hertz stress failure 64. Although no

direct comparison between this susceptibility and © is available, a

RES
comparison of quench rates and probability of cracking in a 0.38%
carbon steel by Kobasko 65 demonstrated that quench rate, and by
analogy, compressive residual surface stress, cannot be chosen

arbitrarily. Thus, if internal residual stresses are sufficient,

crack initiation and growth occurs internally, and the models proposed

to explain the observed compressive residual stress dependence do not

apply.



V. CONCLUSIONS

"Real materials are enormously complex in their
response to stress even under isothermal
conditions, ... The key to successful analysis
or design is to choose the simplest permissible
idealization of the behavior of the material not
to obtain the best description over the widest
range of environmental conditions."

Daniel C. Drucker
"Edgar Marburg Lecture' (1966)

The primary effects of induction hardening on the fracture of
steel axle shafts could be attributed to the increased yield strength in
the case. For these similarly processed axle shafts, the maximum loads
sustained before failure were distributed normally and exhibited little
dispersion. The results of these static torsion tests confirmed the

21,22 and thoeries of 0lzak 9. The deformation

experiments of Wuerful
at failure, however, could not be anticipated by sole reliance on their
analysis. The residual stress, generated during the heat treatment,
significantly affected the maximum deformation sustained before failure.
Detailed investigation of the surface residual stress distribution
for induction-hardened rear axle shafts reveals significant point-to-
point variation in residual stress. These potentially extreme and
random local variations eliminate the practical application of any
theory that requires complete specification of the stress state. How-
ever, if the symmetry inherent in the process and the applied loads
allow, a judicious set of measurements can define a mean compressive
residual stress level which may prove useful in defining experimentally
verifiable fracture criteria. Any model.based on this '"scalar" aRES

must be an energy model.

Mohr's envelope, slip instability and fracture mechanics can be

95
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applied successfully. The analyses place similar restrictions on crack
initiation and growth in static and fatigue torsion. At the crack tip,
the compressive residual stress affects the energy release rate which
governs whether cleavage or shear fracture occurs. Theoretical evalu-
ation of the critical residual stress levyel, Z, requires either modifi-
cation of the Griffith-Orowan-Irwin theory or a statistical mechanics
comparison of dislocation motion on competing slip planes.

For those induction hardening processes investigated, the following
conclusions are experimentally significant:

1. A mean level of compressive residual stress can be associated

with each shaft.

2. Increasing SRES increases the torsional strain sustained

before fracture.

3. A critical value of ERES exists such that:

a. If SRES < Z, then fracture is governed by a
maximum shear strain mechanism and appears brittle;
and,

b. 1f aRES > Z, then fracture is governed by a void
coalescence mechanism and appears ductile.

4. The value of 8RES can be controlled through the quench

process variables.

This experimental relationship between the mean level of com-
pressive residual stress on the surface and the angle-of-twist-at-
failure implies that if residual stress measurements are made prior to
torsional testing, the mode of fracture and the ultimate strain can be

predicted. For this to be valid, the axle shafts tested must meet

specification. Eddy current inspection to evaluate case depth and
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ultrasonic inspection to verify material integrity, are non-destructive
methods which can be employed prior to torsional testing to determine
whether specification is met.

This work demonstrates that residual stress measurements are
necessary to characterize fracture behavior of induction-hardened axle
shafts. Extension to different heat treatment specifications, forging
conditions, materials and geometries requires the development of an

extensive ORES data base and a complementary theory relating KIIIc with

O’RES.
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Z.
A
2]

09.4
09.2
44,7
570(.(\
BT, 48
D742
&3.8
57,08
09.9

58,4
504
a9.8
50,0
577
28,0
52.0
57.0
53,5
63,0
607
56.8
&4.0
&4 . 6
62,0
71,6
59,0
G105
ll)o &+ O
72.0
6044
101
96,4
56,5
525
(.(\O £ 5
59.8
&1.0
AX.8

UATA

YS
TOR

39,0

YF
TOR

KIF

28.5
22.0
31.0
27.0
20.0
21.0
27.0
23.0
24.0
24.0
23.0
21.0
22.0
20,0
20,0
22.0
18,0
26,0
23,0
25.0
20.0
22.0
23.0

2%.0

23,0
29,0
18.0
210
2%.0
22.0
19,0
21,0
1(()00
18.0
24,0
24,0
25.0
20,0
Q7.0

HARI
0,05

Re

56.0
95.0
38.0
54,0
55,0
0.0
D40
S94.0
533.0
96,0
SK) oO
55,0
57,0
54,0
SAL0
S4.0
G740
5({) ->O
G440
6.0
58,0
:.;‘3 00
T4 0
57,0
56.0
58,0
5940
55,0
a37.0
S4.0
40,0
4.0
55,0
590
G0, 0
4,0
553.0
56,0
094600
07.0

S96.0

100

HART
0.15

R

[p]

LA s ¥
O DD

+J !

AU b D

z..|3 . 0
48.0
40.0
40.0
231.0
44.0
48.0
40.0
45,0
35,0
‘40 . O
47 .0
446.0
45.0
a93.0
49,0
47.0
432.0
49,0
94,0
a0.0
4740
94,0
49.0
41.0
47.0
43,0
34,0
37.0
34,0
49,0
49 .0
392.0
44 .0
328.0
40.0

HARD
CORE

*» o « sl
0

>

SO,
O D NN RS

1
10.0
10.0
10.0
10,0
9.0
?.0
?.0
8.0
10,0
2.0
?.0
8.0
8.0
8,0
12.7
a.

NOOODDO O

» o o

SCO DO TTTINN D

CNARIMINITDO DD

-

» * > »

pry
[ lRssiiss BN NS N3]

fi
°

RS

18
10,0

CASE
Red4S

INCH

KKK X
XKk X
KKK K
K KKK
098
XAk X
+140
135
175
+ 145
175
+140
» 15O
128
140
+ 165
M
+ 150
e 200
<170
KK KK
+145
Kok kX
KKK K
KKK K
KKokK
Kok ok ok
Kok ok ok
e 135
¥k koK
1472
» 142
135
. 129
AKX
¥okokX
v 150
+ 130
156
+ 140

ni

INCH

XXKXX
XKKX
X¥kx
XXXX
KHkX
XKk K
KKK
669
+A50
cA54
+A42
+A34
XK K
717
717
£ 728
+ 701
2717
724
XKk
XK
XK KK
Xk
XK K
Kokok
KKK
XKk
KKK K
XKk
X KKK
XK
X AKX
XK XK
Xk
KKK
XKKK
KKK K
XKk X
KoK Kk
oK KK

STEF
AFFX

ReInm2

KKKk kK
kK k X
KK KKK
XKk XK
27 .23
XAOKK K
33.54
32.86
346.39

34,22

LN

37.32
32.37
X4.72
29.13
32.54
34.51
35.41
33.58
40.11
36427
Nekkokxk
31.88
¥okkxk
Fokk KK
Fokokk K
Kekkokk
XKk K
Nekokskxk
35.23
3Kk
39.31
31.47
31 .69
30.13
NCRACK K
KKK
30.27
3355
X2.17
X967
33.54

RAMF
AFFX

Reln?

49.24
50.09
599.97
53.48
93.13
S50.14
45.70
45.70
91.23
48,09
90246
45.13
43.822
42.17
45.70
48.75
49,42
48.25
593.03
S90.64
a1.18
446.35
30.64
53.98
91.24

S30.14

[~
55.72

49.94
47 .25
950.49
50,04
40.97
43.33
42,91
42,19
49 .59
44,31
47 .65
44 & 50
44 .81
4%5.70
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ERRROR

1000 REM STATISTICS AND NORMALITY TESTS RY S. A. ZAYAC

1010 FRINT °*INSTRUCTIONS (1=YES)"i

1020 INPUT G4

1030 IF G4<>1 GOTO 1190

1040 FRINT

1050 FRINT 'THIS PROGRAM CALCULATES MEANs STANDARD DEVIATIONs» SKEWNESS®
1060 FRINT °*AND KURTOSIS (IF REQUESTEL)» SAMPLE LOW» SAMFLE HIGH» SAMFLE®
1070 FRINT °RANGE, LOWER 3-SIGMA LIMITs, UPFER 3-SIGMA LIMIT» AND 6~SIGMA"
1080 FRINT °*RANGE. IF REQUESTEID» COMFARES DISTRIBUTION WITH SFECIFICATION-"
1090 PRINT °*COUNT, ACTUAL PERCENTAGE»> AND PROBAELE FERCENTAGE BELOW AND®
1100 PRINT °ABOVE SFPECIFICATION ARE INDICATED. IF REQUESTED» COMFPARES®
1110 FRINT °*DISTRIBUTION WITH NORMAL DISTRIBUTION FUNCTION USING THE®
1120 PRINT °CORRECTED KOLMOGOROV-SMIRNGOV D STATISTIC.®

1130 PRINT

1140 PRINT °INPUT DATA (USE LINES 1 THROUGH 999)°

1150 PRINT * FOR RAW DATA ENTER: AC1)5A(2)r.4.7A(N)»B(1)sB(2)r¢s B(N)r»sss®
1160 PRINT °* ENTER: 909090 FOR MISSING DATA WITHIN SET"
1170 PRINT * FOR FRERUENCIED DATA ENTER: F(1)sX(1)sF(2)9X(2)ssessFIN)»X(N)*®
1180 GOTO 4980

1190 DATA 999999

1200 DIM V(20),F(20)5W(20735)»RB(S),C(999)T(999),E2(20)

1210 DIM 0(999)

1220 S=87=S8=R=B6=F5=F4=L0=H1=1S=

1230 Y=I1=1

1240 PRINT °*DATA: O=RAW OR 1=WEIGHTED®;

1250 INPUT E4

1260 FRINT °OUTFUT (1=HISTOGRAM & STATISTICS or 2=STATISTICS ONLY)®;

1270 INPUT ES

1280 09=2%XE4+ES

1290 PRINT °*UNITS OF MEASURE (10 CHARACTER FIELD)®;

1300 INPUT U4s

1310 FRINT °CALCULATE SKEWNESS? KURTOSIS (1=YES)®;

1320 INPUT G1,G2

1330 FRINT °TEST NORMALITY OF SAMPLE (1=YES)";j

1340 INPUT G3

1350 IF 09:2 GOTO 1380

1360 FRINT °*NUMBER ASSOCIATED DATA FOINTS? VARIABLE ANALYZED®;

1370 INFUT E1,E3

1380 PRINT °SFECIFICATION LIMITS (LOWsHIGH) (ENTER O IF NONE)";

1390 INFUT B9,B8

1400 IF 09<3 GOTO 1450

1410 FRINT °*DATA ADDITIVE CONSTANT®#

1420 INPUT Bé6

1430 PRINT °*DATA MULTIPLICATIVE CONSTANT®;

1440 INPUT Y

1450 IF ES<>1 GOTO 1500

1460 PRINT °*HISTOGRAM LOW LIMIT-USE 1 MORE DECIMAL DIGIT THEN REST OF DATA®;
1470 INPUT FS

1480 PRINT °*HISTOGRAM INTERVAL-USE SAME NUMBER OF DECIMAL DIGITS AS LATA";
1490 INPUT Fé6

1500 PRINT °DATE";

1510 INPUT Uls

1520 FRINT °*TITLE"S

1530 INPUT U23

1540 FRINT 'ENTER ANY CHARCATER. FOSITION FAPER. FRESS RETURN. °*;

1350 INFPUT U3s

1560 PRINT

1570 IF 09<3 GOTO 1710

1580 READ W

1590 IF W=999999 GOTO 1840



1600
1610
1620
1630
1640
146S0
1660
1670
1680
1690
1700
1710
1720
1730
1740
1750
1760
1770
1780
1790
1800
1810
1820
1830
1840
1850
1860
1870
1880
1890
1900
1910
1920
1930
1940
1950
1960
1970
1980
1990
2000
2010
2020
2030
2040
2050
2060
2070
2080
2090
2100
2110
2120
2130
2140
2150
2160
2170
2180
2190
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READ Z

IF Z=>B9 GOTO 1430
LO=LO+W

IF Z<=B8 GOTO 1650
H1=H1+W

FOR I=I1 TO Ii1+W-1

LET C(I)=Z

LET I2=I

NEXT I

LET I1=I14+U

GOTO 13580
FOR EO=1 TO E1
READ E2(EOQ)

IF E2(1)=999999 GOTO 1840
IF E2(E0)=999999 GOTO 4960
NEXT EO

IF E2(E3)=909090 GOT01710
C(I1)=E2(E3)

IF C(I1)=>B9 GOTO 1800
LO=LO+1

IF C(I1)<=B8 GOTO 1820
Hi=H1+1

I1=I1+1
GOTO 1710

I2=I1-1

N1=I2

IF 09:2 GOTO 19350
FOR J=1 TO N1
FOR I=1 TO N1-1

IF C(I)«<C(I+1) GOTO 1930
Eé6=C(I)

C(I)=C(I+L)

C(I+1)=Eé6

NEXT I

NEXT J

E?=C(1)

EB=C(N1)

FOR I=1 TO N1

LET C(I)=C(I)XY+R6

LET S=S+C(I)>"2

LET R=R+C(I)

LET T(I)=C(I)

0¢IH=C(I)

NEXT I

LET A=R/N1

LET C=S/N1

LET D=A"2

LET G=(N1XC-N1xDl)/(N1-1)
S1=0

FOR I=1 TO N1
S1=S1+(C(I)-A)X(C(I)-A)
NEXT I
K1=SQR(S1/(N1-1))

G8=K1

LET L3=A-3%K1

LET U3=A+3xK1

GOTO 2970

PRINT

LET V9=1

LET L=1



LET V(L)=FS

FOR L=2 TO 20

LET UL)=V(L-1)+F6
NEXT L

LET F8=0

FOR L=1 TO 20

LET F9=0

LET I=1
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IF CCIH>VU(L)+.000001 THEN 2310

LET F9=F9+1

LET C(I)>=100000.

LET I=I+1

IF I <= N1 THEN 2280
LET F(L)=F?

LET F8=FB8+F9

IF F(L)>81 THEN 2850
IF V9=4 THEN 2400

IF F(L)>»54 THEN 2830
IF v9=3 THEN 2400

IF F(L)>27 THEN 2810
NEXT L
69=0
69=69+1

IF G9=1 GOTO 2660

PRINT TAB(13)»s°"CELL MAX PRCT QUAN

FOR L=1 TO 20
IF L=20 THEN 2770

IF ARS(V(L))<.000001 THEN 2890

PRINT USING 2490sV(L)7100XFC(L)/NLiF(L)
#3333 . 5348 #3334

IF F(L)=0 THEN 2600

FOR M=1 TO INT((F(L)+1)/V9+.3)
IF M=INT((F(L)+1)/V9+.5)

IF M>1 THEN 2560
FPRINT *3°;

GO TO 2570

PRINT °x°*;

IF M=27 THEN 2870
NEXT M

IF M>1 THEN 2620
FRINT *:°*

GO TO 2630

FRINT *%x°

IF ABS(VU(L)>)“.000001 THEN

NEXT L

PRINT TAB(13),°*CELL MAX FRCT QUAN

IF v9=4 THEN 2750

IF V9=3 THEN 2730

IF V9=2 THEN 2710
PRINT TAB(32)s°0 S
ON G9 GOTO 2420,4580
PRINT TAB(32)s°0 10
ON G9 GOTO 2420,4580
FRINT TAB(32),°0 13
ON G9 GOTO 2420,4580
FRINT TAB(32),°'0 20
ON G9 GOTO 2420,4580

30

40

2920

30

45

60

. . I3 I3 -
R R A A I I R A A I RS

THEN 2590

. . . . 13 . .
5600009000000 00000000000 000000000000

40

60

30

30°*

60"

90°

120

PRINT USING 2780s100%(N1-FB+F(L))/N1iN1-FB8+F (L)}

AROVE

LET F(L)=N1-F8+F (L)

$+4

43

I3 . .
LR R A I I I I



GOTO
LET
Goto
LET
GOTO
LET
GOTO
FRIN
GOTO
PRINT

GOTO
PRINT
LET
GOTO
PRIN
FOR
LET
LET
LET
LET
NEXT
LET
LET
LET
LET
LET
FOR
FOR
READ
NEXT
NEXT
DATA
DATA
DATA
DATA
DATA
DATA
DATA
DATA
DATA
DATA
LET
LET
LET
LET
LET B
LET
LET
LET
IF (R
IF Z
GOsu
LET
LET
IF (R
IF Z
Gosu
LET
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2500
vo=2
2400
ve=3
2400
Vo=4
2400
T *>"
2630
USING 29005 100%XF(L)/N1FF (L)}
0.0000 ##¥ F+#
2510
USING 2930,V(L+1)7100%F(L+1)/N13F(L+1)3
$3333 . 3544 #3333
L=L+1
2500
T
I=1 70 N1
C(I=T(I)
S9=C(I)-A
58=88+59"3
§7=87+59"4
I
S6=K172
S8=88/(N1-1)
§8=58/(S6%K1)
§7=87/(N1-1)
S7=87/(S6"2)
M=1 TO 20
M1=1 70O S
W(MsM1)
M1
M
¢3943195.3525.3819,4175.285,.299,.315,.3375.,405
02657 o277' 0294’ 2319y ,364> 0247! 0258' 0276’ .3! 0348
+2335.2445 .261,.2859.3315.2235.2337.249».271,.313
02151 02247 0239! 0258! 0294’ o2067 +2179.235.249,.284
199,212, .2235,2425.2755,199.202y.2145.234,.268
0183' +194, ‘207’ 0227' 02617 v 1779.1875.,201,5,22, 0257
01739.1825 4195942139 .255.1699.1775.1895.206».245
0166541735.1845,25.239»41637.1699.:1795.195».235
0167.166941749.,195.2315,1495.1535.165,.18,,203
0131'9136'0144! 01617018770736' + 7689 +805y 0886'10031
B(1)=,25483
B(2)=-,284497
B(3)=1.42141
B(4)=-1.,4531S5
(5)=1.0614
F=.327591
K1=K1x%x1.41421
Z=(A-B?) /K1
8+R9)>=0 GOTO 3330
w= 0 THEN 4930
B 4660
A3=50-50%E2
Z=(RB8-A) /K1
8+Ek?)=0 GOTO 3380
“= 0 THEN 4930
B 4660
A2=50-S0%E2






3400
3410
3420
3430
3440
3450
3460
3470
3480
3490
3500
33510
3520
3530
3540
3350
3560
3570
3580
3590
3600
3610
3620
3630
3640
3650
3660
3670
3680
3690
3700
3710
3720
3730
3740
3750
3760
3770
3780
3790
3800
3810
3820
3830
3840
3850
3860
3870
3880
3890
3900
3910
3920
3930
3940
3950
3960
3970
3980
3990
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FOR I3=1 TO Nt

LET C(I3)=T(1)

LET KO=1

FOR I4=2 TO N1

IF C(I3) <= T(I4) THEN 3470
LET NO=I4

LET C(I3)>=T(I4)

NEXT I4

LET T(KO)>=1.E+25

NEXT I3

LET Z=(A-C(1))/K1
GOSUR 4660

LET DS=.5-E2X%.5S

LET Ié=1

FOR I=Ié TO N1

IF C(IY>C(I6) THEN 3580
IF I=N1 THEN 3790
NEXT I

LET Z=(ABS(C(I-1)-A))/K1
GOSUR 4660

IF C(I-1)<A THEN 3630
LET D6=.5+E2%.5

GOTO 3640

LET D6=,S-E2%.S5

LET Q2=(I-1)/N1

LET D6=ABS(Q2-Dé)

IF DS>D&6 THEN 3680
LET DS=Dé

LET Z=(ABS(C(I)-A))/K1
GOSUE 4660

IF C(I)>ZA THEN 3730
LET D6=.5+E2%.5

GOTO 3740

LET D6=.5-E2%.S

LET Dé6=ABS(Q2-D&)

IF D0S>Dé THEN 3770
LET DS=Dé

LET Ié=I

GOTO 3540

LET Z=(C(N1)-A)/K1
GOSUB 4660

LET D6=.5+.5%E2

LET D6=1-Dé6
IF DS>D6 GOTO 3850

LET DS=Dé6
IS=1I5+1
IF 1S=6 GOTO 4050
I13=18

IF N1 <= 20 THEN 3920
IF N1=30 THEN 3940

IF N1:30 THEN 39640
GOTO 3970

LET I3=N1-3

GOTO 3970

LET 13=19

GOTO 3970

LET I3=20

LET D6=W(I3,»I35)
IF I3<20 GOTO 4000

LET D6=D06/SQR(N1)



4000
4010
4020
4030
4040
4050
4060
4070
4080
4090
4100
4110
4120
4130
4140
4150
4160
4170
4180
4190
4200
210
4220
4230
4240
4250
4260
4270
4280
4290
4300
4310
4320
4330
4340
4350
4360
4370
4380
4390
4400
4410
4420
4430
4440
4450
4460
4470
4480
4490
4500
4510
4520
4530
4540
4550
4560
4570
580
4590

IF D6«
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=DS GOTO 3850

‘—."O—oOSX(IJ“I)

IF €2+
C2=.01

+0 GOTO 4060

GOT04060

C2=0

FRINT
PRINT
FRINT
PRINT
PRINT
PRINT

FRINT
FRINT
FRINT

FRINT

PRINT
FRINT

PRINT

IF G1<1 GOTO 4270

FRINT

IF G2<>1 GOTO 4300

PRINT

FRINT

TAR(17),U1$
TAB(17),U2%

USING 4120

TAR(17)s *SAMFLE DESCRIFTION®
USING 4160sN1

QUANTITY MEASURED s v eeseveees #E3$4$3%3
USING 41805U4s

UNITS OF MEASURE.......c.eeses ‘CCCCCCCCCC
TAR(17)y *STATISTICAL MEASURES®
USING 4210sA

THE MEANcesevovvrovsvssorevseee #4435 .3433
USING 4230,G8
STANDARL DEVIATION: s evevseeers 33535, 3442

USING 4260,S8
SREWNESS (=1 TO +1 NORMAL) ++e.v 333,333

USING 4290557
KURTOSIS (+2 TO +4 NORMAL) ++ s ¥5¥¥¥.3334
TAEB(17)y"DISTRIBUTION LOoW HIGH RANGE"*

IF (E8+B9)=0 GOTO 4340

FRINT
PRINT

PRINT

USING 4330sR9,B8,B8-E9

SFECIFIED. ##%%.3333% $333.5333 3333 .35%3
USING 4350,E9rEB,EB-E?

ACTUAL s v oo #3353 . 3433 335 . 3333 33335343
USING 4370,L3,U3y6%G8 .

6-SIGMA. .. #¥4%. 3343 333 . 3333 3534 .3443

IF (B8+E?)=0 GOTO 4460

PRINT
PRINT

PRINT

FRINT

IF G3<x

IF C2«
FRINT
FRINT

GOTO 453

PRINT

PRINT
FRINT
FRINT

IF E5=
FOR I=

FRINT

TAB(17), "SFECIFICATION COMPARISON RELOW AROVE"*
USING 4410,L0sH1

ACTUAL COUNT s e evsssves $344$ $¥45$
USING 4430,LO0%X100/N1,H1%100/N1

ACTUAL PERCENTAGE .+ ... 3+, 4 4+, ¥
USING 44S0+A3,A2

FROBABLE FERCENTAGE... $35. % 3.4

1 GOTO 4550

.»0 GOTO 4S20

TAE(17) s "NORMALITY TEST-REJECT @ .01 CONFILENCE LEVEL®
USING 4500,0D9
KOLMOGOROV-SMIRNOV Devsevevsoes #3333, 5343

USING 4530,C2
NORMALITY TEST-ACCEFT @ .## CONFIDENCE LEVEL
USING 4500,09

USING 4120
1 GOTO 2170
170 15

]
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4600 NEXT I

4610 IF 358<-1.1 THEN 47350

4620 IF S8x1.1 THEN 4750

4630 IF S7<2 THEN 4750

4640 IF S7:4 THEN 4750

4650 GO TO 4980

4660 LET T3=1/(1+Px%x2Z)

4670 LET F2=0

4680 FOR J2=1 TO S

4690 LET J3=6-J2

4700 LET FP2=F2%T3+B(J3)

4710 NEXT J2

4720 LET F2=P2%T3

4730 LET E2=1-F2XEXF(-Z"2)

4740 RETURN

4750 FRINT °*FRINT MEDIAN RANKS (1=YES)*j

4760 INFUT E?

4770 IF E7<>1 GOTO 4980

4780 FRINT

4790 FRINT U1ls

4800 PRINT

4810 FRINT U2s

4820 FRINT

4830 FRINT °*THE SKEWNESS-KURTOSIS TEST FOR NORMALITY HAS*
4840 FRINT °*IMFLIED NON-NORMALITY. MEDIAN RANKS WILL BE GIVEN.®
4850 FRINT

4860 PRINT °* NUMBRER OBSERVATION MEDIAN RANK®
4870 PRINT

4880 FOR Q7=1 TO N1

4890 LET Q3=(Q7-.3)/(N1+.4)

4900 PRINT Q7,0(Q7),Q3

4910 NEXT Q7

4920 GO TO 4980

4930 FRINT °*XxxxXxUFFER SFEC LIMIT <« MEAN OR LOWER SFEC LIMIT : MEAN.®
47240 FRINT “X%XXxXXCHECK YOUR DATA AND TRY AGAIN.’

4950 GO TO 4980

4960 FRINT

4970 PRINT®ERROR IN INFUT DATA . DATA DOES NOT CORRESFOND TO GROUF SIZE."®
4980ENL
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1000
110
1020
103N
1040
1050
1060
1070
1080
1090
1100
1110
1120
1130
1140
1150
1140
1170
1180
1190
1200
1210
1220
1230
1240
1250
1240
1270
1280
1220
1300
1310
1320
1330
1340
1330
1360
1370
13820
1390
1400
1410
1420
1436
1440
1450
1340
1470
14R0
1490
1500
1510
1520
1570
1540
1550
1560
1570
1580
1550

REM
REM
REM
REM
REM
REM

ILINEAR
INFUT?
INFUT?
INFUT?
INFUT
QUTFLT?
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COMFARE

REGRESSTION ANALYSIS OF Y NN X RY 5. A. ZAYAC

ENTER DATA LLINES 1 THRLl 999

ENTER FAIRED DATA SERUEMNTTALLY

EXAMFLE (A15A2v. .. vANEL1sBRe, ... -BN+sC1+C2s.,..CND
ENTER 209090 FNOR MISSING TIATA WITHIN SET

R+ SIGMACYX) e Y=AXiE. FLOTIX,Y)

X1=X2=Y1=Y2=Z=N=0

W=1

ODIM X(9999).

FRINT
INFUT
FRINT
INFUT
FRINT
INPUT
FOR J
FOR I
READ

IF 7¢

FRINT
FRINT
GATO
=Z(L
Y=7(M
NEXT

Y(9999)

*NUMBER 0OF ASSOCIATED DATA FOINTS Z(1)....Z(K) WHERE K =

K

"LET X

X s

Z(I)

LET Y

1 70
1 7O K

= Z(IY IF T = *3

= Z(I) IF I

V999

13 = 9990909 QTN 1400
IF Z(I)+»999999 3NTN 1230

“ERROR IN TNFUT DATA. 0ATA TIDES NOT CORRESFOND TO GROUP

1520
)
b

T

TF *=209090 (;0TN 1280
IF Y=< :909090 GATN 1310

LYY=
Y( =
G0TO
i )=
()=
X1=¥1
Yi=Y1
(P=X%"
Y2=772
I=7+Y
N=N+1
NEXT

909090
909090
1390

X

Y

+X

+t

+Y KK
+Y Ky
kY

S1=N¥Y2-X1%X1
S2=NXY2-Y1KkY1

S3I=NKZ-¥1%Y1

A= (Y1XX2=-41%7) /81

A1=87%

/31

R=3Z/(3QR(S1  %SAR{52))
S4=GAR (U D2=ADKY 1 -ALKT) /(N=D))

FRINT
FRINT
INFUT
FREINT

IF T

FRINT
FRINT
£=N

FOR I

"TTSFL

T

=1 TO E

AY TATA"

1 6GNTN 14660

NOL .t FT.NO,*»* X*,"

[F X(J)=209090 G0TO 1580
IF Y(J)=-909090 GOTO 1400

E=FE+1
50TO

1620

SIZE. "
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COMPARE

1500 FRINT Wy deX( )oY (D)

1610 W=W+1

1A20 NEXT U

1430 IF Z(1)=999999 (0TO 1450

1440 GATN 2575

1450 FPRINT

1660 RESTORE

1870 FRINT *UARTARLFE NAMF?s X UNITS?. TAEBLF NUMEBER®";

1480 INPUT X$,Us,T$

1490 FRINT “UARTIARLE ANALYZEN?, FIRST CEILLL?s CELL WIDTH®*:

1700 INFUT XeXOsW

1719 SO=N

1720 &1=R

1730 S2-=54

1740 a4=A1

1750 R=40

1740 FRINT *ENTEFR AMY CHARACTER. FOSTTION FAFER. FRESS RETURN,.*j
1770 INFUT S¢

1720 FPRINT TAR(17).T%

1790 FRINT

1800 PRTINT TABCLT) v "ANGLE-OF -TWTST-AT-FATLURE"*

13110 FRINT TARCLI7) s "CORFELATION WITH®

12720 FPRINT TAR(17)«X$

18330 FRINT

1340 FRINT HSING 1250

12506 @
1240 FRINT
1370 FRINT IJSTNG 1880.S0

1380 : SAMFLE STZE. 4.ttt sons EE 32
1390 FRIMT USING 1900,S1

1900 CORRELATION COEFFICIENT..... 5. 443
1210 FRINT USING 1920.U%

1020 ¢ HINTITS T0O MEASURE X4 o iwenas ‘RRRFRRRRRR
1930 FRINT TAB(C17), *LINTTS TD MEASURE Y.ieraor oo UEGREES®
172240 FRINT IISTNG 1950,82

1950 STANTIARD DEUTATION (YX)..... ##,% UEGREES

1940 PRINT

1970 FRIMT USTING 1850
1220 FRINT

1990 FRINT NSING 2000+ X0 X0O+10XWe XO+20XW ¢ XO+30XW

2000 3 LEZ F% FhE.H (£ 2 B L2 X I
2010 FRIMT TAR(I®) 50 ..l il il eatorentoenss?

2020 FOR N=1 TO 19

o030 D=2S4N

2N4A0 FRTINT HISTNG 205001
2050 ¢ (£22
2040 FRINT *te3
°N70 FOR M=1 TN 29

20RN n=0
2090 FOR ' =1 TO 131
TIND FEAND TO1Y e 70T 7T T8 e T TN G Z AN T(T7) e T (2T ()

2110 Y23 141S0K (70T K(1220KT (D=7 (") FZ(RIK(L10=T(2)1)"2) /1000000
2120 TF Y:100 GOTN 2180

2120 TF 7(SH=75k/N=1) AOTO 7180

2140 IF 7(5)"=254N GOTN 2180

2150 IF 70XV oX04W¥ (M=1) GNTO 2180

2140 TF 20O »=X0+kM GOTA 2180

7170 £=C+1

21RO NEXT L

2120 RFESTNRE
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COMFARE

2200 ON C+1 GOTO 2210.2230.2250+2270+2290+2310+2330,23502370+2390+2410:-2430
2210 PRINT * *;

2220 GOTN 2440

2230 FRINT *A:

7240 GOTN 2440

2250 FRINT *R*:

22460 GATND 2449

2270 FPRINT *n*s

2280 GOTO 24340

2290 FRINT "'

2300 GOTO 2440

2210 FRINT *F*5

2?2320 G0OTO 2440

2330 FPRINT *F*s

2340 0702440

2350 FRINT *G*;

2360 GOTO 2440

7370 FRINT *H's

2320 GATO 2440

2290 FRINT *T°*:

23400 ANTO 2440

2410 FRINT " 1%3

7420 GOTN 243N

2430 FRINT *K*:

2440 MNEXT ™

2450 FRINT *°*

2450 NEXT N

2870 FRINT TARMLI7Y-"800 ., i etornetneentninatonsatt
2420 FRINT USING 2000+ X0 s X0+ Ol XO+20%W ¢ XO+30XKW
2490 FRINT

2500 PRIMT TAR(17).*I_LEAST-SRUARES LLTNEAR AFFREOXIMATTION®
2510 FRINT UUSTNG 2S20+AsR

25920 @ Y = (EE.E$) X+ (RERE)
2520 FAR 0O=1 TN 70

29540 FRINT *

2500 NEXT 0

2560 TATA 299999

2570 ENT






APPENDIX IV

STATISTICAL RESULTS
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TAEBLE 1

ANGLE-OF-TWIST-AT-FAILURE DISTRIRUTION

—n e v o o T oe S Ga0e S TeCe FvSe e Sete e Seee Sems Seus beme SUMS Se ENS Ses Mo Ees e Seme Sime G4 Semt NS S s Seat Hes See Mows e e SNS G0 eee SoS S Save Gase See Sase Smee eve Soes Geme Sews tmm

SAMFLE DESCRIFTION

GUANTITY MEASUREt‘Q L N B B I AR IR B B 2 N 4 .'.R"

UNITS OF MEASURF_O LK R N B B O 2 B B 2 2 r'EGREES
STATISTICAL MEASURES

THE MEANQOOQ0000000000600‘000‘0 "480.’.603

STANI‘AR[' ['EUIATTON L R B B B R IR 2R 2R R N 4 62 04557

SKEWNESS (-1 T0O +1 NORMAL) ¢ss s 7537

RURTOSIS (+2 TD +4 NORMAILL) e o s s 3.1724
DISTRIBRUTION LOW HIGH RANGE

ACTUAL ¢+ ¢ » 50.0000 370.,0000 I20.0000
6‘SIGMA000 ‘3902069 335«5275 37407344
NORMALITY TEST-REJECT @ .01 CONFIDRENCE LEUVEL
KOLMOGOROV-SMIRNOV Ds csn v v s v v e W 1372

10 20 30 40 59 450

4 [ ¢ + ¢
LR R B IR SR BN R 2R BE BE IR X 2R 2R BE B IR 2 IR BRI IR TR K B I B 2 BN 4

CELL. MAX FRCT QUAN

e ve 0 O

25.0000 0 0
50.0000 1 1
75.0000 9 12 3 kKkKkX
100.0000 15 20 XK AOK KK KK K
125.0000 23 30 AKAKK KKK KKK KX KK
150.0000 11 14 kKKK KKK
175.,0000 8 10 2 REKKAXK
200.0000 17 22 L ACKKKE KK KR K K
225.0000 3 4 XX
250.0000 6 8 XXX
273.0000 ] VARE S S
300.0000 2 2 X
325.0000 0 o
350.,0000 0 0 2
375.0000 1 1o
400.,0000 0 0 2
425.0000 0 0 3
450.0000 0 o 3
475.0000 0 0 3
AROVE 0 0 3
CELL MAX FRCT QUAN 2.l aadanaelssnslanendasastones
0 10 20 30 40 S50 AQ
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TARLE 2

TORSIONAL ULTIMATE STRENGTH DISTRIRUTION

e case - G e e wame e Gt oee GHm Maee Gy s GS Mok S s e G N S et e S e St Sh S S S e See Seee v Seme S Same SEN S WS Guen Seve MES S es See See Sews Gees ese weas Seme Sase wen seme

SAMFLE DESCRIFTION
QUANTITY MEASUREID« st v et v v vt v ene 131
UNITS OF MEASURE«c¢ss et sveeseees L1OOOIN~-LES
STATISTICAL MEASURES

THE MEANOOOQOOOO‘OOOOOQ00000000 5709298
STANDARD DEVIATION:s oo v oo een 4,068%5
SKEWNESS (-1 TO +1 NORMAL)+es s + 6470
KURTOSIS (+2 TO +4 NORMAL) v oo 3.9769
DISTRIRUTION LOW HIGH RANGE
ACTUAL + ¢+« 350.0000 72,0000 22,0000
6-SIGMA.. . 45.7243 70.1352 24,4109
NORMALITY TEST-ACCEFT @ .20 CONFIDENCE ILEVEL
KOLMOGOROV=-SMIRNOV Tlsssvesvoeens . 0580

15 30 45 &0 75 ?0
CELL MAX F‘RCT QIJA 0000:0000:0000:0’00:0000:0000:’00!
5.0000
10.0000
15.0000
20,0000
25,0000
30.0000
35.0000
40,0000
45,0000
50,0000
55,0000
60,0000
65,0000
70,0000
75,0000
80,0000
85.0000
90,0000
?25.0000
AROVE
CELL MAX FRCT QUA

= OO0 O SO0 2Z

K K K K K K K K K
2K KK K KK KK KK K K Ok K ok KK
2K K 3K KK K K K K

8 RN
-

ZOOOD OrRIM =+

RIS RN |

SO NN DIDNIA==ITSODOTTTTO O
o
¥ 3 ¥

4 9 9 + 9
LK R R N A B R B B R K R N I K N N 2 K R R I B B 1

15 30 45 60 75 20

-
*

'y

O 99 24 24 40 te 20 20 20 e 46 e 20 6 5 40 s+ 2o e s 20 40 e O
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TARLE 3

TORSIONAL YIEIL.I' STRENGTH DISTRIRUTION

. S S . —— s et S S D GHe e Shs Se GE S Sees See NS $40e AEGe he Saes e eSS EES Smpe S=P e WS Sa Seee GH S Gmi SaeS Ghwe Geme Geem SN GG SASS Sece Gems See SN Gens Geee Gese Geee ee Suwe Sems wme

SAMFLE DESCRIFTION
QUANTITY MEASUREIDls s s v v v vt ven 131
UNITS OF MEASURE+++eveeessessoe 1000IN-LES
STATISTICAL MEASURES

THE MEAN. s oot s st 000000 0s 0000000 3T3.2863
STANDIARD! DEVIATION. s et v e v oo 3.2809
SKEWNESS (-1 T0O +1 NORMAL) ¢+ es 2515
KURTOSIS (+2 TO +4 NORMAL) s+ 6.+3572
DISTRIRUTION LOW HTIGH RANGE
ACTUAL ¢+ 4 24,0000 50.4000 26.4000
6-SIGMA. .. 25,4436 45,1289 19.6852
NORMALITY TEST-ACCEFT @ .01 CONFIDENCE LEVEL
,\DLMOGOROU"SMTRNOU IfI. LR SR A 2K I 00880

13 30 45 40 75 90
CELL MAX FRCT QUAN e elaeeslorrelorsslosretasssdones
5.0000
10.0000
15.0000
20.0000
25,0000
30.0000
35.0000 4
40,0000 4
45,0000
50.0000
55.0000
60.0000
65.0000
70,0000
75.0000
80.0000
85,0000
20,0000
95.0000
AROVE
CELL MAX FRCT QUAN

O
e 20 €0 e 0 00 20 O

¥
3

S7 3 ROKK KK KK K A K K KK XK K K
G 3 AOKK KK KK OK K KK KK KK KK K K
4 X

1

SOOI HUNDIU=TOTO

0
0
0
0
0
0
0
0
0
0

L4 ¢ ¢ ¢ 4
LR R AR K R R I I IR IR R B R B R B I B R A

15 30 45 60 75 ?0

-
>

.

O 0 S0 e 2o te 0 *e e 4+ e oo oo
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TAERLE 4

TORSIONAL YIELD FOINT DISTRIBUTION

e oere maoe eas e mee cm S e CE G S whee Seee oS SN Gm e W Gere Gee Ses Ms mes S SEA Sw e SH ens Gmee WS Gmm MEe Sace Giee SH SN MM Fes m GHm e Gmm Same Gee Gess Sie ems Se e Seus sese me Seas Seee

SAMFLE DESCRIFTION
QUANTITY MEASURED s vt e v oo v eseene 131
UNITS OF MEASURE e+ sesesss0eese 1OOOTIN-LRS
STATISTICAL MEASURES

THE MEANOOOOOOOOOOOOQ‘OOO000004 :‘.’40698:‘
STANDARD DEVIATION: o s oot eov e 4,186l
SKREWNESS (=1 TO +1 NORMAL) e + 3456
KURTOSIS (42 TO +4 NORMAL)«ss. 3.0192
DISTRIRUTION LOW HIGH RANGE
ACTUAL « 4 4 & 15,2000 37.1000 21.92000
6-SIGMA.. . 12.1397 372565 25.1168
NORMALITY TEST-ACCEFT @ .01 CONFIDENCE LEVEL
KOLMOGOROQU-SMIRNOUV Thessvvsennns + 0853

e @ate e tovs sae tase Geme Gane e Gme Sege Gew w0t G Cow G Cew S e Swe WeS S ) S e Gem Foet ve St NS Mee e Cem e Sm Sae CH S Get Gea e Guie s SIS SuSe GSS e S WES UGS FEGR UG Seme Gwes Sews S

1S 30 45 60 75 ?0

Q (4 4+ 4 + ¢
LR R N IR EE R B K IR BE R K K IR 2K 2K B B IR K IR S 2 I K IR 2R K IR R N 4

CELL MAX FRCT QUAN

3.0000 0 0
10.0000 0 0
15.0000 0 0

* 0o 2o e 3 D

20,0000 16 21 TREAKKKK

25.0000 43 TG 2 AROKKK KK K KOKOK XK K K K kK K K
30,0000 33 43 3 KKKAOKK KKK AOK KK XK
35.0000 10 $%kx
40,0000 1

45.0000 0
50.0000
55,0000
60,0000
65.0000
70.0000
75.0000
80.0000
85.0000
920.0000
95.0000
AROVE
CELL MAX FRCT QUA

eBeRoleoloRolololoRo R Re R Y

+ ° ¢ + 14
L I B R B BN 2R R B BE X 2K IR 2R N I 2N I I IR IR K I A

15 30 45 460 75 20

LN 4

o 90 0 00 S0 ve 24 24 e 4o o vo *> e +o
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TARLE S

SURFACE HARDNESS DNISTRIRUTION

ey s e e et ey e i ae e Smse WS Gace e Sase Sows e eoe S0 NeLS EHm Sewe Soen Gose SeN me SHee Ses TG Seve SEe Fegs Sese Sece Geee Fee Maes See s e Sey SaSe Swn Sems Same GEme SEe ete Seus Saee e Shwe Swee

SAMFLE DESCRIFTION
QUANTITY MEASUREIlts e e o s st vt v oe e 131
UNITS OF MEASURE++¢sevversee0ees RePOJOSOIN
STATISTICAL MEASURES

THE MEANOOOQQ000000000000000000 5404198
STANDARD DEVIATION: s eeosveo s e e 2.2359
SKEWNESS (-1 TO +1 NORMAL) e+ -+5611
KURTOSIS (+2 TO +4 NORMAL)+soss 3.3815
DISTRIRUTION 1.0W HIGH RANGE
ACTUAL ¢« 4 4« 48.0000 60.0000 12.0000
6-SIGMA ... 47 .7121 61.1276 13.4155
NORMALITY TEST-REJECT @ .01 CONFIDENCE LEVEL
KOLLMOGOROV-SMIRNOV Tle st v co s v e oo » 1812

e ae o s ot Soe o e Saan S s Sasn et s s St Same S Saee Gmme et s S e oG e S e s - — S - s S Setm e — Seee e e S e e Saye S aas Su Mas Save vese wme wes Seee

15 30 45 &0 75 20
CELL MAX F.RCT QUAN .‘ﬁ.:‘000:0000:0000:0900:0‘00:0000
5.0000
10.0000
15.0000
20,0000
25.0000
30.0000
35.0000
40,0000
45.0000
50.0000
55,0000
60.0000
65.0000
70.0000
75,0000
80.0000
85,0000
?20.0000
95.0000
AEROVE
CELL MAX FRCT QUA

e 20 20 +0 20 24 e e 4o 00 20 O

*
3%
*

& KK KKK KK KK K K K K K KK K K K K K K
& 2K KK kK KKK XK K K K K K

ol an
DO OTSOTDBDNUODOODTODOTO

BN
20000000 UUIROOO00ODODO

+ 3 ¢ 14 ¢
L 2K R 2K N R I B B B R 2 I K 2K R R B R K B R IR B N R R R AN ]

15 30 45 60 75 ?0

*
*

*

O *e ¢ 4 20 te 44 se o o0
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TARLE 6

CASE HARIDIINESS DISTRIRUTION

SAMFLE DESCRIFTION
QUANTITY MEASUREID¢ s o v e v vt vsen 111
UNITS OF MEASURE¢ceseeeosesveess RePOLISOIN
STATISTICAL MEASURES

THE MEAN s s e et s ottt 0ttt et soon 43,7207
STANDARD DEVIATION: ¢t ecoeoo s oo 6.7233
SKREWNESS (-1 TO +1 NORMAL) s+ s -.4184
KURTOSIS (+2 TO +4 NORMAL)+ e 2.35460
DISTRIRUTION LOW HIGH RANGE
ACTUAL ¢ s ¢ » 27.0000 56.0000 29.0000
6-SIGMA. .. 23.5507 63.8907 40.3399
NORMALITY TEST-ACCEFT @ .01 CONFIDENCE LEVEI
KOLMOGOROU—SMIRNOU [‘o LRI R I R 4 00841

10 20 30 40 50 60
CELL MAX FRCT QUAN 2oaselerestocarlonestoceeloneetonns
5.0000
10.0000
15.0000
20.0000
25,0000
30,0000
35,0000
40,0000
45,0000
50,0000
95,0000
60,0000
65,0000
70,0000
75.0000
80,0000
85.0000
90,0000
95.0000
AROVE
CELL. MAX FRCT QUA

e 20 20 2o e 26 O

kX

& KKKk

23 ROKOKOKAOK KKK K K

27 ROKKROK KKK KKK K

13 KKK K K K K K K K K K Xk X
& KK KK KK K

NSO OO

=M

OO0 T O =DdDWVd¢=ULDdDOSOOOT O
= Oy J
O = O = ol

0
0
0
Y]
0
0
0
N

+ 4+ ¢ 4 ¢ L4
(EE IE A IR I I B AR I BE IR 2 R SR BE 2E IR 2 IR R B BEIE JE R RE R IR B IR B IR AR 4

10 20 30 40 50 &0

O v0 0+ 20 v4 e 20 *e to ve v
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TAEBLE 7

CORE HARDNESS DISTRIRUTION

cous ceme come coen ae wms came mae Gous Gems Some Swn Gace Seum Seve e Som et Soen Seen s Seen Sece Seem Fece Sewt See Gave Sece Gme Sees Sees Sed MwS sece Seve Seve Geme Mees Seee Sewe e s Gow See SGSe Ce Swie Gove Seme Veoe Seme Sws Sete Sowe Seve

SAMFLE DESCRIFTION
QUANTITY MEASURED« s s v v v v en v ens 131
UNITS OF MEASURE s+t v s eveeses ROCORERFLG
STATISTICAL MEASURES

THE HEAN.‘QQOO?QQOOOOQOOQ000“0 1".09160
STANDIARD! DEVIATION:c o st 00 e 0000 4.1265
SKEWNESS (-1 TO +1 NORMAL)+s.. .. + 8349
KURTOSIS (+2 TO +4 NORMAL) s e 4o 2.7347
DISTRIBUTION 1.OW HIGH RANGE
ACTUAL + .+« 5.4000 21.7000 16.3000
NORMALITY TEST-REJECT @ .01 CONFIDENCE LEVEL
KOLMOGOROV-SMIRNOV Tts s s e o s s s e o + 1202
0 15 30 45 60 75 20
CELL MAX PRCT QUAN 24 eseloersloneslorsssloceelosseldones
35,0000 O 0o

10.0000 51 G7 2 RKOKKK KKK K A OK K K KK K K KKK K K
15.0000 24 3 2 AKAKOK KO K KK

20.0000 16 21 DXKAKKXK

25.0000 12 Tkokx

30.0000 0
35,0000
40,0000
45,0000
50.0000
55.0000
60,0000
65,0000
70,0000
73.0000
80.0000
85,0000
?20.0000
95,0000

AROVE

CELL MAX FRCT QUA

SOOI OO U

0
0
0
0
0
0
0
0
0
0
0
0
0
0
N

+ ? < L4 L4
LR K IR B K IR JE 2R B B B IR R IR R L EE 2E IR 2K IR 2R B LI SR K 2 4

15 30 45 40 75 20

*
»>

Kl

D 90 0 20 96 40 44 $3 S $O 2O $0 S0 > e e *e
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TARLE 8

DEFTH TO Rc 45 DISTRIRUTTION

v s e e oe s Swoe e Gmme Soee e Sams Geme Seme Seee WS Save Sewm e Ges Es Ce mes Sems Ses Seve Seve Sows sse Sme Gesw Ge Se e Sews Sewe Sees Gvw eam Swm Sece Seee Swe e teww See eve Seve See Sees Grws Geve tace Seve Veme sems

SAMFLE DIESCRIFTION
QUANTITY MEASUREDI o e vttt v oo v 86
UNITS OF MEASURE ¢eocrveescrrven IN/10OO
STATISTICAL MEASURES
THE HEANOOO00'0000000000009‘009 l33$1‘977

STANDART DEVIATION.: ¢ v v eocv s s v oe 20,0451
SKEWNESS (-1 T0O +1 NORMAL) ¢ s« -.1988
KURTOSIS (+2 TO +4 NORMAL)Y..... 4.6899
DISTRIBUTION 1.0W HTIGH RANGE

ACTUAL + 44 70,0000 200.0000 130.,0000
6-SIGMA. 73.0623 193.3331 120,2708
NORMALITY TEST-REJECT @ .01 CONFIDENCE LEVEL

KOLMOGORQU=-SMIRNQU Dles v osossvas 1196
0 5 10 15 20 25 20

CELL MAX FRCT QUAN 4t edocretosaateneetosertosasiossa
10.0000 0 O 3

20.0000 0 0 3

30.0000 0 g ¢

40,0000 Y 0 3

50.0000 ¢ 0

60.0000 O 0 ¢

70,0000 1 i1k

80.0000 0 0 3

20,0000 2 2OV RX

100.0000 b6 58 KKK X

110.0000 2 2 XX

120.0000 8 7 L RAORK K KX

130.0000 22 19 & KKK AR KKk A KK K KR KKK X

140.0000 29 258 AOKK K K KKK K A K AR A AR K K OK K R R Rk K
150.0000 21 188 Kk K K K ACK AOK K K K K & X K

160.0000 2 2 1XX

170.0000 2 2 LA

180.0000 2 2 PKX

120.0000 O O !

AROVE 1. [

CEILL. MAX FRCT QUAN s el etinenloroadonsedeccsdones

4
»
) 5 10 LS 20 259 30
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TARLE 9

HARDENABILITY DISTRIRUTINN

e o e e e e ae Se = S e e St ewe SHe S e e Sem e aem Sem wS PHe o e e e e Se ee S e Se e FEe et S Sewe Sate e e SIS Sees Seme ws Seee eus Sees Seme ems Sase ese teee seve s

SAMFLE DESCRIFPTION
QUANTITY MEASURENeev v o s vt venn 43
UNITS OF MEASURE ¢+ csesevveasees NI=-TN/1000O
STATISTICAL MEASURES
THE MEAN’OQOOOOQOOO’?OOO00000“ 65403558

STANDARD DEVIATION: s e eoesos e v 674357
SKEWNESS (-1 TO +1 NORMAL) s e —.4493
KURTOSIS (+2 TO +4 NORMAL) ¢« s.. 2.3229
DISTRIRUTION L.0W HIGH RANGE

ACTUAL + s v 492.0000 764,0000 272.0000
6-SIGMA. .. A451.9487 856.35629 404.6143
NORMALITY TEST-ACCEFT @ .05 CONFIDENCE LEVEL
KOLMOGOROV-SMIRNOV Do s ervenresns 1261

o 10 iS 20 25 30
CELL MAX FRCT QUAN 3ot eelsvsaloisrslonsslossat
400.0000
425.0000
450.,0000
475.0000
3500.0000
525.0000
550.0000
575.0000
600,.0000
625.0000
650.0000
675.0000
700.0000
725.0000
750.0000
775.,0000
800.0000
825.0000
850.0000
AROVE
CELL MAX FRCT QuA

¥*

AN RNONS OO0

3
*
3
-

0

AKX KX X
XK K KK XK K

P =
I 3 ¥ I} I} %
3 3 5%

J

SO0 NUNO =
2O OO OLNODOYINN=UO=DOODD

20K K 3Ok K K K X

€ 3¢ X%
¥
%*

3 + ¢ ? ¢
CEREE IR B B BE AR 25K R R R I N IR R R R R I K R R B I

9
-
5 10O 15 20 25 30

-
-
*

a

T 40 24 00 40 00 44 04 ¢ 4 24 S5 26 44 te e 20 26 0 90 0 +0 40 O
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TARLE 10

STEF AFFROXTMATION DISTRIBUTION

SAMFLE UESCRIFTION

0 ]

10

15

20

e
o]

AUANTTTY MEASURED ¢ s e o v oo v v s e 86
UNITS OF MEASURE . s ccov v e e s oo Re—-INT2
STATISTICAL MEASURES
THE MEAMs s c o v s e s e e vt s e s essvoson 3207950
STANDART UFUTATIOV;QQ,;o.. Coee 4.2760
KURTOSIS (+2 TD +4 NORHAL).«.Q. 3.1564
OISTRIRUTION L.OW HIGH RANGE
ACTUAL » « o« 19,7207 41 .8642 22,1435
S5=STGEMA. « » 19,9669 45,8230 25 .45461
NORMALTTY TEST-ACCERT € .01 CONFIDENCE LEVEL
KOLMOGOROV-SMIRNOW The o s v e e es e .1101
0 p 10 15 20 25 30
CELL MAX FRCT QUAN .o e fesesterrslesselorsslaseslones
18,7500 0 (0T
20.0000 1 | ¢
21,2500 0 O
22,5000 0 0 2
23,7500 0 0 2
25,0000 3 3 1XkX
26,2500 o 4 PkKoKkK
”7.“000 é Toorkokekekk
..... « 7500 1 1 %k
3040000 2 2 ¥X
Z1.2500 (8 73K KKK
32,5000 16 14 3 NOKK &K HOKROKK XX
XZ,.7500 21 18 kAN ¥R K KK KOk K
35,0000 8 7 PRRCKKKK
L2500 a 7 PRkekEKekx
37 .5000 b 4 XKk
28,7500 6 ROk
40.0000 7 A& LXK K
41,2500 1 1%
ABOVE 1 1 X
CELL MAX FRCT QUAN 35 s s et ss st esrstosssteresteoerstonen

30
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TARLE 11

RAMF AFFROXTMATION DISTRIRUTION

SAMFLE UDESCRIFTION
QUANTITY MEASURED . s o e e o0t v v evs 111
UNITS OF MEASURE s o ¢ s s s e e o v v s v Re-INT2
STATISTICAL MEASURES
Tl"'ft Nl::'ql\"""(‘00@00"‘909’00090*
STANDART TEVIATIONG: ¢ s s o o0t 00000
SKEWMESS (-1 TO +1 NORMAL) « « 54
KURTOSTS (+2 TO +4 NORMAL)) ¢+ 54
DISTRIRUTION .OW HIGH
ACTUAL « 5 ¢« 36.3324 34,7717 20,4392
S=STOMA . 24,4741 612148 26,7427
NORMALTTY TEST-REJECT @2 .01 CONFIDENCE 1LEVEL
KOLMOGORDV~SMTIRNOUV The o s 6050 00 0 s +1039

47,8454
4.4571
-e4521
2:7606

RANGE

0 o] 10 15 20 25 30

CELL MAX FRET QUAN 2. e lereetorrslesnelareeterentoren

34,2500 O o 3

A7.5000 4 4 IRKKK

22,7500 0 0 ?

40.0000 1 1 X

41,2500 4 4 IR¥KK

42,3000 7 8 LRk NOK K

43,7500 3 p

45,0000
A4h, 2500 12 1

475000
48,7500
50,0000
5142500
32,5000
53,7500
GEL. 0000
ThEL 2500
57,5000
53,7500

AROVE
CELL

0

OO =i d NN D 6O G

MAX FRCT QUAN

£ RACHR AR K K

& KKK R ACK KK

3o kkck

& KKK OK K KKK KRRk K OR ROR KoK
Aok KoKk

kKKK K X

3 KAk K

$dRK

* + + + L4
LEE S B N R IR AR T LR I IR N IR R IR R T R I

il 10 15 20 20 30

D e+ 26 oo v
*



TAORLE 12

122

ANGLE-DF=TWIST-AT-FATLURE

CORKRELATION
TORSTONAL

SAMFLE
CORRELATION

LIMNTTS
STANDIART

1
1
1
1
2

ot

275

3
%
2
X

400

50
75
N0
3y
B0
7%
0o
25

A

OO0
o
=50

i

M A
AARGARCTIARA A A

e 2o P e

> e

L

>

>
¢
* ;
L S S

4ty , 0

ST7E

WITH
LT IMATE STRENGTH

FAERS

L R T 2

A e s s

COEFFTCTEMT » o 40 -
UNTTS TO MEASHRE Xas s ooy seeon 100GIN

ARl

%)

A

s

LEAST-SMMIARES

Y

(—-1,1A)

X

™ MEASURE
DEVTATION

Tt

A ARREAR

A

A

+

a8

e
hodoa

Yoose
(YXDdavnew A2.9 NEGREES

R R

BRANAL RARA [
ABATRCRCTIAF A A
BAGRARERE A

AAAA

AR

An (D

A

*
[ T SN

O

LIMEAR

+

(2160

Seer s UED

v ve re 26 2o de i1

A A A

e 24 P

7,

A A

o Pe PC e 24 Ve 20 ve

LR I N P S S S A Y

LHE. 0 750

AFFREODYTMATTON

131
D74
-{.RS
REES



123

TARLE 132

ANGLE-QF ~TWIST-AT-FATLLURE
CORRELATTION WITH
TORSIONAL YTELT STRENGTH
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TARLE 14
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TARLE 148
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TaBLE 17
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CORRELATTON WITH
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TARLE 21

ANGLE-OF =TWIST-AT-FATLURE
CORRELATION WITH
RAMF AFFEQYTAATION
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