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ABSTRACT

STRATEGIC ORGANIZATIONAL DECISIONS AND STRESS:
A TEST OF THE CONFLICT MODEL OF DECISION MAKING
By

Marianne Tait

This study was a test of Janis and Mann's (1977)
conflict model of decision making, which proposes that
information processing is more vigilant under conditions of
moderate stress than under conditions of low or high stress.
Questionnaires were returned by executives from 263
medium-size manufacturing companies which had opened or
expanded plants in the last five years or were planning to
do so. Only very limited support was found for the model.
Of the four information processing vigilance measures, only
one--the number of alternatives considered--demonstrated a
weak curvilinear relationship with stress (p < .08). Two
other vigilance measures were associated with stress in a
positive linear relationship, and the fourth measure of
vigilance was not associated with stress. 1In addition,
stress was not related in a curvilinear fashion to any of

the measures of the quality of a decision.
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INTRODUCTION

Decision theory began with a model of a rational
decision maker. Subsequent theorists charged that the model
made unrealistic assumptions about human information
processing capabilities and lacked empirical support. A
bounded rationality model was proposed by Simon and his
collegues (March & Simon, 1958; Simon, 1947). 1In the last
decade, the debate about which model is superior has
quieted, and a contingency view of decision making has
become ascendant (Beach & Mitchell, 1978; Payne, 1976). The
decision model selected by an individual is assumed to be a
function of the decision environment and the decision maker.
Most contingency models have focussed on cognitive factors
and seem to assume a cooly rational decision maker. The
emotional component of decision processes has been ignored.
One exception is the conflict model of decision making of
Janis and Mann (1977). This is a contingency model which
proposes that the stress engendered by important decisions
has an impact on the rationality of the decision process.
The research described in this paper attempted to test the
appropriateness of the conflict model as a description of

strategic organizational decision making.
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Decision Making

Decision making may be considered a subset of problem
solving. A decision process involves the evaluation of a
set of alternatives and the selection of a course of action,
while problem solving deals with the larger process of
problem formation, alternative generation, and information
processing which preceeds the decision process (MacCrimmon &
Taylor, 1976). Decision research is generally concerned with
how people make difficult choices. Routine choices, which
are matters of habit, or simple choices, in which one
alternative is clearly better than all others, are generally
dismissed as too trivial to merit study. The irony of
decision research is that, while consequential decisions are
the purported study domain, most research has examined
hypothetical choices in the laboratory. Although this
research has taught us a great deal, it ignores the emotions
that important real world decisions produce. Only the Janis
and Mann (1977) model deals explicitly with emotion as a
moderator of decision making processes. Because it extends
and in some instances controverts earlier rational choice
and bounded rationality models, the latter theories will be
reviewed before the Janis and Mann model.

Rational Choice Models

The concept of rationality is the foundation of
decision theory, but rationality has different meanings
(Clough, 1984). Objective rationality is achieved when a

decision maker selects the alternative that maximizes
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objectively measured gains, such as profit. Rationality may
also be defined subjectively as being achieved when the
decision maker selects the course of action that maximizes
subjectively perceived gains, including outcomes which
cannot be measured objectively.

Rational-choice models are the traditional or classical
approach to decision making and were initially formulated by
economists. These models assume that the decision maker
chooses the alternative which maximizes desired outcomes. A
number of assumptions about the decision maker and the
decision environment are taken as "givens." It is assumed
that the rational decision maker possesses knowledge about
the entire set of alternatives. To each alternative is
attached a set of consequences, which are characterized by
certainty, risk, or uncertainty. The decision maker is
assumed to have a preference ordering that ranks all sets of
consequences from most to least preferred. Finally, the
decision maker selects the alternative leading to the
preferred set of consequences.

In an objective rational choice model, the decision
maker employs socially agreed upon measures of performance
or value, such as dollars or ounces, and accepted criteria
for elimination and choice, such as return on investment.
The rational decision-maker is presumed to act in
conformance with these accepted social standards (Clough,
1984).

It has long been known that socially agreed upon



measures of value are not invariant across individuals or
within indivuduals in different situations. The subjective
approach to rational choice replaces value with utility,
which is what an outcome is perceived worth to an
individual. This concept dates back to Bernoulli (1738)
who, observing the behavior of gamblers, proposed that the
utility for money is a logarithmic function, exhibiting
diminishing increases in utility for equal increments in
wealth (i.e., the difference between $505 and $510 is not
seen as important as the difference between $5 and $10).
Another argument for the use of utilities is that they allow
multiple diverse outcomes to be measured on a single utility
scale.

When probabilities can be assigned to outcomes, the
utility model becomes an expected utility (EU) model. EU
models predict or prescribe that a decision maker selects
the alternative which maximizes _g%(pi)U(xi), where there
are n outcome vectors xi each wit;_a utility U, and n
associated probabilitigs P4 such that %pi =1.

Expected utility theory has beenl;he major paradigm in
decision theory since the Second World War (Schoemaker,
1982). The theory originated with Bernoulli (1738) and the

axioms of the theory were formalized in von Neuman and

Morgenstern's Theory of Games and Economic Behavior (1947).

When objective probabilities are replaced by the

subjective estimates of the decision maker, the EU model



becomes a subjective expected utility (SEU) model. The
subjective probability school was developed by Ramsey
(1931); de Finetti (1937, 1970/1974); Savage (1954); and
Pratt, Raiffa, & Schlaifer (1964). 1In objective probalility
models, probabilities are known or can be estimated via
statistical inference from the outcomes of repeated trials.
Phenomena which are not repetitive (such as the likelihood
of a nuclear war) cannot be described in terms of
probabilities. The subjective probability school defines
probability as the decision maker's degree of belief,
applicable to both repetitive and unique events. Subjective
probability makes no restrictions about logical or empirical
reasons, but mathematically this view is indistinguishable
from other types of rationality in that the probability of
elementary events sums to one (Schoemaker, 1982).

Both logically and empirically, rational choice models
have come under attack. It is important to keep in mind,
however, that much of decision research would not have
resulted without the existence of EU theory. Even its
critics acknowledge that it has contributed insights and
helped refine inquiry (Schoemaker, 1982). Nevertheless, it
is the conclusion of many reviewers that the value of EU
models is limited (Einhorn & Hogarth, 1981; March & Simon,
1958; Schoemaker, 1982; Slovic, Fischhoff, & Lichtenstein,
1977). The axioms of the model are violated, the
assumptions about human information processing capabilities

are unrealistic, and the model does not predict decisions



well.

As a descriptive model of decision making, EU fails on
a number of counts. Research shows that subjective
probabilities are related nonlinearly to objective
probabilities (Edwards, 1953, 1954), low probabilities are
overweighted and high probabilities are underweighted (Lee,
1971), and subjective probabilities are influenced by
wishful thinking in that they tend to be higher as outcomes
become more desirable (Irwin, 1953; Marks, 1951; Slovic,
1966). In addition, people tend to be more conservative in
revising their probabilities after receiving new evidence
than is prescribed by Baye's theorem (Edwards, 1968).

One explanation for these errors in judgment has been
of fered by Tversky and Kahneman (1974). They suggest that
in many cases, probability estimates are based on
heuristics, or simplifying rules of thumb, that usually
yield reliable estimates but sometimes do not. They
enumerate several types of hueristics, but these are
tangential to this paper and will not be discussed.

The EU model also falls short as a predictor of
behavior in the real world. For instance, many homeowners
in flood plains and earthquake areas fail to obtain
insurance. Kunreuther, Ginsberg, and Miller (1978) surveyed
such homeowners to obtain subjective estimates of the
probability and the magnitude of loss and perceptions of the
cost of insurance. They found that between 30 and 40

percent of the people acted contrary to SEU maximization.



Similar findings have been obtained in relation to crime
insurance (Federal Insurance Administration, 1974) and seat
belt use (Robertson, 1974). Other research demonstrated
that Las Veyas gauwblers playing with their own noney
exhibited the same biases and inconsistencies that had been
observed in college students making hypothetical decisions
(Lichtenstein & Slovic, 1973).

The weight of the evidence against the EU model has
convinced many researchers that its value as a descriptive
or predictive heurustic is limited. Among them, MacCrimmon
and Larsson conclude that "since many careful, intelligent
decision makers do seem to violate some axioms of expected
utility theory, even upon reflection of their choices, it
does seem worthwhile exploring the option of considering
modifications of the standard theory" (1979, p. 83). The
primary modification of the theory has been the inclusion of
boundaries or limits on human information processing
capabilities.

Limited Rationality Models

The concept of "bounded rationality" was first proposed
by Simon (1947). He and his associates have developed the
basic model of limited rationality (1955, 1957, March and
Simon, 1958, Newell & Simon, 1972). They propose that the
assumptions of the classical rational-choice model are not
realistically related to how decisions are actually made.
The classical model assumes, for instance, that the decision

maker possesses knowledge about all the alternatives, all
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the consequences associated with each alternative, and the
probabilities of future events. Limited rationality models
argue that such assumptions are not valid, and that in
actuality, "the capacity of the human mind for formulating
and solving complex problems is very small compared with the
size of the problems whose solution is reguired for
objectively rational behavior in the real world--or even a
reasonable approximation to such objective rationality"
(Simon, 1957, p. 198).

These conclusions are consistent with the findings of
Miller (1956) that short-term memory capacity is limited to
seven plus or minus two pieces of information. Real decision
makers also have limitations on the time and other resources
that they can expend on a decision. It must be remembered
that these models do not contradict the basic assumption of
the classical decision models that human beings exhibit
rationality in decision making. March and Simon (1958), in
fact, call their bounded rationality model a rational-choice
model. The distinction is that limited rationality models
add the proviso that decision makers are rational within the
constraints of their perception of the decision problen.

March and Simon (1958) label traditional rational-
choice processes "optimizing" and bounded-rational choice
processes "satisficing." When optimizing, the decision
maker identifies the entire set of alternatives through a
comprehensive search. He or she establishes many criteria

based on multiple objectives by which the alternatives are



evaluated. The alternatives are evaluated using a weighted
additive model, and the alternative chosen is the one which
maximizes utility.

The satisficing decision maker establishes only a few
criteria and attaches minimum cutoff points to each one.
Alternatives are identified sequentially. As soon as an
alternative is found, it is evaluated against the minimum
crtiteria. If it satisfies each criterion, it is selected,
and no other alternatives are sought. If it fails to
satisfy one or more of the criteria, it is eliminated, and
the decision maker searches for another alternative until a
satisfactory solution is found.

Limited rationality models appeal to our common sense
comprehension of how decisions are made and appear to
describe decision making more accurately than do traditional
rational choice models. However, much of the empirical
support for Simon's model comes from computer simulations of
recurrent decisions, such as hiring and investment decisions
(Cyert & March, 1963; Newell & Simon, 1972). Recent research
indicates that actual decision behavior is even more diverse
than the bounded-rationality model indicates, and that many
factors influence how decisions are made, including factors
which interfere with the assumed (albeit constrained)
rationality of the decision maker. Tne focus of decisim
researchers has shifted to identifying these factors which

moderate decision processes.
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Contingency Theories

Contingency theories of decision making are based on
two assumptions (a) that decision makers have an array of
possible decision strategies available to them, and (b) that
conditions in decision making settings influence the types
of strategies that are employed. The focus of research,
therefore, shifts from determining whether optimizing or
satisficing models better describe decision processes to
identifying the circumstances which influence the choice of
strategies. Janis and Mann'!s conflict model is a
contingency theory but one that has a manifestly different
focus than that of most contingency theory research. In the
following sections, as a way of providing a background for
the understanding of contingency theories, I will first
describe various decision strategies and then will discuss
some of the conditions which may determine which strategies
are used.

Decision Strategies

A decision strategy is "(a) the set of procedures that
the decision maker engages in when attempting to select
among alternative courses of action, and (b) a decision rule
that dictates how the results of the engaged-in procedures
will be used to make the actual decision" (Beach & Mitchell,
1978, p. 439). Rational-choice and limited-rationality
models are two very broad sets of strategies. More specific
strategies have been identified, and because a discussion of

contingency theories requires some understanding of
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terminology, I will summarize Svenson's (1979) taxonomy of
decision strategies as a means of providing definitions and
as a framnework for comprehending the relationships between
decision strategies.
Svenson's Taxonomy

Svenson identifies seven types of decision rules. The
characteristics of the decision strategies subsumed by the
decision rules are outlined in Table 1. The first three
types of rules are noncompensatory and the remaining four
are compensatory (or commensurable). Compensatory models
allow attractive attributes to compensate for unattractive
attributes. Rational-choice and optimizing models are
compensatory strategies. In noncompensatory models, such
as satisficing, unattractive dimensions result in the
elimination of alternatives.

Tyoe I: Ordinal attractiveness and no

commensurapility. The two strategies which fall into this

category are conjunctive and disjunctive strategies.
Conjunctive decision making is basically the same as
satisficing: the decision maker specifies a set of minimum
criterion values for each attribute and eliminates all
alternatives which fail to meet the criterion on at least
one attribute. Elimination of alternatives continues until
only one alternative remains. A disjunctive decision rule
specifies that the chosen alternative must have at one least
attribute value greater than the criterion, and all the

attribute values of the other alternatives should fall below
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or be equal to the criterion values.

Type II: Ordinal attractiveness, lexicographic order

and no commensurability. These strategies differ from the

preceding set in that the attributes, or dimensions, can be
ordered in terms of importance. A lexicographic strategy
requires that the alternative selected is the one that has
the best value on the most important attribute. If there is
a tie, the alternative that is best on the second most
important dimension is chosen, and so on. An elimination by
aspects rule (Tversky, 1972) prescribes that the decision
maker specifies a set of minimum criterion values for each
attribute and orders the attributes in terms of importance.
All alternatives that fail to meet the cutoff on the most
important attribute are eliminated. Then all alternatives
that fail to meet the minimum criterion on the second most
important atitribate are eliminated. Elimination continues
until only one alternative remains.

Tyoe III: Ordinal attractivgpess differences,

lexicogranphic order and no commensurability. This decision

rule includes two strategies: (a) minimum difference
lexicographic, and (b) lexicographic semiorder. The minimum
difference lexicographic rule is like the lexicographic rule
but an alternative can be chosen only if it surpasses all
the other alternatives on the most important dimension by a
mininum amount. If the difference between two alternatives
on the most important attribute is perceived as being

insignificant, the decision maker moves on to the next most
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important attribute. With the lexicographic semiorder rule
(Tversky, 1969), a minimum difference is specified only for
the most important attribute. For all other attributes, any
difference is sufficient for elimination. The minimum
difference lexicographic rule assumes that minimum
differences are defined for each attribute.

Type IV: Ordinal attractiveness and commensurability.

These strategies require that, for each attribute, the

al ternatives are classified relative to one another as
better, eqial or worse. The decision maker then chooses the
alternative with the greatest number of attractive
attributes or eliminates the alternative with the most
unattractive aspects.

Type V: Ordinal attractiveness differences and

commensurability. The decision strategy of "choice by
——

greatest attractiveness difference" specifies that the
decision maker identifies the attribute on which the
alternatives are most different and selects the alternative
that is most attractive on this attribute, irrespective of
the other attributes. Although Svenson classifies this
strategy as commensurate (or compensatory), this is clearly
not the case.

Type VI: Interval attractiveness (utilitv) and

coamensurability. Svenson states that a number of different

procedures for weighting and combining alternatives have
been presented (Anderson, 1974a, 1974b,; von Winterfeldt &

Fisher, 1975; Shanteau, 1977), but the additive and additive
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differences rules have received the most attention. The
additive utility rule states that the decision maker sums
the utilities for each alternative and chooses the
alternative with the greatest sum of utility. The additive
utility differences rule implies that only two alternatives
can be compared at a time. The decision maker totals the
differences between two alternatives on each attribute. The
same alternative should be chosen with an additive or an
additive difference strategy.

Type VII: Ratio attractiveness and commensurability.

The SEU model is the only strategy mentioned as following
this rule. The name of this rule is inaccurate because SEU
is concerned with probability estimation not ratio
attractiveness. It would be more accurate to specify as the
sevenitnh and eighth rules, "utility, objective probability
and commensurability" (EU) and "utility, subjective
probability and commensurability" (SEU).

Contingency models attempt to predict which strategies
will be selected in different situations. These theories are
based on the assumption that strategy selection is
contingent upon both the characteristics of the decision
maker and the decision task (Beach & Mitchell, 1978).

One of the most fully developed descriptive contingency
models of decision making is that presented by Beach &
Mitchell (1978). They propose that the strateyy selected is

a function of the characteristics of the decision maker, the
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decision problem, and the decision environment. According
to them, the characteristics of the decision maker that will
have an impact on the selection of a decision strateyy
include knowledge about the available strategies and the
apbility and motivation to use a given strategy. The primary
characteristics of the decision problem are its
unfamiliarity, ambiguity, complexity, and instability. The
decision environment is characterized by the irreversibility
and significance of the decision, the accountability of the
decision maker, and the constraints on time and/or money.

Complexity

A number of experiments have tested the impact of the
above characteristics on decision processes. The aspect
that has received the most attention is the complexity of
the decision problem. This is operationalized as
information load, which is often defined as the number of
alternatives or dimensions presented to the decision maker.

In one experiment, Payne (1976) presented students with
a hypothetical decision--choosing an apartment. The students
were given either 2, 4, 8, or 12 apartments as alternatives.
When only two alternatives were presented, subjects used a
compensatory strategy (additive or additive difference), but
with six or twelve alternatives, subjects used a two-stage
strategy. They first quickly eliminated some of the
alternatives by using a noncompensatory strategy
(elimination by aspects or conjunctive), and then evaluated

the remaining alternatives with a compensatory strategy.
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Similar results have been found by other researchers
(Billings & Marcus, 1983; Lussier & Olshavsky, 1980;
Olshavsky, 1979).

Researchers have also examined the impact of the number
of dimensions on decision making. In general, it has been
shown that increasing the number of attributes increases the
variability of the responses (Einhorn, 1971; Hayes, 1964;
Hendrick, Mills & Kiesler, 1968; Jacoby, Speller, & Kohn,
1974), but does not increase the likelihood that
noncompensatory strategies will be used (Einhorn, 1971;
Payne, 1976; Olshavsky, 1979).

The inpact of the complexity of the attributes has also
been examined in an experiment comparing a two point
attribute valuation (has/does not have) with a five point
scale (Olshavsky, 1979). It was found that when attributes
were complex, subjects used a three-stage strategy,
employing two separate noncompensatory screenings. Park
(1978) found that when subjects were presented with a seven
point scale for each attribute, they tended to reduce the
scale to a simpler three point scale (negative, neutral,
positive).

Significance, Accountapility and Reversibility

The effects of significance, accountability, and
reversibility were examined by McAllister, Mitchell, and
Beach (1979). Subjects were presented with business case
studies and four solution strategies that varied in the

amount of computation and analysis necessary to generate an
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answer. In the first two experiments, the manipulations
were presented as part of the case. The decision was
portrayed as significant or not significant (usually in
terms of the impact on the financial states of the
companies). The central character was or was not held
personally accountable for the decision. And the decision
was described either as temporary and reversible or as
irreversible. In the third experiment, the independent
variables were manipulated directly. Significance was
manipulated by telling the subjects that the experiment they
were involved in was important or that it was a pilot study
with little expected impact. Half of the subjects were made
to feel accountable for their decisions by telling them that
they would have to defend their responses in front of a
group of their peers. Reversibility was manipulated by
telling half of the subjects that they could change their
decisions at the end of the research period if they wished.
In general, the results of these experiments indicate that
more analytical strategies are chosen when the decision
maker is accountable and the decision is significant and
irreversible. The results were weakest, though, in the
third experiment which had the highest external validity. In
this experiment, strategy selection and the amount of time
spent on the task were influenced only by accountability and

marginally by significance.



Time Constraingg

Another characteristic of the decision situation is the
presence of deadlines. Christensen-Szalanski (1980)
proposed that deadlines and other time constraints truncate
the array of possible strategies by eliminating highly
complex strategies from consideration. In an experiment in
which business students analyzed case studies, it was found
that subjects with five minute deadlines were much more
likxely than were students with 45 minute deadlines to report
that they would have preferred to have used different and
more complex strategies than the ones that they had
employed. The subjects with the greater time constraints
were also less confident of their solutions
(Christensen-Szalinski, 1980). Wright (1974; Wright &
Weitz, 1977) also examined judgments under time constraints
and found that as time pressure increased the negative bias
model (a noncompensatory model in which the decision maker
focuses on negative information) fit the data better than
did a linear compensatory model.

In summnary, more analytic compensatory strateyies are
likely to be employed when the number of alternatives is
limited, the decision maker feels accountable, the decision
is significant and irreversible, and time constraints are
not oppressive.

The experimental evidence summarized here seems to
support a contingency view of decision making. The theory

explaining these results is less satisfactory. Beach and
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Mitchell (1978) propose that "strategy selection is
contingent upon a [cost/benefit] coupromise between the
decision maker's desire to make a correct decision and his
or her negative feelings about investing time and effort in
the decision making process" (p. 448). They propose that
the cost/benefit mechanism is an SEU model. This implies
that irrational, suboptimal strategies are selected in a
rational way. Curistensen-Szalanski (1978), a student of
Beach, formalized the cost/benefit mechanism with a strategy
selection curve, thus further increasing the complexity of
the calculations presumed to be involved in selecting a
strategy.

There are two arguments against this cost/benefit
explanation. The first is that the assumption that
additional costs are calculated and balanced violates what
we know about cognitive limitations. The second argqument
was advanced by Einhorn and Hogarth (1980). They proposed
that the mechanisms by which decision strategies are
selected are themselves decision strategies or
metastrategies. They argqued that if highly analytic
strategies involve costs that the decision maker would
prefer to minimize, then an SEU metastrategy would also
involve costs and should only be employed when the decision
maker perceives that the use of a complicated metastrategy
will provide enough benefit to offset these costs. In other
cases, a less complex metastrategy, such as elimination by

aspects, should be used. This implies that there is a
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superordinate strategy for selecting metastrategies, and so
on without end.

Janis and Mann (1977) offer another explanation for
contingent decision processing. They arqgue that the use of
optimal decision processes is contingent on the level of
stress experienced by the decision maker. Their model, thus,
focuses on the emotional aspects of decision making--an area
neglected by most contingency research and by decision
research in general.

On the face of it, Janis and Mann's theory could be
readily integrated into a contingency theory such as Beach
and Mitchell's. The characteristics of the individual and
the characteristics of the decision environment interact to
produce a perceived level of stress which determines the
decision strategy used. Structurally, this is consistent
with traditional contingency theories, but the underlying
premise of Janis and Mann's theory is completely at odds
with Beach and Mitchell's theory and with most other
theories of decision making. Although rational models can
potentially build in affectively-loaded outcones,
historically they have not. In this sense, then, the
conflict model might be thought of as a nonrational theory
of decision making because decisions are seen not merely as

the products of rational calculation but of emotion as well.
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Janis and Mann's Conflict Model of Decision Making

The central thesis of Janis and Mann's (1977) book is
that important decisions generate psychological stress which
imposes limitations on the rationality of decision making.
The relationship between stress and decision making is such
that both too little stress and too much stress may result
in defective information processing.

Janis and Mann propose a conflict model of decision
making. In this usage, decisional conflict does not refer
to interpersonal conflict, rather it is the "simultaneous
opposing tendencies within the individual to accept and
reject a given course of action" (p. 46). Intense conflicts
are likely to develop whenever a person has to make an
important decision because such decisions involve vital,
affect-laden issues, or "hot" cognitions, using Abelson's
(1963) terminology.

Decisional conflicts are sources of stress. Janis and
Mann define psychological stress as "a generic term to
designate unpleasant emotional states evoked by threatening
environmental events or stimuli® (p. 50). The degree of
stress generated by a decisional conflict is a function of
the number of goals the decision maker expects to remain
unsatisfied by the decision. Janis and Mann make two
assumptions about stress. The first is "the more goals
expected to be unfulfilled and the more important the needs
to which those goals correspond, the greater the stress."

The second assumption is, "When a person encounters new
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Figure 1

confllct model of decision making. [From Decision making:
sychological analysis of conflict, choice, and commitment
70) by 1.L. Janis and L. Mann, 1977, New York: Free

Press.]
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threats or opportunities that motivate him to consider a new
course of action, the degree of decisional stress is a
function of the degree to which he is committed to adhere to
his present course of action" (p. 50).

The conflict model is presented in Figure 1. It shows
the relationship between antecedent conditions, mediating
processes, and consequences. The antecedent conditions
include information about the environment. Although not
explicitly shown in the model, Janis and Mann state that
other factors also function as antecedent conditions.
Personality variables and prior experience with similar
decision situations are two examples.

The mediating processes link perceptions of stress and
modes of decision making. The four key questions determine
the level of perceived stress, which determines which coping
pattern will be used to arrive at a decision.

Janis and Mann describe five coping patterns, or ways
that individuals make decisions under different levels of
stress:

1. Unconflicted adherence: the individual continues

the current course of action without surveying any other
alternatives.

2. Unconflicted change: the individual chooses a

salient alternative without a thorough canvassing of
available alternatives or a careful evaluation of the
consequences.

3. Defensive avoidance: the individual becomes
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pessimistic about finding a suitable alternative and will
attempt to avoid cues that stimulate anxiety. The decision
maker will (a) procrastinate, (b) shift responsibility for
the decision to someone else, or (c) bolster the chosen
alternative (i.e., cognitively distort information about
the alternative by exaggerating its favorable consequences
and minimizing its unfavorable consequences).

4. Hypervigilance: The individual becomes very

anxious and begins to lose hope of finding a solution in
time. After superficially scanning the most obvious
alternatives, the decision maker chooses the first one that
seems to hold promise of escaping the aversive situation.

5. Vigilance: the individual carries out a thorough
search for alternatives and makes a careful evaluation of
consequences before selecting an alternative.

The first four coping patterns represent defective
decision processes. Vigilant information processing is more
likely to result in a satisfactory decision. Janis and Mann
define vigilant decision making in more detail in terms of
the following seven procedural criteria:

The decision maker, to the best of his ability

and within his information-processing

capabilities:

1. thoroughly canvasses a wide range of alter-

native courses of action;
2. surveys the full range of objectives to be

fulfilled and the values implicated by the
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choice;

3. carefully weighs whatever he knows about the
costs and risks of negative consequences, as
well as the positive consequences, that could
flow from each alternative;

4. intensively searches for new information
relevant to further evaluation of the alter-
natives;

5. correctly assimilates and takes account of any
new information or expert judgement to which
he is exposed, even when the information or
judgment does not support the course of action
he initially prefers;

6. reexamines the positive and negative conse-
quences of all known alternatives, including
those originally regarded as unacceptable,
before making a final choice;

7. makes detailed provisions for implementing
or executing the chosen course of action, with
special attention to contingency plans that
might be required if various known risks were
to materialize. (p.ll)

When a decision maker meets all seven procedural
criteria, then his or her orientation is characterized as
vigilant information processing. But as Janis and Mann
state, "vigilant information processing is not an

all-or-nothing affair; it is manifested to varying degrees
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under different conditions. We can conceive of each of the
seven criteria as forming a scale, with ratings varying from
zero to, let us say, ten" (p. 12). Decisions which satisfy
these criteria have a better chance than others of attaining
the decision maker's objectives, of being adhered to, and of
leading to satisfaction with the decision.

Vigilant information processing is similar to an
optimizing strategy. Janis and Mann state that four of
their criteria (numbers 1, 2, 3, and 6) overlap with
optimizing criteria. They characterize vigilance as a
quasi-optimizing strategy because the seven vigilance
criteria are less stringent than those of "pure" optimizing
strategies. However, the actual procedures used to select
an alternative are not clear. A weighted additive decision
rule would appear consistent with vigilance but does not
seem to be mandated.

The functional relationship between decisional
conflict, stress, and the five coping patterns is defined by
the following assumptions:

l. When decisional conflict is severe because

each alternative poses a threat of serious
risks, loss of hope about finding a better
solution than the least objectionable one will
lead to defensive avoidance of threat cues.

2. In a severe decisional conflict, when threat

cues are salient and the decision maker antici-

pates having insufficient time to find an
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adequate means of escaping serious losses, his
level of stress remains extremely high and
the likelihood increases that his dominant
pattern of response will be hypervigilance.

3. A moderate degree of stress in response to a
challenging threat induces a vigilant effort to
scrutinize the alternative courses of action
carefully and to work out a good solution,
provided the decision maker expects to find a
satisfactory way to resolve the decisional
dilemma. (pp. 50-51)

These assumptions can be summarized in the follwing
hypothesis: extremely low stress and extremely high stress
are likely to be associated with defective information
processing, whereas moderate levels of stress are more
likely to be associated with vigilant information
processing.

Janis and Mann base their conflict model of decision
making on research findings about emergency decision making,
i.e., reactions to warnings about approaching life
threatening disasters, such as severe illness, radiation
poisoning, earthquakes, tornadoes, floods, and air raids
@ppley & Trumbull, 1967; Janis, 1951, 1958; Leventhal,
1973). They propose that the model can be extended to all
consequential decisions. Conseguential decisions are those
that "evoke some degree of concern or anxiety in the

decision maker about the possibility that he may not gain
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the objectives he is seeking or that he may become saddled
with costs that are higher than he can afford, either for
himself personally or for a group or organization with which
he is affiliated" (p. 69).

Research Related to the Conflict Model

Now that the model has been summarized, the evidence
Janis and Mann offer in support of their model will be
reviewed. Subsequent research bearing on the model will
also be presented.

The work of Lewin (1947, 1951) and Festinger (1964) is
cited by Janis and Mann as related antecedent research.
Lewin was the first to propose an analysis of decision
making in terms of psychological conflict. He pointed out
that erroneous judgments and resistance to change were often
the consequence of social pressures. Festinger's
experiments on cognitive dissonance indicate that decision
processes are not entirely rational, but are, on the
contrary, subject to cognitive distortion.

Other research bears more directly on the conflict
model, including experiments exploring the hypothesized
relationship between consequential decisions and stress. 1In
one experiment, Mann, Janis and Chaplin (1969) presented
college students with a choice between two forms of
unpleasant stimulation (noxious taste or loud noise). 1In
order to assess emotional tension during the decision
sequence, each subject's heart rate was monitored (a) near

the beginning of the session, (b) during the predecision
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period, (c) during the decision period, and (d) after the
experimental debriefing. Heart rate was highest during
announcement of the decision and dropped after the
debriefing when subjects found out that they would not hawe
to underyo the unpleasant ordeal after all. Janis and Mann
conclude that this experiment demonstrates that demand for a
decision acts as a stressor. While this may be the case, an
equally plausible explanation may be that the threat of
unpleasant stimulation produces stress.

Two other experiments have reported similar changes
in autonomic responses in decision situations. Fleischer
(1968) required subjects to choose between two disliked
foods, and Jones and Johnson (1973) presented subjects with
a choice of drug doses with various unpleasant side effects.
In both of these experiments, continuous recordings were
made of subjects' finger pulse amplitude, so it was verified
that stress began to drop before debriefing. But in both
studies, stress continued to rise even after the decision
was made, before it declined to the initial level.

Another major hypothesis of the conflict model is that
very high levels of stress, particularly when accompanied by
time constraints, can cause defective decision making. Janis
and Mann cite a number of studies that have shown that when
a person is in a hypervigilant state, errors in judgment
occur partly because of impaired efficiency in cognitive
functioning (Beier, 1951; Easterbrook, 1959; Hamilton, 1975;

Osler, 1954). 1In fact, high emotional arousal appears to be
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most disruptive of performance on the most demanding tasks,
those requiring utilization of the largest numnber of cues
(Easterbrook, 1959).

The studies mentioned in the preceding paragraphs were
proffered by Janis and Mann as a theoretical foundation for
their model. A convincing test of their model is not
presented, however. The evidence they present consists
primarily of post hoc analyses of decisions and
quasi-experiments comparing the conflict model to other
psychological models.

Some of the public policy decisions that they review as
illustrations of defensive avoidance are the Nixon
administration's failure to heed warnings about the oncoming
energy crisis, ineffectual planning for school desegration
in San Francisco, and Admiral Kimmel's failure at Pearl
Harbor.

Most of the actual research, as opposed to anecdotes,
offered by Janis and iMann is concerned with comparing the
model with other social psychological theories. An
experiment by Mann, Janis, and Chaplin (1969), for instance,
demonstrates that, contrary to the predictions of cognitive
dissonance theory, bolstering the preferred choice can occur
before commitment to the choice. In another experiment, the
selective exposure hypothesis (Klapper, 1949) is refuted
because exposure to challenging information is shown to be
dependent on the coping pattern being employed (Janis &

Rausch, 1970). In another instance, reactance theory
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predictions (Brehm, 1966; Wicklund, 1974) are compared to
those of the conflict theory (Mann & Dashiell, 1975).

Much of the research presented by Janis and Mann seems
to be tangential to the basic predictions of the model. 1In
no case do they attempt to test their basic hypotheses,
operationalizing the variables as they are presented in the
definitions and key assumptions. They acknowledge that
"none of the studies carried out so far was intended to be a
'crucial' experiment that would definitively test the model"
(p. 419).

Nine years after the publication of that statement, a
definitive test of the model has yet to be performed. This
does not appear to be because the model has been dismissed
as unimportant or inaccurate. In fact, Janis and Mann's
book has been cited by other authors more than 200 times
according to the Social Sciences Citation Index. However,
only one study has attempted to test the model.

Perry, Lindell, & Green (1982) tested the predictions of
the conflict model in relation to public responses to the
threatened eruption of Mt. St. Helens. 230 citizens living
at three distances from the volcano were interviewed during
the time that the Governor had declared a state of
emergency. The authors hypothesized that the closer one
lived to the volcano, the greater the perception of risk,
and the greater the likelihood that a pattern other than
unconflicted inertia would be dominant. Vigilance was

defined merely as high information seeking. This definition
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covers only part of the vigilant information process and in
fact does not even deal with actual decision making.

Unfortunately for the test of the theory, the
researchers found no differences between the groups at
varying distances from the volcano in their perceptions of
risk. Even though this meant that they could not test their
hypothesis, they still concluded that Janis and Mann's model
was supported because everyone seemed to perceive high risk
and they all seemed to be vigilantly seeking information. Of
course, this post hoc classification of subjects is
meaningless and cannot be accepted as valid support for the
model.

There are a number of other studies that do not
actually test the conflict model but are relavent to its
hypotheses. Brecher (1979), for instance, proposed a model
of international crisis based on Janis and Mann's model. To
test the model, descriptions of Israel's 1967 and 1973
crises were content analyzed by two coders (with .85
intercoder agreement). He concluded that the relationship
between stress and group performance in the consideration of
alternatives was curvilinear (an inverted U)--"more careful
as stress rises to a moderate level, less careful as stress
becomes intense" (pp. 476-477).

Many of the contingency theory experiments discussed
earlier are also relevant here. The experiments that dealt
with the complexity of the decision or information load are

not as pertinent because stress is defined by Janis and Mann
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only in terms of the riskiness and importance of the
decision. In the real world, it is assumed that the number
of alternatives and dimensions is usually not given; instead
this is deterwnined by the decision maker's search. One
experiment (Weiss, 1982) did examine the relationship
between complexity and strain. Managers were given public
policy case studies to analyze. They reported greater
feelings of strain when the cases involved more
alternatives, but the number of alternatives did not affect
information seeking or the quality of the justifications of
their solutions.

The previously described contingency experiment of
McAllister et al. (1977) that dealt with the accountability
of the decision maker and the significance and
irreversibility of the decision is directly related to Janis
and Mann's theory. These factors should increase stress and
thus facilitate decision processes up to a point. But if
stress becomes too great, decision processes should be
impaired. In this study, the researchers found that
increasing the accountability of the decision maker and the
significance of the problem led to more analytical decision
making.

Finally, the conflict model proposes that when extreme
time pressure is added to an already stressful decision
situation, decision processes may be very impaired. 1In the
experiments mentioned earlier, the imposition of deadlines

did tend to result in less analytic decision strategies
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(Christensen-Szalanski, 1978; Wright, 1974; Wright & Weitz,
1977). In another study, in which executives and students
participated in a simulation of organizational decisions,
time pressure resulted in decreased information search and
poorer group performance (Bronner, 1973/1932).

Wnile many of the experimental results discussed here
are compatible with Janis and iMann's model, the authors
emphasize that the model is not necessarily applicable to
the simulated or hypothetical decisions investigated in the
laboratory because such decisions are unlikely to generate
stress. They argue, though, that the model is a good
representation of all consequential decisions:

So far we have been applying the conflict model

to vital decisions that could affect a person's

future welfare or the attainment of his major

life goals. But we propose to apply the model,

as well, to the more commonplace decisions made

by executives in routine meetings, in executive

committees, and in the privacy of their

offices.... The subjective utility values of

these everyday decisions certainly do not

generate red-hot coynitions like those involved

in the examples from disaster studies on which

the model is based. Still, these more routine

decisions are not at the other extreme of

completely cold cognitions, like the hypothetical

decisions posed in questionnaires given to college
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students. We make the working assumption that

the same series of basic questions will occur,

so long as the decision maker is aware of at

least one mildly worrisome consequence.... We

also expect the motivational and behavioral

consequences of whatever coping pattern becomes

dominant to be essentially the same as in the

case of emergency decisions. (p. 75)

In a review of Janis and Mann's book, Aldag (1980),
however, questions the model's generalizability,
particularly to organizational decision making:

Almost all of the cases for which solid support-

ing evidence is presented--such as anticipation

of major surgery, resistance to the draft,

evacuation in the face of a flood, fleeing from

a fire, and attempting to quit smoking after

exposure to strong fear appeals—-are characterized

by levels of stress substantially greater than
those typically faced by organizational decision

makers. (p. 143)

The present study was an attempt to test if the
conflict model of decision making is relevant to the study
of strategic organizational decision processes and, if so,
whether it is an accurate representation.

Strategic Organizational Decision Making
Several authors have suggested that a decision making

framework should be used to study business policy (Hatten,
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1979; Hofer & Schendal, 1978; Mintzberg, 1978; Shirley,
1982). However, there has been little empirical research on
organizational decision making. The research that has been
conducted consists primarily of case studies of a few
isolated decisions within a single organization (Cyert,
Simon, & Trow, 1956; Cyert & March, 1963; Carter, 1971a,
1971b; Dufty & Taylor, 1962). Moreover, the research has
tended to focus on routine operating decisions, neglecting
the perhaps more important domain of unstructured strategic
decisions (iMintzberg, Raisinghani, & Theoret, 1976).
Mintzberg et al. (1976) define strategic decisions as
decisions that are important "in terms of actions, the
resources comaitted, or the precedents set" (p. 246).
Strategic decisions are unstructured if they have not been
encountered before in the same form and if no set of ordered
responses to the problem exists in the organization.
Clearly, unstructured strategic decisions possess many
of the characteristics of "hot" cognitions, in that they are
important and solutions are not immediately apparent.
Furthermore, Janis and Mann's caution about appropriate
modes of research is echoed by ilintzberg et al. (1976), when
they conclude that laboratory simulations of decision making

"...because

can not be employed to study strategic decisions
the structure of the strategic decision process is
determined by its very complexity; oversimplification in

the laboratory removes the very element on which the

research should be focused" (p. 247).
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The only study that has attempted to model strategic
organizational decisions in the real world was done by
Mintzberg et al. (1976). The authors analyzed interviews
with executives from 25 companies about recent unstructured
strategic decisions. They concluded that the decision
makers made little use of a strictly analytical approach.
Because the data were of a qualitative nature, however, it
is possible that the authors' preconceptions influenced
their subsequent integration and interpretation of the
information.

Mintzberg et al. (1976) organized the decisions that
they analyzed into a hierarchy based on complexity. The
most complex decision processes encountered were "dynamic
design decision processes." Two examples of this type of
decision are "development of a new plant for a small firm"
and "developnmnent of a new headquarters building for a bank."

If Aldag's (1930) conclusion that organizational
decisions do not generate significant stress is correct,
then even with complex strategic decisions, such as those
described above, we should not expect defective decision
processes. A test of the generalizability of Janis and
Mann's model to organizational decision making, therefore,
demands an inclusion of highly complex decisions.

In the present study, the strategic decisions examined
were similar to the complex decisions identified by
Mintzberg et al. (1976). The research focused on the

decisions of manufacturing firms to locate new facilities or
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expand current facilities. These decisions are among the
most complex and important decisions an organizational
decision maker can encounter, but they may also provide a
range of perceived stress because of individual differences
and because expansion decisions might involve less
uncertainty than relocation decisions, and decisions to
locate out-of~state may involve more unknowns than do
decisions to remain in-state. However, if even these
decisions fail to generate substantial stress in some of the
subjects, then Aldag's (1980) assertion that the model is
not applicable to organization decision making will gain
some support.

Previous research on location decis}ons is limited and
has, for the most part, been concerned with merely
identifying the dimensions of the alternatives that are most
important to the decision maker (i1alinowski & Kinnard, 1961;
Mandell, 1975; Mueller, Wileen, & Wood, 1961; Stafford,
1979). Therefore, an additional contribution of this study
is that it is the first to examine how location and

expansion decisions are actually made. More specifically,
the purpose of this study was to assess the impact of stress
on the quality of strategic organizational decision
processes.
Overview of the Study and Hypotheses
Executives of companies that have recently opened or
expanded a new facility were surveyed to see if the level of

stress associated with the decision was related to (a) the
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vigilance of the decision process, (b) satisfaction with the
decision, (c) an additive-difference rational choice model,
and (d) information distortion.

Janis and Mann describe five patterns of decision
making (also called coping mechanisms). To support the
model, one should demonstrate that each of the five levels
of stress is associated with one and only one set of
behaviors defining a particular coping mechanism. This type
of test is not feasible because the decision behaviors
associated with the four defective coping patterns are
practically indistinguishable (see Table 2). However,
vigilance can clearly be differentiated from the other
decision patterns on the basis of the predecisional
behaviors. A simplified model was tested, therefore. Instead
of five decision patterns, decision processes were
characterized simply as more or less vigilant.

The first hypothesis to be tested is:

Hl: Information processing will be uore vigilant

when perceived stress is moderate than when
perceived stress is low or high.

Another assertion by Janis and Mann is that the quality
of the decision procedures predicts whether a given decision
is likely to lead to satisfaction or regret:

H2a: Satisfaction with the decision will be

higher when information processing is more
vigilant.

H2b: Satisfaction with the decision will be
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higher under conditions of moderate stress
than high or low stress.

The classical rational-choice decision school evaluates
decisions in terus of rationality. This is usually defined
as the employment of a decision rule in which the sum of
subjectively weignhted attributes for the chosen alternative
is greater than the sum of the subjectively weighted
attributes of all unchosen alternatives. The conflict model
does not specify that vigilant decision makers employ linear
additive decision rules, but they do survey the full range
of objectives and carefully weigh the positive and negative
consequences associated with each alternative. Therefore,
decision rationality should be more highly associated with
vigilance than with nonvigilance.

The decision to be predicted in this case was a
location/expansion in Michigan or in another state. Decision
nakers were asked to compare two alternatives: a location in
Michigan and a location in another state at the time the
decision was made. Each respondent was asked to coupare a
specific location within Michigan where his or her company
was located with a specific location in another state where
one or more company plants had been located. If no plants
had been located outside of Michigan, respondents were asked
to use the location in another state that would be the next
best place to locate company facilities.

The subjects were asked to evaluate their Michigm

al ternative and their other-state alternative on a list of
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attributes which previous research has shown to be relevant
to location decisions (iMalinowski & Kinnard, 1961; lMandell,
1975; Mueller, Wilken & Wood, 1961; Stafford, 1979). These
attributes included such things as wage rates and distance
to customers (see Appendix A for a complete list). Rather
than rate both alternatives separately on these attributes,
the decision makers were asked to compare a location in
Michigan to a location in another state and assign a
comparative rating. This is an additive difference model
and is mathematically equivalent to an additive model.
Subjects were also asked to rate how important each
attribute was to their companies in making decisions to
relocate or expand. These assessaents were the subjective
weights of the dimensions. The magnitude of the multiple
correlation between the subjectively weighted attribute
ratings and the decision to locate in Michigan was a measure
of decision rationality. It was proposed to be related to
the other variables of the model as follows:
H3a: Decision rationality (the correlation
between weighted attributes and the final
decision) is higher when information
processing vigilance is high than when
vigilance is low.
H3b: Decision rationality is higher when the
perceived level of stress is moderate than
when perceived stress is high or low.

Al though a rational assessment of the weighted
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attributes might indicate that a particular location is the
more rational choice, other considerations, such as the cost
of relocating, may result in the selection of a different
and apparently less rational decision. Nevertheless, it was
predicted that people who employed more vigilant information
processing procedures would utilize information in a more
consistent manner than would individuals who were less
vigilant in their information processing. A rational
decision maker should be able to make an overall assessment
of Michigan's business climate that is highly correlated
with his or her evaluations of specific information related
to business climate, such as state taxes or labor relations.
This correlation was labled assessment rationality and was
hypothesized to be related to vigilance and stress:

H3c: Assessment rationality (the correlation

between weighted attributes and an overall
assessment of business climate) is higher
when information processing vigilance is
high than when vigilance is low.

113d: Assessment rationality is higher when the

perceived level of stress is moderate than
when perceived stress is high or low.

According to the conflict model, under moderate levels
of stress, the decision maker evaluates and selects
alternatives rationally and consistently. But when stress
is very high, the decision maker distorts information to

make the chosen alternative appear to be the most rational
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choice. This is called bolstering. If a highly stressed
decision maker has bolstered his or her choice, the previous
test of the rationality of the decision may not be able to
distinguish the vigilant information processers, who
accurately evaluated the alternatives and selected the one
which maximized the expected benefits, from the nonvigilant
decision makers, who distorted the values associated with
the alternatives to make the chosen one appear to be most
rational.

Distortion of information was checked by comparing the
subjective ratings of the attributes with objective
information about the dimensions. While some of the
variables have no objective equivalent (for instance,
personal preferences of company executives), a subset of 14
of the variables were compared to available documentary
information which is published for each state.

For each company, data on each attribute for Michigan
and for the comparison state at the time of the decision
were collected. The correlation between the objective
information and the subjective rating is a measure of
unbiased information processing.

This is only a weak measure of cognitive distortion
because the objective information that I used may have been
less appropriate than the actual information that a company
used. Published wage rates are available, for instance, but
would be less accurate than a wage survey conducted by a

company in a specific location and for a specific type of
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industry and class of worker.
nbiased information processing should be related to
the other variables of the model in the following manner:
H4a: Unbiased information processing (the
correlation between objective and subjective
coaparisons) is higher when perceived stress
levels are moderate than when perceived
stress is high or low.
H4b: Unbiased information processing is higher
when vigilant information processing is high

than when vigilance is low.



METHOD

Description of the Sample

Questionnaires were mailed to executives of
approximately 950 manufacturing companies in September and
October of 1984. Completed questionnaires were returned
from 438 people. This represents a response rate of 46%.

To identify companies which had recently engaged in
location/expansion decision making, respondents were asked
three questions (see Appendix A). Executives from 189
companies indicated that they had opened at least one new
facility in the last five years. Expansions of existing
facilities were made by 171 companies. One hundred fifteen
companies were planning to open or expand facilities in the
next two years. All together, 60% (n = 263) of the
respondents had made at least one 1location/expansion
decision between 1978 and 1984. This subset of the total
sample of respondents will be referred to as the decision
makers. All of the hypotheses except the last one were
tested against this sample of 263 decision makers.
Hypothesis 4 used a subset of the decision making sample
because objective information could only be obtained for 130
subjects. This group was labled the objective information
sample.

47
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Subjects who had made location decisions were asked to
indicate the location of their most recent new, expanded, or
planned facility. About half of the new facilities were
located in Michigan (n = 92), and about half were located
elsewhere (n = 95). More than three-quarters of the
expansions were located in Michigan (n = 130), with only 20%
located out-of-state. Finally, 26% (n = 30) of those who
were planning to open or expand a facility had decided upon
a location in Michigan. Fifty-four percent (2 = 62) were
planning an out-of-state location, and the remaining 20% (n
= 23) had not yet decided.
In the objective information group, 46% had selected a
Michigan site in their most recent location/expansion
decision, and 54% had chosen an out-of-state location.
All companies in the sample were members of the
Michigan Chamber of Commerce and were engaged in one of the
following types of production:
(a) processing of food or kindred products
(standard Industrial Classification [SIC]
20),

(b) lumber and wood products, furniture, or
paper and allied products (SICs 24, 25, 26),

(c) chemicals, petroleum refining, rubber,

plastics, stone, clay, glass, concrete, or
primary metals (SICs 28, 29, 30, 32, 33),
(d) fabricated metal products (SIC 34),

(e) machinery (SICs 35, 36), or
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(f) transportation equipment (SIC 37).

These manufacturing groups were chosen because a large
number of Michigan companies are concentrated in each area.
These six areas represent 85% of the manufacturing
establishments in Michigan and employ 92% of the people

working in manufacturing (Harris Directory, 1983).

The distribution of the respondents across the six
manufacturing groups is shown in Table 3. The table also
shows the distribution across these manufacturing areas for
Michigan as a whole, for companies within the sample that
made location/expansion decisions and for the objective
information sample.

As can be seen in Table 3, the number of fabricated
metals companies tends to be over-represented in this sample
relative to the state of Michigan as a whole, and the number
of machinery manufacturers is under-represented. However,
more important for the present study is the fact that the
decision makers and the objective information sample were
not appreciably different from the total sample. 1In
addition, analyses of variance for all the items used to
measure stress and vigilance showed no significant
differences across SIC groups.

Because we were interested in coampanies that were large
enough to have made location decisions but small enough to
have decision making concentrated in a single person or a
single level of the organizational hierarchy, questionnaires

were only sent to companies which were identified by Chamber



Table 4

Number and Percentage of Companies in Each Size Range in the

Total Sample and in Subsamples

Number of Total Decision Objective
employees respondents makers info. sample
< 100 163 (37.2%) 75 (28.5%) 34 (26.1%)
100 to 300 163 (37.2%) 110 (41.8%) 55 (42.3%)
300 to 500 49 (11.2%) 32 (12.1%) 19 (14.6%)
500 to 1000 32 (7.3%) 22 (8.4%) 9 (6.9%)
> 1000 29 (6.6%) 22 (8.4%) 12 (9.2%)
Not classified 2 (0.5%) 2 (0.8%) 1 (0.8%)
Total 438 (100%) 263 (100%) 130 (100%)
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of Commerce records as employing between 50 and 2000 people.
The distribution of respondents across size categories is
shown in Table 4.

Respondents were asked to indicate the county in
Michigan in which their companies were located.
Questionnaires were returned from 51 of Michigan's 83
counties. Approximately 42% of the sample came from four
counties: Oakland, Kent, Wayne, and Macomb. Statewide,
these counties account for 57% of Michigan's manufacturing

establishments (Harris Directory, 1983).

The questionnaires were addressed to the people on the
mailing lists of the Michigan Chamber of Commerce. Usually
these were company presidents. The person receiving the
questionnaire was asked to complete it if he or she was
directly involved in location decision making. If the
addressee was not involved in such decisions, he or she was
asked to direct the survey to someone in the company who
was.

Almost all of the respondents were top executives;
approximately 503 were presidents or chief executive
officers. Table 5 shows respondents' positions.

In sum, the returned questionnaires appear to have
captured the desired sample of central decision makers in
small to medium-sized manufacturing companies across the
state of Michigan. The size and geographic distribution of
companies in the sample is representative of Michigan

manufacturing as a whole. Except for an over-representation






Table 5

Number and Percentage of Companies with Respondents in Each

Organizational Position in the Total Sample and in Subsamples

Total Decision Objective

Position respondents makers info. sample
President, CEO 209 (47.7%) 137 (52.1%) 69 (53.1%)
V.P. 78 (17.8%) 47 (17.9%) 22 (16.97%)
Plant manager 46 (10.5%) 25 (9.5%) 13 (10.0%)
Treasurer 46 (10.5%) 23 (8.7%) 10 (7.7%)
Chairman 10 (2.3%) 7 (2.7%) 4 (3.1%)
Other executive 36 (8.2) 18 (6.8%) 11 (8.5%)
Clerical 1 (0.2%) 0 (0.0) 0 (0.0)
Other 7 (1.6%) 4 (1.5%) 0 (0.0)
Not specified 5 (1.1%) 2 (0.8%) 1 (0.8%)

Total 438 (100%) 263 (100%) 130 (100%)
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of fabricated metal producers and an under-representation of
machinery manufacturers, the sample corresponds fairly well
to the types of manufacturing enterprises which exist in
Michigan.

The decision makers do not appear to be appreciably
different from the total sample in terms of size, product
group, geographic location or position of respondent. The
objective information sample also appears to be fairly
similar to the total sample and to the decision making
sample.

Procedure

Questionnaires and return envelopes were mailed to
executives of manufacturing companies that were meubers of
the Michigan Chamber of Commerce and fell within the size
range and manufacturing categories previously discussed.

The surveys were mailed in September 1984. They were
coded with subject numbers, but the subjects were told that
they could remove the numbers if they were concerned about
anonymity. In October 1934, copies of the questionnaires
were mailed to subjects who had not responded to the first
mailing.

The cover letters and complete questionnaire are
contained in Appendix C.

The questions that measured the variables used in the

tests of the hypotheses are listed in Appendix A.
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Demographic Information

Four background questions were asked to determine (a)
the manufacturing group, (b) company size, (c) county
location in Michigan, and (d) organizational position of the
respondent.

Location/Expansion Decisions

The executives were asked (a) if they had opened any
new facilities in the last five years, (b) if they had
physically expanded an existing facility within the last
five years, and (c) if they planned to open or expand a
facility in the next two years. If a location/expansion
decision had been made, additional information was requested
concerning (a) the location (city or county and state) of
the facility, (b) the month and year in which the decision
was made, (c) the month and year in which the facility was
opened or the expansion completed, and (d) the number of
employees at the new facility or expansion.

Stress

Five questions were written to measure the level of
stress associated with the decision process. These iteuws
were derived from Janis and Mann's definition of stress.
These five iteus involved the following perceptions: stress,
time pressure, lack of confidence that an optimal solution
can be found, risks involved, and importance of the

decision.
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Vigilant Information Processing

Janis and Mann identify seven procedural criteria that
form a scale of vigilant information processing (see pp.
23-24 of this paper). 1In attempting to measure vigilance, I
omitted the last procedure because it is related to
implementing a decision. Although this is undeniably
important, it is beyond the scope of what is traditionally
considered part of the decision making process. The
remaining procedural criteria were assessed with four
questions dealing with: (a) the number of alternatives
considered, (b) the nuuber of attributes researched, (c) the
estimation of the risks and costs of negative consequences,
and (d) the reexamination of alternatives.

Importance and Subjective Comparisons of Attributes

Subjects were presented with 34 items that were
believed to make business conditions more or less favorable.
For each item, subjects were asked to rate its importance to
their companies in decisions to relocate or expand. They
were also asked to compare Michigan with another state on
each factor. More specifically, each subject was asked to
compare the location in Michigan where his or her company or
physical facility was located with the specific location
within another state to which one or more plants had been
moved. They were asked to compare how the two locations had
ranked at the time the location decision had been made. If
the subject's company had not moved any plants outside of

Michigan, the subject was asked to compare the Michigan
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location with the out-of-state location that he or she
considered to be the next best place to locate a plant.
Subjects were asked to indicate the two locations that they
were comparing.
Other Variables

Satisfaction with the decision was measured by two
questions. The first question simply asked about
satisfaction with the decision, and the second asked
subjects to assess the probability that they would locate a
facility in Michigan in the next five years. This item was
reverse scored for subjects who had located or expanded
outside of Michigan, resulting in a question that assessed
the predisposition to make the same decision in the future
for the whole sample.

The evaluation of Michigan's business climate was
assessed by a single 5-point question.

Objective Information

Objective information was collected for 130 of the
decision makers. No information was collected for decision
makers wno (a) did not give a specific location (city or
county) in Michigan and in another state, (b) did not
specify the year in which the decision was made, (c) located
or expanded in Michigan and indicated that no other state
was seriously considered, (d) located or expanded outside of
the United States, or (e) left many items blank.

Some subjects made more than one location/expansim

decision. When this was the case, the most recent decision
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was the one for which information was gathered because
subjects had been told to refer to the most recent decision
when answering the questionnaire. The city or county which
the most recent expansion or location decision had selected
was called the preferred location. The city or county that
the subject had cited as using as a comparison was called
the comparison location. If no comparison location was
listed and the preferred location was outside of Michigan,
it was assumed that the comparison location was the Michigan
county in which the company was located.

Each subject made 34 subjective evaluations of
characteristics of locations that might influence business
location decisions. Of these, two were judgments that could
not be objectified: personal preferences of company
executives, and style of living for employees. Four items
were objectifiable but only through contact with the
companies--distance to customers, distance to materials,
distance to services, and distance to other facilities of
the company. One item=--the size of the city or town--was
easily quantifiable, but the favorability of a larger or
smaller city was a matter of personal preference, and so the
item could not be used to determine if a subject was being
accurate in stating that the Michigan location was better
than the other-state location, or vice versa. Some items
were vague and difficult to define with a single piece of
objective information (for instance, marketing facilities or

business climate). For others, no adequate source of
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objective data was found.

Information was obtained on 14 items. The sources of
the data and the means and standard deviations are listed in
Appendix B.

All of the information was collected at a Federal
Depository Library, one of nearly 1400 located across the
country, and so would have been available to all decision
makers. Federal Depository Libraries contain all documents
published and circulated by the United States governient.

Information was collected from the most up-to-date and
specific sources available at the time that the most recent
decision was made. For each subject, every attempt was made
to locate information for specific SIC groups and specific
cities, counties, or Standard Metropolitan Statistical Areas
(SM5As). Often this was not obtainable. When a choice had
to be made between information that was aggregated by SIC
groups or by locality, the latter was chosen. However, some

information was available only at a state level.



RESULTS

Properties of Scale Items

Stress Scale

Five questions were written to measure stress as Janis
and Mann (1977) defined it. These items assessed
perceptions of stress, time pressure, lack of confidence,
risks, and decision importance. The items are shown in
Appendix A. The means, standard deviations and
intercorrelations of these items for the 263 subjects who
made location decisions are shown in Table 6.

It is apparent that the item assessing the initial lack
of confidence that an optimal solution could be found was
not highly correlated with the other items. The reliability
(coefficient alpha) of the scale constructed from these five
items was .58. When the confidence item was removed, alpha
rose to .74.

A factor analysis of the stress items was conducted to
examine the dimensionality of the hypothesized scale. The
method used was principal factors with varimax rotation.
Two factors with eigenvalues greater than one were
extracted. The factor loadings are shown in Table 7. It is
clear that the lack of confidence item does not load on the
first factor. Therefore, it seemed reasonable to drop the

confidence item from the stress scale. The remaining four
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Table 6

Means, Standard Deviations, and Intercorrelations of Stress

Scale Variables

Intercorrelations

Item Mean SD 1 2 3 4
1. Stress 2.47 0.98
2. Time pressure 2.57 0.90 .66
3. Lack of

confidence 2.31 1.04 .01 -.03
4. Riskiness 2.83 0.92 .35 .43 .01
5. Importance 4.25 0.68 .37 .31 -.10 .29

aItem deleted from stress scale.
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Factors
Item 12 2b
Stress .74 .15
Time Pressure .91 -.17
Lack of confidence .00 -.12
Riskiness .47 .18
Importance .37 .70

Note: N = 208

aEigenvalue = 2.26;
b...
Eigenvalue = 1.03;

of variance

of variance

45.2.

20.5.
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Table 8

Distribution of Score on the Stress Scale

Number of
Score Subjects %
5 1 0.4
6 0 0.0
7 3 1.1
8 5 1.9
9 18 6.8
10 37 14.1
11 35 13.3
12 34 12.9
13 21 8.0
14 19 7.2
15 17 6.5
16 7 2.7
17 12 4.6
18 5 1.9
19 2 0.8
20 0 0.0
Blank 47 17.9
Note. M= 12.17, SD = 2.63, median = 11.76, kurtosis = -.179,
skewness = 0.448, N = 263.
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items were summed to form a scale that was used to measure
stress in the tests of the hypotheses.

The stress scale ranges from 4 to 20 points. The
scores of the decision makers in this study ranged from 5 to
19. The mean for the scale was 12.17, and the median was
11.76. The distribution of scores (Table 8) shows a fairly
normal distribution. Approximately 60% of the subjects had
stress scores in the middle third of the scale. The scale
is slightly skewed toward the low stress end of the scale,
but the high end of the scale is represented in the sample,
too.

If the sample were to be divided into three parts by
dividing the scale into three equal parts, the low and high
stress groups would contain very small samples. It was
decided instead to divide the sample into three equal parts.
Subjects with scale scores of 5 through 10 were labled low
stress, 11 through 13 moderate stress, and 14 through 20
high stress.

Vigilance Items

Four items were written to assess vigilant informatia
processing (see Appendix A). The means, standard deviations
and intercorrelations of these items are shown in Table 9.
The correlations between these items were low, ranging from
.08 to .24. The standardized item alpha for the scale of
these items was only .43. When three outliers were removed,
the standardized alpha rose to .49, still unacceptably low.

A principal factoring with iteration factor analysis yielded
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Table 9

Means, Standard Deviations, and Intercorrelations of Vigilance Items

Intercorrelations
Item Mean SD 1 2 3
1. Number of alternatives 3.76 4.36
2. Number of attributes 11.19 9.82 .14
3. Risks estimated 3.81 1.16 .08 .16
4. Alternatives re-examined 2.85 1.29 .11 .22 .24

Note. N = 181.
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Table 10

Principal Factors Matrix for Vigilance Items

Items Factora
Number of alternatives .26
Number of attributes .46
Risks estimated .41
Alternatives reexamined +55

Note: N = 191.

aEigenvalue = 1.,53; % of variance = 38.4.
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only one factor with an eigenvalue greater than one.
Although all the variables loaded on this factor (see Table
10), it only accounted for 38% of the variance.

The hypothesized scale of vigilant information
processing does not appear to be a unitary concept, as
measured by these items. Nevertheless, the items were
constructed to measure the first six procedural criteria of
Janis and Mann's concept of vigilant decision making.
Therefore, I decided to retain each of the items for the
purpose of testing the conflict model of decision making.
The items were used individually as multiple dependent
variables. Multivariate statistical procedures were used to
control for the intercorrelations of the items.

Three subjects were eliminated from the sample because
their extreme scores on the number-of-alternatives variable
suggested that they were outliers. This variable was an
open-ended question with a mean of 3.8 and a median of 2.7.
These subjects stated that they had considered 25, 30 or 40
alternative sites. These values were considerably higher
than those of the rest of the subjects (approximately 5, 6,
and 8 standard deviations from the mean), so the outliers
were eliminated.

Satisfaction Scale

Two items were written to assess satisfaction with the
decision (see Appendix A). The first question assessed
satisfaction directly. The second question concerned the

predisposition to make the same decision in the future. The
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means for these two items were 3.57 and 2.75, with standard
deviations of 0.662 and 0.975, respectively. The two items
were correlated .17. Because the items were not highly
correlated they were used separately as dependent variables,
with the small intercorrelation controlled by multivariate
techniques.

Tests of the Hypotheses

Hypothesis 1

The first hypothesis proposed that vigilant information
processing will be higher under conditions of moderate
stress than under conditions of either high or low stress.
To test this hypothesis, the stress scale was used as an
independent variable, and each of the four vigilance items
were used as dependent variables.

One way to test if the relationship between two
variables is curvilinear is to determine if the addition of
the squared independent variable to the regression equation
significantly increases the size of g?.

In this case, the simple multivariate linear equation
was tested using the stress scale as the predictor and the
four vigilance items as the criteria. Multivariate Multiple
Regression (MMR) is a multiple regression procedure which
allows multiple dependent variables. The Statistical
Package for the Social Sciences' (SPSS) (Hull & Nie, 1981)
MANOVA procedure can calculate MMR if no categorical
variables are specified and the continuous variables which

serve as predictors are included in the equation as
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“covariates". 1In this case, stress was the single predictor
in the linear equation.

Wilks' lambda (1932) was used to test the significance
of the multivariate equation. Lambda is a multivariate
extension of the F-ratio test (Tatsuoka, 1971) and is
transformed in the SPSS computer package using Rao's formula
(Rao, 1973) into an F statistic. According to the Wilk's
lambda multivariate test of significance, the linear
equation was significant at the .005 level (E = 4.518; df =
4, 173).

The univariate tests of significance produced the
statistics shown in Table 11. The linear regression
equations were significant for the variable measuring the
estimation of risks (p < .0l1) and the variable concerned
with the reexamination of alternatives (p < .005).

The test of the polynomial regression was made with the
stress scale and the square of the stress scale used as
independent variables and the four vigilance items again
used as dependent variables. The multivariate significance
level for the polynomial equation was the same as that for
the linear equation (F = 3.128; df =8, 346; p < .005). The
polynomial term did not appear to add to the significance of
the simple multivariate regression equation.

In order to explore the planned comparisons and the
nean differences between low, moderate, and high stress, the
first hypothesis was also tested by multivariate analysis

of variance (MANOVA). The stress scale was trichotomized
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Table 12

Means and Standard Deviations of Vigilance

Items for Low, Moderate,

and High Levels of Stress

Stress

Vigilance items Low Moderate High
Number of alternatives

M 3.17 3.67 2.92

SD 2.24 2.27 2.41
Number of attributes

M 10.83 12.33 9.76

§g 10.30 9.94 9.57
Risks estimated

M 3.49 3.81 4.10

SD 1.18 1.15 1.11
Alternatives re-examined

M 2.60 2.69 3.34

SD 1.21 1.22 1.32

Note. = 175.

1=
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and used as an independent variable with three levels: high,
moderate and low stress. The four vigilance items were used
as dependent variables.

The means and standard deviations for each of the
vigilance items at each of the three levels of stress are
presented in Table 12. The mean number of alternatives
examined was higher for the moderate stress group than for
the low and high stress groups. Likewise, the number of
attributes researched was higher when stress was moderate
than when high or low. The other two vigilance items
demonstrated the highest mean levels of vigilance when
stress was highest.

The Wilks' lambda multivariate test of significance
found a statistically significant F value (3.0949; df = 8,
338; p < .005). The univariate F tests demonstrated that
most of the difference between cells could be attributed to
the variables measuring estimation of risks and
reexamination of alternatives (see Table 13).

Hypothesis 1 would predict that there is relatively
little difference between the level of vigilance
demonstrated in the low and high stress groups because both
are making poor quality decisions. Individuals who
experience moderate levels of stress should engage in
decision processes that are more vigilant than are those of
both low and high stress groups. To test this, a planned
comparison was made between moderate stress and the

combination of high and 1low stress (the curvilinear
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relationship). The multivariate F was 2.222 (df = 4, 169).
This was marginally significant (p < .10), but, because this
probability level exceeds the normal .05 cutoff, it is more
appropriate to speak of this as a possible curvilinear
tendency rather than as a truly significant relationship.

An examination of the univariate F tests (see Table 13)
revealed that moderate stress was associated with a higher
level of vigilant information processing only in the case of
the number of alternatives examined. And even this
relationship was very weak, with a significance level of
.08. There was no statistically significant relationship
between the number of attributes researched and stress.
Although the responses did follow the predicted curvilinear
direction, with moderately stressed decision makers
researching an average of 1.5 more attributes than low
stress respondents and 2.5 more than high stress subjects,
the variance within the groups was high enough to wash out
statistically significant differences between groups.

The strength of the linear relationship, on the other
hand, is more impressive. A multivariate comparison of the
low and high stress groups was significant (F = 3.9954; p <
-005). The univariate tests indicated that the high stress
group demonstrated more vigilant information processing than
the low stress group in the cases of the variables measuring
risk estimation and reevaluation of alternatives.

In summary, the relationship between stress and

vigilant information processing appears to be more strongly
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linear than curvilinear. For two of the vigilance
items--risk estimation and reevaluation of alternatives--the
higher the level of stress the better the information
processing. For a third variable--number of
alternatives-~-there is a tendency toward a weak curvilinear
relationship; more alternatives are considered when the
level of stress is moderate than when stress is high or low.
There appeared to be no relationship between stress and the
number of attributes researched. However, because of
several fundamental limitations of the study, which will be
enumerated in the discussion section of this paper, these
conclusions should not be accepted without reservation.

Hypothesis 2a

This hypothesis predicted that satisfaction with the
decision would be higher for individuals who had employed
more vigilant decision procedures than for those who had
been less vigilant. This was not supported.

The hypothesis was tested using HMultivariate Multiple
Regression (MMR), i.e., a multiple regression with multiple
dependent variables, as described in the preceding section.
Satisfaction with the decision and predisposition to make
the same decision in the future were the criteria and the
four vigyilance items were the predictors. The Wilks' lambda
multivariate significance test indicated that the
relationship was not statistically significant (F = 1.4318;
daf =8, 278; p > .10). Neither univariate F was

statistically significant. The F value for satisfaction was
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0.9556 (df =4, 140; p > .10). For the variable concerned
with the likelihood of making the same decision in the
future, F was 1.7216 (4f = 4, 140; p > .10).

Hypothesis 2b

This hypothesis was related to the previous one and
predicted that satisfaction with the decision would be
associated with stress in a curvilinear fashion; that is,
people who had perceived moderate stress when making a
decision would be more satisfied with their decisions than
would people who had experienced high or low levels of
stress. This hypothesis was not supported.

The means and standard deviations for each level of
stress are shown in Table 14. The Wilk's lambda
multivariate F was marginally significant (F = 1.947; df =
4, 352; p = .10). The univariate significance tests (Table
15) demonstrated that the relationship was significant only
for the variable measuring the expressed probability of
making the same decision in the future and not for
satisfaction with the decision. The planned comparisons
revealed that the form of the relationship was not
curvilinear. The comparison of the moderate stress group
with the combined low and high stress groups produced F
values that were not significant for the multivariate or the
univariate models.

Contrary to expectation, the relationship between

stress and post~decision satisfaction tended to be a

negative linear one. The multivariate planned comparison
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Table 14

Means and Standard Deviations of Decision Satisfaction Items for
Low, Moderate, and High Stress

Stress
Satisfaction items Low Moderate
Satisfaction with decision
M 3.67 3.56 3.54
SD 0.58 0.71 0.66
Same decision in future
M 3.02 2.99 2.65
SD 0.83 0.79 0.82

Note.

|=

= 180.
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between the high and low stress groups yielded an F value
which had a significance level of .06 (F = 2.9102; df = 2,
176). This comparison was significant only for the variable
measuring the predisposition to make the same decision (F =
3.6364; df = 1, 177; p < .05), and not for the satisfaction
with the decision.

Neither Hypothesis 2a nor 2b was supported.
Decision-making vigilance was not related to satisfactim
with the decision or to the feeling that the same decision
would be made in the future. Instead of the expected
curvilinear relationship between stress and satisfaction, a
negative linear relationship was found. The lower the level
of stress, the more likely subjects were to state that they

would make the same decisions in the future.

Hypotheses 3a to 3d

These hypotheses concerned decision rationality and
assessment rationality. Rationality is the ability of a
decision maker to arrive at an evaluation or decision that
is consistent with and could be predicted by the decision
maker's evaluations of smaller components or attributes of
the decision domain.

In order to test these hypotheses, the survey
respondents were asked to read 34 factors that might affect
business location decisions and to compare a location in
Michigan with a location in another state on these factors
(see Appendix A). In addition, respondents were asked to

rate the importance of each of the factors for their
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companies' decisions to relocate or expand.

In order to reduce the number of variables, the
importance ratings were factor analyzed using a principal
factoring solution with iteration. Factors which had
eigenvalues greater than one were rotated using the varimax
method. The resulting factor matrix is shown in Table 16.
Items that had loadings of at least .40 on one and only
factor were used to form scales. The items comprising the
scales were examined and the scales were labled: Taxes,
Natural Resourses, Labor, Lifestyle, Skilled Workers,
Financing, Distance and Transportation.

The reliabilities of the scales were calculated using
coefficient alpha and are shown along with the scale
intercorrelations in Table 17. One scale, Distance, had a
particularly low reliability and therefore was not included
in any of the hypothesis tests.

The remaining items were weighted by multiplying the
importance ratingy by the comparison rating for each item.
Weighted attribute comparison factors were formed by sumaing
the weighted items that made up each factor. The
reliabilities and intercorrelations of the weighted scales
are shown in Table 18.

Hypothesis 3a

This hypothesis dealt with decision rationality, which
is the consistency of a final decision with the assessments
of the attributes of the alternatives. Janis and Mann imply

that an additive decision strategy such as this is most
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Table 18

Intercorrelations of Weighted Attribute Comparison Factors;
Reliabilities in the Diagonal

Scale 1 2 3 4 5 6 7 8

1. Taxes (.90)

2. Natural Resources .50 (.73)

3. Labor .50 .33 (.47)

4., Lifestyle .24 .40 .24 (.83)

5. Skilled Workers .10 .16 .12 .15 (.79)

6. Financing .47 .43 .32 .19 .13 (.67)

7. Distance .06 .13 .02 .01 .31 .08 (.45)
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likely to be employed when vigilant decision procedures are
used.

By asking each decision maker to compare his or her top
Michigan alternative with his or her top out-of-state
alternative, the rationality of the decision to locate in or
outside of Michigan can be assessed. The most recent
location choice was coded as Michigan or elsewhere, and this
was used as the criterion of decision rationality. The
larger the multiple correlation produced by regressing the
weighted attribute comparison factors against the new
location, the more rational or consistent the decision. The
multiple correlation for the total sample of decision makers
was .32, which was statistically significant (E < .05).

Hypothesis 3a predicted that R would be greater for the
groups which had higher scores on the vigilance items than
for the groups with lower scores. This was tested by
dividing the subjects on each vigilance item into two
groups——high and low vigilance--with as egual a number in
each group as possible. The significance of the difference
in the Rs for the high and low vigilance groups was tested

for each of the vigilance items using the following formula:

(R, - R2)

This is only a weak measure of rationality, because it is
assessed at the group rather than at the individual level,

which is the appropriate level of analysis.
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The results are shown in Table 19. 1In only two cases
were there significant correlations between the business
climate attributions for Michigan and another state and
decisions to locate in Michigan or out-of-state. The
significant correlations were for the group that reexamined
alternatives to a less extent and for the group that
gathered information about more of the attributes. However,
for none of the vigilance indicators, did we find that the
nmore vigilant subjects had significantly higher correlations
between their weighted assessments of business climate
factors and their final location decisions than did less
vigilant subjects.

One problem with the preceding analysis is that
dichotomization of the sample dramatically reduces power and
increases the likelihood of failing to reject the null
hypothesis when it is, in fact, false. 1In the case of this
hypothesis, power ranged from a little over .06 to nearly
.10. One way to avoid diluting power, is to forego
splitting the sample and instead employ moderated multiple
regression (Cohen & Cohen, 1975).

The seven weighted attribute factors and the vigilance
item were regressed against the location decision. Then the
interaction terms (vigilance x each weighted attribute
factor) were added as a block to the reygression equation.
Vigilance is a moderator of decision rationality if the
addition of the interaction terms significantly increases

the size of R2.



87

In no instance was the change in R? significant. Fa
the vigilance item measuring the number of alternatives
considered, the addition of the interaction terus increased
rR? by only .02 (p = .96, N = 100). In the case of the

number of attributes researched variable, R2 increased .07
(p = .28, N = 114). The estimation of risks variable was
not significant as a moderator (change in R2 = .03, p=
.85, N = 99), nor was the reexamination of alternatives
variable (change in R2 = .04, p= .79, N = 88). Clearly,
the degree of vigilance of the decision making process
appeared to play no role in predicting the extent to which a
final decision was consistent with component assessments.

Hypothesis 3b

Hypothesis 3b predicted that individuals who haa
experienced moderate stress would be more rational in th2ir
decision making and information processing than would
individuals who had experienced either high or low levels of
stress. This was tested by splitting the sample into two
groups—-—moderate stress and combined low and high
stress--and testing the significance of the R differences
when the weighted attribute factors were regressed against
Michigan or another state as the choice for the most recent
location.

The hypothesis was not supported. The results are
shown in Table 20. There was no difference between the Rs
for the moderate and the nonmoderate stress groups.

Al though obviously pointless in this case, moderated
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multiple regression was employed in order to increase power.
If stress had moderated the relationship in a curvilinear
fashion, there would have been a significant change in R2
when the curvilinear interaction terms (stress squared x
each of the weighted attribute factors) were added to the
equation which already included stress, stress squared, and
stress times each of the weighted attribute factors. The
addition of the polynomial interaction terms increased R?
by .09, which was not significant (p = .18, N = 96).
Therefore, stress does not appear to moderate decisim

rationality in a curvilinear manner.

Hypothesis 3c

This hypothesis concerned the rationality of a summary
assessment and predicted that the correlation between the
weighted attribute comparison factors and an overall
assessment of Michigan's business climate would be higher
for the high vigilance group than for the low vigilance
group. It was predicted that, while decisions about
locations might be constrained by factors beyond the
decision maker's control, overall assessments about a
state's business climate should be less dependent on
unmeasured factors. In other words, the effects of
vigilance and stress on decision rationality may be obscured

but may be detectable in the case of assessment rationality.

The multiple correlation for the entire sample was .47
(p < .05). This was a higher correlation than for decision

rationality, but the hypothesized impact of vigilance on the
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magnitude of the correlations was not found. There were no
statistically significant differences in the sizes of the Rs
obtained from the low vigilance groups and those computed
for the high vigilance groups (see Table 21).

As can be see in Table 21, in three out of four of the
cases, the magnitudes of the differences between the low and
high vigilance groups are fairly large--over .20. Yet,
because of the small sample sizes, even in the best case,
power is less than .20. At the .05 alpha level,
approximately 250 subjects would be necessary to increase
the power to .80. Using moderated multiple regression,
instead of dichotomizing the sample, power increased
somewhat but not enough to reject the null hypothesis.

The number of alternatives considered was not a
moderator; its interaction terms increased R2 by only .05
(p = .29, N =119). There was a slight moderator effect for
the number of attributes researched variable (change in R2
= .07, p= .08, N = 133) and for the estimation of risks
variable (change in R2 = .07, p=.09, N =119). But

neither of these effects reached the .05 probability level.
And finally, there was no evidence that the reexamination of
alternatives moderates assessment rationality (change in

R = .03, p = .77, N = 107).

Hypothesis 3d

It was predicted that assessment rationality would be
higher for the moderate stress group than for the high or

low stress groups. As with the other three rationality
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hypotheses, this hypothesis was not supported (see Table
20). The level of stress was not significantly related to
the degree to which assessments of components of a decision
predict an overall assessment.

The moderated multiple regression was conducted in the
same manner as for Hypothesis 3b, except that the dependent
variable was the summary assessment of business climate.
Stress did not moderate assessment rationality in a
curvilinear fashion. The addition of the polynomial
interaction terms increased R2 by .07, but this was not
statistically significant (p = .18, N = 117).

Hypothesis 4a

This hypothesis predicted that unbiased information
processing would be higher for moderate stress groups than
for high or low stress groups. No evidence was found to
support this hypothesis.

To test the hypothesis, the objective information was
first converted to a comparison value by subtracting the
figure for Michigan from the figure for the other state when
a lower nuuaber signified a favorable business conditioan
(such as wage rates) and vice versa when a high value is
preferable (such as worker productivity). Each of these
differences was then standardized using the means and
standard deviations of the difference scores.

For each subject, an individual correlation was
calculated by correlating the 14 subjective comparisons with

the 14 standardized objective comparisons. The mean
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correlation for the 130 subjects was only .052.

Because subjects might have been more accurate in their
evaluations of items that were more important to their
companies, a weighted correlation was also computed. For
eacn of the 14 items, the subjective comparison rating was
multiplied by the corresponding importance rating. These
weighted subjective comparisons were then correlated with
the standardized objective information. The average
weighted correlation was .068.

Both the weighted and unweighted correlations were
converted to z scores using the Fisher r to z transformation
formula.

Two analyses of variance were used to test if the sizes
of the correlations were related to stress levels. The F
values were not statistically significant for either the
weighted or the unweighted correlations (see Table 22).

Hypothesis 4b

The final hypothesis predicted that the cognitiwe
distortion of information about alternatives should be
higher when information processing vigilance is low. This
was supported for only one of the four vigilance items--the
number of attributes researched.

As with the test of the previous hypothesis, individual
correlations were computed between the subjective
evaluations and the standardized objective information. The
weighted and unweighted correlations were converted to z

scorese.
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Correlations between Z Values of Correlations (Unweighted and

Weighted by Importance) and Vigilance Items

Vigilance items Unweighted Weighted
Number of alternatives .13 .10
Number of attributes .20 .12
Risks estimated .04 -.04
Alternatives re-examined .17 12
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The correlations between the z scores and the vigilance
items are presented in Table 23. The correlations are
fairly low. When the four vigilance items were regressed
against the unweighted z score, using stepwise entry, only
the number of attributes researched was a significant
predictor of the correlation between subjective and
objective comparisons (F = 5.124; df =1, 108; p < .05).
When the weighted correlation was used as the criterion,
none of the vigilance items was correlated highly enough

with the criterion to surpass the level of significance (p

.05) necessary to enter the regression.



SUMMARY AND CONCLUSIONS

Results of Hypothesis Tests

Nine hypotheses were formulated and tested in this
study of Janis and Mann's (1977) conflict model of decision
making. In only two instances was the theory supported.
There was a weak curvilinear relationship between stress and
the number of alternatives considered, and there was a
higher degree of accuracy in attributions when the number of
attributes researched was higher. 1In three cases, there
were statistically significant relationships contrary to
those predicted by the theory. There were positive linear
relationships between stress and the reexamination of
alternatives and the estimation of risks and costs. There
was a negative linear relationship between stress and the
expressed likelihood of making the same decision in the
future. All of the remaining tests were not statistically
significant in either direction.

Al though there were nine hypotheses, because vigilance
was measured with four separate items, there were in all 24
significance tests. By reporting as weakly significant the
results of significance tests at the .10 probability level,

I have ipso facto permitted a Type I error rate of 10%. One

L
would expect two or three statistically significant results
by chance. Therefore, one can have little confidence in the

97
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validity of the five statistically significant relationships
found.

But for the sake of discussion, I will for the moment
assume that the findings are not random and will discuss the
results of the hypothesis tests in more detail. Then I will
consider more general problems with the study and the
theory. Finally, I will discuss the practical and
theoretical value of the study, and suggestions for future
research.

Vigilance and Stress

The first hypothesis encompasses the fundamental
premise of the theory-~that information processing is more
vigilant when stress is moderate than when stress is high or
low. This relationship was found to exist only for one of
the four measures of vigilance: the number of alternatives
considered. When all four vigilance items were considered
together, the relationship was primarily a positive linear
one., This was true for the vigilance items concerning the
estimation of risks and costs and the reexamination of
alternatives. Finally, the search for information about the
attributes of the alternatives evidenced no significant
relationship with stress.

Let us imagine what might be happening here. When
perceived stress is low, the decision maker sees the
decision as relatively unimportant and nonrisky and does not
feel a great deal of time pressure. The conflict model

proposes that when this is the case, the decision maker will
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continue with the status quo or will choose the first
alternative that presents itself, without a great deal of
consideration. He or she will not spend time identifying
alternatives, reexamininyg alternatives or estimating risks.
When the amount of stress associated with a decision is
somewhat higher, however, the decision maker becomes more
concerned about making a wrong decision and will attempt to
identify more alternatives, will reevaluate the alternatives
more consistently and will be more concerned about
estimating the costs and risks of making a wrong decision.
Both Aldag (1980) and Janis and Mann (1977) would agree up
to this point, and this was what was found in this study.

The impact of high stress conditions, however, is a
matter of contention. Janis and Mann propose that decision
makXing becomes impaired as decision makers panic. Aldag
arques that the highest stress that organizational decision
making can generate is not sufficient to cause a breakdown
in the decision making process.

The present study found some support for both views.
The number of alternatives considered was lower for the
decision makers reporting high stress than for those
reporting moderate stress. So for this component of
vigilance a curvilinear relationship with stress was
confirmed. However, highly-stressed decision makers were
more likely to reexamine the alternatives and to estiunt.
the risks and costs of negative consaguena:s than ware

moderately stressed subjects.
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It appears, then, that stress affects different aspects
of decision making in different ways. Up to a point, stress
encourages a thorough canvassing of alternatives. Wnhen
stress becomes too intense, however, the number of
alternatives examined is abbreviated. This may occur because
time constraints preclude a more extensive search. On the
other hand, the number of alternatives may be limited not by
the decision maker but by the problem, and this, in fact,
may be a source of stress. In other words, high levels of
stress may not be the cause of a curtailed search for
alternatives; the paucity of feasible alternatives may be
the cause of extrewne stress.

Two other aspects of decision makinyg vigilance appear
to profit from high stress. Janis and Mann believe that two
criteria of yood decision making are the reexamination of
alternatives and the estimation of costs and risks
associated with the alternatives. The results of this study
show that, as far as these two criteria are concerned, the
more stress the better. I am not convinced, however, that
this compels us to conclude that information processing
improves under conditions of ever increasing stress.
Although Janis and #Mann declare that these criteria are
necessary components of vigilant decision making, one can
imagine that, as with stress, more might not be better. The
decision maker who feels a great amount of stress may be
compulsively reexamining all of the alternatives, including

those that are clearly without merit, and may be brooding
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about the risks and costs of making a wroag choice. After a
point, these processes cease to facilitate the decision and
serve only to delay it. This is a possibility that Janis anl
Mann have not considered.

Finally, the fourth component of vigilant decision
making--the search for information about the attributes of
the alternatives—-—-appears to be unrelated to stress. The
mean nuaber of attributes researched is higher for the
moderate stress group than for the high or low stress groups
bat not significantly so. The reason for the lack of
association is not clear but may be due to an interaction
between the number of alternatives examined and the number
of attributes researched. The decision maker may compensate
for time limitations under highly stressful conditions by
limiting the number of alternatives but not the awount of
information gathered about the alternatives. The total
amount of time spent gathering information would thus be
less in the low and high stress coaditions than in the
moderate stress conditions. Perhaps decision makers in
organizations must defend their choices to other members and
so feel compelled to gather information even when decisions
are relatively unimportant or routine, on the one hand, or
when time is limited, on the other. Of course, in this
study we have no information about the depth of the
information search. Respondents were asked simply to
indicate the attributes about which they gathered

information. It is entirely possible that, although the
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number of attributes was similar for the three groups, the
research was more cursory in the low and high stress groups
than in the moderate group, but this is merely speculation.

Decision Quality

The first hypothesis encompasses Janis and Mann's basic
theory. The remaining hypotheses are corollaries of the
first. The central hypothesis was only partly supported.
Had the hypothesis been clearly upheld, confirmation of the
other hypotheses would have strengthened our faith in the
model. However, since the central hypothesis was not
supported corroboration of ancillary predictions should not
be expected and would not be sufficient, in any case, to
verify the model.

The remaining hypotheses were concerned with the value
of vigilant information processing. The basic hypothesis of
the model is that vigilance and stress are related in a
curvilinear fashion. This relationship is not of much
importance unless it can be demonstrated that decisions made
in a vigilant manner are of a higher quality than those made
less vigilantly. The objective assessment of the quality of
a decision is difficult because many of the outcomes of a
decision can only be assessed by the subjective valuations
of the decision maker. The quality of the decision was
therefore measured indirectly in a number of ways: (a) the
satisfaction of the decision maker with the decison, (b) the
expressed probability of making the same decision in the

future, (c) the rationality with which information was
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organized to make an overall judgment and a final decision,
and (e) the accuracy of subjective judgments.

If vigilant information processing contributes to
higher quality decisions, then we should find that the more
vigilant decision makers have higher scores on the above
indices of decision quality. More indirectly, if we believe
that moderate stress leads to higher vigilance, we should
expect that individuals reporting moderate levels of stress
will also be rated higher on the measures of decision
quality than will individuals experiencing high or low
stress. Because the impact of stress is hypothesized to be
an indirect cause of decision quality, the relationship
between stress and quality should be weaker than that
between vigilance and quality, unless, of course, vigilance
is not being measured correctly, or stress is related
directly to decision quality in unforseen ways.

Satisfaction with the Decision

A carefully made decision will not always lead to
satisfactory results because the future is unpredictable.
All things being equal, though, the assumption is that
decisions which are made in a more vigilant manner will lead
to outcomes that are more pleasing to the decision maker.
And when decision makers are happy with the results, they
should indicate that they would probably make the same
decisions again.

In this study, we found no relationship between

vigilance and satisfaction with the decision. Perhaps
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insufficient time had elapsed since the decisions had been
made for the outcomes to have been affected. The opening or
expansion of a plant involves costs that may take years to
recoup in higher profits. The executives may also have
overestimated the importance of location to their business
objectives. Other factors beyond the control of the
decision makers, such as the state of the nationql economy
or foreign competition, may have far more impact on the
success of an enterprise than does the State in which it is
located.

The other index--probability of making the same
decision in the future--is an accurate measure of
satisfaction with the decision only if subjects believe that
conditions are stable. If respondents believe that business
climate factors have changed since they made their
decisions, then they should not be expected to make the same
decisions in the future. Over 66% of the executives
surveyed, including those who had made no location
decisions, indicated that if they had to make a location
decision in the next five years they probably or definitely
would not locate in IMichigan. This suggests that many of
these Michigan manufacturers view Michigan's business
climate as worsening.

In addition, there are instances in which it does not
make good business sense to locate two plants in the sawe
state. In order to expand distribution or marketing

networks, for instance, a new plant may be located in a
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different geographical territory even though an existing
faciltiy has proved highly satisfactory in a particular
location.

Al thouygh there was no relationship between vigilance
and either satisfaction measure, stress was associated with
the predisposition to make the same decision in the future,
but not in the predicted manner. The indivduals most likely
to make the same decision were those who had experienced 1low
stress not moderate stress. In one sense, this is
consistent with Janis and Mann's assertion that under
conditions of low stress decision makers are likely to
maintain the status quo. On the other hand, this appears to
conflict with their causal model which proposes that
moderate stress promotes vigilance which leads to a higher
prohability of making the same decision in the future. 1In
this instance, Janis and Mann have made two contradictory
predictions, but we can conclude at least that decision
makers experiencing hiugh strass should be least predisposed
to making the same decisions. And this was confirmed.

Rationality

None of the hypotheses concerning decision rationality
or assessment rationality were supported. Neither vigilance
nor stress appears to have much impact on rationality.

These hypothesis tests suffered from low power.
Although moderated multiple regression increased the power
to the point where two of the vigilance items--the number of

attributes researched and the estimation of risks—--show:d a
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slight tendency to act as moderators of assessment
rationality, the relationships were not statistically
significant at tne 95% probability level.

One reason why the relationship may have been obscured
is that rationality is more appropriately assessed at the
individual rather than at the group level. This is usually
done by having each individual make multiple decisions and
then computing individual correlations. This was not
possible in this study. If vigilance or stress had
influenced individual rationality, then, theoretically, this
should also have been observable at the group level.
However, the chances of detecting this are not propitious.

Perhaps it is unrealistic to expect vigilance to be
related to the rational combination of information. After
all, none of the four vigilance items have anything to do
with how information is put together to arrive at a
decision. In addition, Janis and Mann propose that
bolstering is one way that decision makers cope with high
stress. A decision maker bolsters a chosen alternative by
exaggerating its favorableness over rejected alternatives.
If bolstering is occurring, then vigilant decision makers
will not appear more rational than nonvigilant decision
makers.

Although the vigilance criteria do not deal with the
combination of information to arrive at a decision, one can
imagine circumstances in which low or high stress might

impair rationality. For example, when stress is very high
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the decision maker may be in such a panic that he or she
cannot calculate a sum of the subjectively weighted
attributes. But even if this sort of hysteria occurs, it
would nof: be apparent in the results of this study because
most of the subjects were not surveyed in the midst of a
stressful decision. In the absense of present stress, there
is no reason why tney could not be highly rational, at least

in their summary assessments.

The preceding hypotheses were concerned with the
consistency of subjective assessments and final decisions.
Another measure of the quality of the decision processes
involves the correspondence of subjective assessments with
reality. Only one of the vigilance criteria was associated
with higher correlations between subjective assessments and
objective information, and that was the nuaber of attributes
about which information was gathered. This makes sense
because inforaation search about the attributes is the only
vigilance item that is directly concerned with gathering
data. Although estimating risks and costs might be presumed
to be associated in some way with increasing the accuracy of
assessments, there is probably no reason to expect that the
number of alternatives examined or reexamined should be
related to accuracy.

Stress was not related to accuracy. This is not
altogether surprising, since only the number of attributes

item was related to accuracy, and this vigilance criterion



108

was not significantly associated with stress.

There are a number of problems with the so-called
objective data. The information may have been more vague
and inaccurate than that used by sone of tha companies in
making their subjective assessments. Frequently, published
information was only available at a state level. A company
working with local groups may have had access to much more
precise local information concerning their specific kind of
manufacturing. The objective information used here to
assess the accuracy of the subjective assessiments presumable
reflects reality to some deyree, but it is probably more
akin to a sketch than to a photograph. This interferes with
a true test of this hypothesis.

Sunmary

Only very limited support was found for Janis and
Mann's conflict model of decision making. Moderate stress
was found to be related to the examination of a greater
number of alternatives. On the other hand, high stress
apparently promotes the reexamination of alternatives and
the estimation of risks and costs, although, as mentioned
earlier, the contribution to decison quality of ever
increasing levels of these criteria aay be liaited.

In fact, none of the vigilance criteria that were
related to stress were also related to any of the measures
of decision quality. Only the number of attributes
researched was related to th= accuracy of subjectiwve

assessments, and this criterion was not affected by stress.
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Stress only seems to be related to one aspect of
decision quality, and this is a subjectiva azasure. The
higher the level of stress, the less likely decision makers
were to report that, if they had to make a location decision
in the future, they would make the same decision. This
relationship was not curvilinear, however, and may simply
reflect the fact thai decision makers find stress unpleasant
and recall decisions made under high stress in an
unfavorable light. Because they felt a lot of stress, they
would like to do things diferently in the future, regardless
of the actual outcomes of their decisions.

We can conclude from this study that stress affects
dif ferent aspects of the decision process differently.
Aldag's (1980) contention that organizational stress does
not become high enough to impair decisions was challenged,
at least in the case of the nanaber of alternatives examined.
In addition, high stress subjects were least likely to state
that they would make the same decisions in the future. On
the othar hand, the highest levels of stress perceived by
executives making complex location decisions seemed only to
promote the careful reexamination of alternatives and the
estimation of risks and costs. For these aspects of
decision making, increased stress appeared to be nothing but
beneficial.

Problems with the Study
There are a number of problems with this study whic

make the above conclusions suspect. These problems are
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primarily concerned with the reliability and validity of the
measures of stress and vigilance.

First of all, vigilance was measured by four single
items. So the reliabilities of these important components
of the model are unknown. We have no evidence of the
quality of the vigilance items and can only guess at their
meanings.

In addition, the stress scale is not a true ratio scale
with a real zero point. Therefore, the true range of the
scale is unknown. The responses were categorized as low,
medium or high stress, but they actually may encompass only
a small range of stress somewhere in the middle of the
construct. The frame of reference of the respondents was
probably that of business decisions. And while location and
expansion decisions may be more stressful than other more
routine business decisions, had the subjects responded in
terms of a range of stress that extended from what to eat
for breakfast to escaping from a burning building, the range
of responses measured here might have been considerably more
compressed. The problem is that we do not know what frames
of reference the respondents were using. If this study did
just measure the middle range of an inverted-U relationship
between stress and vigilance, that may explain the differing
results. The curve would have been slight and difficult to
distinguish from the error variance. Perhaps this is why a
curvilinear relationship with stress was found for one of

the vigilance items, linear relationships for two others,
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and no relationship for the fourth.

Another problem with the data is that the variables in
the model were measured with self-reports. The respondents
may have exaggerated the vigilance of their information
processing, and we have no way to check this except by
noting that there was a significant relationship between the
number of attributes researched and the accuracy of
assessments when compared to published information.

Moreover, both vigilance and stress were measured
retrospectively--up to five years after the decisions were
made. The executives may not have remembered the details of
the decision process and may have had even more difficulty
recalling their emotional states. The outcomes of the
decisions may have influenced their memories. If the
decisions produced negative consequences, the decision
makers may recall more stress than was actually perceived at
the time.

In addition, asking people about stress and vigilance
in the same questionnaire may encourage them to present
themselves in ways that are consistent with personal
theories about decision making and stress. If a decisim
maker believes, for instance, that careless decisions are
made when stress is extreme, he or she may balk at reporting
that his or her information processing was not very vigilant
even though the level of stress was low.

Two problems previously mentioned are the inappropriate

group level of analysis used in testing the rationality
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hypotheses and the dubious validity of the objective
information used in measuring cognitive distortion.

Another problem with the study is related to
organizational decision making. In organizations, decisions
frequently involve more than a single individual,
particularly in the collection of information. In this
study only one decision maker from each organization was
surveyed. The level of stress perceived by one individual
may not be a determinant of the level of vigilance if
responsibility for the decision is shared by a number of
people in the organization.

Problems with the Theory

The issue of the generalizability of the model to group
decision making is just one problem with the theory. A more
fundamental problem is that the theory may be untestable.
Table 2 presents Janis and Mann's attempt to relate the
vigilance criteria to the five coping patterns. It is very
difficult to differentiate the four nonvigilant coping
patterns. Unconflicted adherence differs from unconflicted
change and defensive avoidance on only one criterion. On
three of the criteria, hypervigilant decision makers?
performance fluctuates, and so in some cases, hypervigilance
is indistinguishable from defensive avoidance and only
differs on one criterion from unconflicted adherence and
unconflicted change. I dealt with these problems by
simplifying the model for the purpose of testing its general

propositions. The criteria were simply interpreted as more
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or less vigilant, and stress was divided into three rather
than five levels. Such simplification may be inappropriate,
but it is difficult to imagine how one could test the model
as presented in Table 2.

Experimental research is ruled out because the model is
supposed to be applicable only to consequential decisions.
Any experimental condition that generated real levels of
extreme stress would undoubtedly be unethical.

Because the theory involves nonrational behavior,
distortion and self-justification, self-report data would
probably be viewed with scepticism by Janis and Mann. This
leaves only case studies, with all the concomitant problems
of researcher bias, and the even more dubious post-hoc
analysis of anecdotal evidence.

Although the model entails a level of complexity that
sometimes is difficult to test, in many ways it probably
oversimplifies the decision process. Questions that are not
dealt with include: How are the vigilance criteria related
to one another? Given a fixed amount of time and resources,
what are the tradeoffs made between the criteria? At what
point does the exercise of a criterion become detrimental to
the decision process?

In addition, there is the problem of the direction of
causality. Janis and Mann propose that stress causes
vigilance. The causality may sometimes be the other way
around. In laboratory studies, when subjects are presented

with more alternatives or more attributes, decision making
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becomes impaired (Billings & Marcus, 1983; Lussier &
Olshavsky, 1980; Olshavsky, 1979; Payne, 1976). 1In other
words, the availability of alternatives or information about
the attributes may be a source of stress because of
information overload. Conversely, the scarcity of feasible
alternatives or reliable information may be frustrating and
stress-inducing.

Value of the Study

Criticisms aside, this study is of value as a first
test of a contingency model of decision making which
proposes that stress influences the vigilance of information
processing.

The major theoretical contribution of the study is the
finding that vigilance is not a unitary concept. The
vigilance criteria do not form a single dimension.
Furthermore, stress affects different aspects of vigilance
in different ways.

The study also has some practical implications for
business decision making. For instance, low levels of
stress seem to be associated with the lowest degrees of
vigilance. For the most part, this has not been a matter of
great concern because, by definition, these decisions are
viewed as relatively unimportant or easily reversible.
However, because stress is a perceptual variable, some
organizational decision makers may be interpreting decisions
as unstressful, when in fact the decisions involve important

outcomes for the organization. For example, employees who
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have experienced burnout are responding to constant stress
by becoming unresponsive to stress. These individuals may
become particularly careless in their decision making, even
though the decisions demand high vigilance. At the other
extreme are individuals who perceive decisions as stressful
when in fact they are not of much importance. As a result,
more time is spent on decisions than is warranted. 1In some
cases, the decision maker may even become paralyzed by
stress even though the decision may not be of life and death
importance to the organization.

One thing organizations can do to minimize these
problems is to communicate to the decision makers the level
of importance of the decisions. If high-pressure
organizations represent all decisions as being of maja
importance, decision makers may have trouble prioritizing
the decisions and will probably spend too much of their time
making minor decisions. This will only increase the time
pressure, further elevating stress levels.

Organizational decision makers should also be aware of
the problems that arise when stress becomes very high. When
a decision will produce very important consequences, it may
be advisable to assign an extra person to the decision
making team to identify additional alternatives.

Aside from these two recommendations, however,
organizations probably do not have to be very concerned
about the impact of stress on decision making. High stress

is detrimental to only one out of four of the decision
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making vigilance criteria and is related to the quality of
decisions only in terms of predispositions to make the same
decisions in the future. Stress may be an important
organizational problem because of its relationship to the
morale, turnover, and the physical and mental health of
empl oyees (Cooper & Marshall, 1976; McGrath, 1976; McLean,
1979). However, its impact on decision making quality should
probably not be a worrisome issue for most organizations.
Suggestions for Future Research

In future research, reliable scales of the vigilance
criteria should be developed and tested. 1In addition, other
kinds of organizational decisions should be examined to
determine if the same patterns observed here are found in
other decision situations.

A research project might be designed to minimize the
problems of self-report data by following people through
decisions and employing objective measures of some or all of
the variables. Stress might be measured through health
records or physiological data such as heart rate or galvanic
skin response. Some sort of objective measure of the
quality of the decision might also be devised. For business
decisions, some indicators of successful outcomes of
decisions are return on investment, turnover, grievances,
scrap, etc. Of course, any outcome measure should be matched
to the objectives of the particular decision.

Another issue that might be of interest to researchers

is how individuals differ in their perceptions of stress and
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what organizations can do to modify these perceptions in
ways which promote the best use of time and resources in
decision making.

Finally, any future model of stress and decision making
should incorporate the results found here and in other
research. For example, research is needed to determine how
the vigilance criteria interact and how they promote good
decisions. Other criteria should also probably be examined
and tested. Most importantly, models should be developed
relating stress to a wide range of decision strategies, not
just the satisficing-type and optimizing-type that Janis and
Mann used. A great of research has been conducted on
contingency models of decision making since Janis and Mam
wrote their book. Future research on decision making must
not ignore the complex range of decision strategies which
have been identified. Conversely, contingency models of
decision making should not neglect the role of stress and

other emotional factors in information processing.
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APPENDIX A

Questionnaire Items Used to Measure the Constructs

Decision making can be stressful. How much stress
did you feel when you were involved in the
decision to relocate or expand? (R = reflected
scoring)

An exhaustive amount
An extreme amount
Quite a bit

Some

None

| 1]

When you were involved in the decision process, how
much time pressure did you feel? (R)

An exhaustive amount
An extreme amount
Quite a bit

Some

None

When you first started thinking about expansion
or relocation, how confident were you that an
optimal solution could be found? (Item dropped
from the scale.)

Completely confident

Extremely confident

Quite confident
Moderately confident

Not at all confident

How would you assess the risks of expanding or
relocating a company? (R)

The most risky decision a company can make
Extremely risky

Quite risky

Moderately risky

Not at all risky

118
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5. How important do you think a decision about the
location or expansion of a facility is? (R)

One of the most important decisions that our
~  company has made

Very important
Somewhat important

Somewhat unimportant
Very unimportant

Vigilant Information Processing

Number of alternatives:

. - — - — - - ey

1. How many alternative sites did you consider?
alternative sites

Number of aggributgg:

2. Please look at the preceding list of business
location factors (see under Importance and
Subjective Comparisons of Attributes) and circle
the number of each factor about which
you collected informatian when you were making the
decision about where or whether to relocate or
expand you company.s facilities. (Coded as the
number of items circled.)

Risks estimated:

3. When you were considering alternatives, did you
try to estimate the costs and risks of the negatiwe
consequences of each of the alternatives? (R)

Always

Very often
Fairly many tinmes
Occaisionally
Never
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Al ternatives reexamined:

4. Before you made a final choice, how many of the
known alternatives, including those that were
originally regarded as unacceptable, did you
reexamine? (R)

All of the known alternative

A large number of the alternatives
Quite a number of the alternatives
Some of the alternatives

None of the alternatives

AN

Importance and Subjective Comparisons of Attributes

Questions 6 through 40 is a list of factors that may affect
business-location decisions. Beside each factor are two
blank spaces. In the first blank indicate how important
each factor is for your company in decisions to relocate or
expand. Use the following scale:

The most important factor

One of the most important factors
A very important factor

A somewhat important factor

A slightly important factor

A factor of no importance at all

HNo WS OO
| T L T L

In the second blank, please compare Michigan with another
state on these same factors. Be very specific and compare
the location within the state of Michigan where your company
or physical facility is located with the specific location
within another state to which you have moved one or more
plants. Please compare how the two locations ranked at the
time you made the decision to move. If you have not moved
any plants outside of Michigan please compare your location
in Michigan to another location in a state other than
Michigan that you think would be the next best place to
locate your plant. Use the following scale to make your
comparisons:

Michigan location is very much better
Michigan location is somewhat better
Michigan location is a little better

No difference

Out-of-state location is a little better
Out-of-state location is somewhat better
Out-of-state location is very much better
Do not know

7
)
5
4
3
2
1
0
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In this comparison, what is the location of the Michigan

facility?

What is the location of the out-of-state facility?
Make your responses for each factor in the appropriate blank
space immediately to the left of each item.

Importance Comparison

Rating
(1-6)

Rating
(0-7)

6.
7'
8.

10.

11.
12.

13.
14.
15.
16.
17.

18.

19.
20.

21.

22.
23.
24.
25.

26.
27.
28.
29.
30.
31.
32.
33.
34.

35.

Distance to customers
Distance to materials
Distance to services

Distance to other facilities
of the company

Availability of unskilled

or semiskilled workers
Availability of skilled workers
Availability of technical or
professional workers
Productivity of workers

Wage rates

Labor relations

Extent of worker unionization
Transportation facilities for
materials and products
Transportation facilities for
people

Marketing facilities

Ample area for future
expansion

Costs of property and
construction

Water supply and costs
Availability and cost of energy
Zoning and other regulations
Business climate; attitudes
toward industry
Environmental protection
requirements

State taxes on business

Local taxes on business
State and local taxes on
individuals

Costs of workers'
compensation costs

Size of city or town

Fiscal health of state

Local sources of financing
State and/or local financial
inducements to new businesses
Costs of unemployment
compensation
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36. Style of living for employees

37. Cost of living

38. Crime rate

39. Personal preferences of
company executives

40. Other (specify)

—— - - ——— - -—

- - - ———

l. How satisfied are you with the decision that was
made? (R)

Very satisfied
Somewhat satisfied
Somewhat dissatisfied
Very dissatisfied

2. If you were locating a new facility within the next
five years, do you think that you would locate in
Michigan? (Reverse scored for subjects whose last
location was outside of Michigan.)

Definitely would not
Probably would not
Probably would
Definitely would

l

Business Climate

1. How would you compare the overall business climate
of Michigan to that of other states? Michigan's
business climate is:

A great deal better
Moderately better
About the same
Moderately worse

A great deal worse

|

Location/Expansion Decisions

1. In the past five years, has your company opened any
new facilities? Yes No

a. If yes, where is the newest facility located?
City or County _State
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C.
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When was the decision concerning the location
of this new facility actually made? Month
Year

When was the new facility opened? Month
Year

About how many full-time employees does this
new facility employ? full-tine
emnployees

Was this new facility the relocation of an
existing facility, that was then closed?
Yes__ No

f. If this was a relocation, where was the
previous facility located? City or
County State

———

In the past five years, has your company physically
expanded an existing facility? Yes No

Qe

d.

If yes, where is the most recently expanded
facility? City or County State

When did you make the decision to expand this
facility? Month Year

When was the expansion completed? Month _
Year

If this expansion required a change in the
number of employees at this facility, about how
many full-time employees were added?

employees

In the next two years, does your company plan to
open a new facility? Yes No

Qe

b.

If yes, where will it be located? City or
County State Have not
decided

When will the facility open? Month
Year Not yet determined
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c. How many full-time employees do you think will
employed at this new facility? full-time
employees

Demograohic Information

1.

In which type of manufacturing is your company
primarily engaged?

processing of food or kindred products
T lumber and wood products, furniture, or paper and
allied products
chemicals, petroleum refining, rubber, plastics,
stone, clay, glass, concrete, or primary metals
fabricated metal products
macaninery
___transportation equipment

About how many people does your company now employ?

fewer than 50 50 to 100
~100 to 200 200 to 300
—300 to 400 400 to 500
500 to 1000 __1000 to 1500
~_1500 to 2000 __over 2000

In which Michigan county is your company located?

-

What is your position (title) in the company?
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APPENDIX B

Objective Data on Attributes:

Sources of Information and Descriggive Statistics

Information was collected about the location
alternatives of the 130 companies in the objective
information sample. All of the information was collected at
a Federal Depository Library.

Availability of Unskilled or Semiskilled Workers

This was estimated by the percentage of the labor force
unemployed in each Standard Metropolitan Statistical Area
(st4sa), if available. Otherwise, the percentage for the
State was used.

Source. United States Department of Labor. (May,

annual). Employment and earnings. Washington, DC: U.S.

Dept. of Labor, Bureau of Labor Statistics.

Statistics for Michigan. Mean = 12.65. SD = 3.36.

Statisticg'ggr other States. Mean = 8.90. SD = 2.94.

Availability of Skilled Workers

This was estimated by the persons working full-time
divided by the total persons in the following occupations:
machine operators in manufacturing, fabricators, assemblers
and hand working occupations (includes welders and cutters,
production inspectors, testers, samplers, and weighers).
The information was gathered for SMSAs, if available, for
States, if not.

Source. United States Department of Commerce. (1973 &

125
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1983). 1970 (1980) Census of the population:

Characteristics of the population (Vol. 1); Detailed

population characteristics (Chapter D). Washington, DC:

— e - - = > - - - - — - -

U.S. Dept. of Commerce, Bureau of the Census.

Statistics_&g&iﬁiggiggg. Mean = 4.06. SD = .86.

Statistics for other States. Mean = 1.76. SD = .84.

Availability of technical or professional workers
This was measured as the persons working full-time
divided by the total persons in the following occupations:
salaried managers and administrators in manufacturing,
engineers, mathematical and computer scientists. Data was
collected for SMSAs, if available, for States, if not.

Source: United States Department of Commerce. (1973 or

1983). 1970 (or 1980) Census of the population:

Characteristics of the population (Vol. 1); Detailed

population characteristics (Chapter D). Washington, DC:

U.S. Dept. of Commerce, Bureau of the Census.

Statistics for Michigan. #ean = .43. SD = .10.

Statistics for otner States. Mean = .36. SD = .10.

Productivity of Workers
This was estimated by the value added by manufacture
divided by all manufacturing employees. The value added by
manufacture is the "conversion of the value of shipments
(including resales and miscellaneous receipts) to value of
production by adding the ending inventory of finished goods

and work in process inventories and subtracting the

beginning inventory. The cost of materials (including
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materials, supplies, fuel, electric energy, cost of resales,
and cost of contract work) is then subtracted from this

value of production to obtain value added" (1978-1979 Annual

§3£X§x~9§jggqgfactures, p. A-4). Data was collected for
counties.
Source. United States Department of Census.

(Biannual). Annual Survey of Manufactures. Washington, DC:

- - - .- - — -

U.S. Dept. of Commerce, Bureau of the Census.

Statistics for Michigan. Mean = 32,832. SD = 5313.

Statistics for other States. Mean = 28,663. SD =

6632,

Wage Rates

The average hourly earnings in dollars for
manufacturing employees was calculated for SMSAs or for
States, if local data were not available.

Source. United States Department of Labor. (Annual).

Supplement to employment, hours, and earnings: States and

areas. Washington, DC: U.S. Dept. of Labor, Bureau of
Labor Statistics.

Statistics for Michigan. Mean = 10.59. 8D = 1l.51.

Statisticg_for other States. IMean = 8.34. SD = 1.84.

Labor Relat{gqq

This was estimated by the worker days idle during the
year due to all work stoppages as a percent of estimated
nonagricultural working time (excluding private household
workers). The data were collected for the States.

Source. United States Department of Labor. (Annual).
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Analysis of work stoppages. Washington, DC: U.S. Dept. of

Labor, Bureau of Labor Statistics.

Statisticg_ﬁor Miggiggg. Mean = 0.22%. SD = 0.07.

Statistics for other States. Mean = 0.21%. SD = 0.15.

P T

Extent of Worker Unionization
Labor organization membership as a percent of
nonagricultural employment was gathered for the States.

Source. United States Department of Commerce.

(Annual). State and metropolitan area data book: A

statistical abstract supplement. Washington, DC: U.S.

Dept. of Commerce, Bureau of the Census.
Statistics for Michigan. Mean = 36.71l. SD = 1.54.

Statist{gs for other States. Mean = 22.67. SD = 9.11.

Availability and Cost of Energy

This was the total cost of purchased fuels and
electrical energy used in heat and power divided by all
employees. This was calculated for the manufacturing SIC
groups by State.

Source. Uni<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>