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ABSTRACT

THE ROLE OF LEADERSHIP AND OTHER FACTORS IN THE ORGIZATIONAL
DEATH OF DOMESTIC FAR-RIGHT EXTREMIST ORGANIZATIONS

By
Michael Suttmoeller

The domestic far-right movement has existed inthied States for many years. During
that time, groups have appeared, disappeared anel lsave even reappeared. Even though
thousands of groups have existed throughout histeny little is known about the
organizational aspects of these groups, their lsaded what causes these groups to disband. In
order to advance the knowledge of these groups,|ldaslers and the causes of group death, this
dissertation comprehensively examines a sampleonfpg that existed from 1990-2008. An
interdisciplinary approach was utilized to identfyternal and internal correlates of
organizational death, in order to empirically tkich of these correlates influences whether a
group dies. Further, organizational and individeatership characteristics were examined to
also determine what role leadership has in a geodemise. This study was unique in that it
studied actual organizational death, rather thasaten of violence, and included both violent
and non-violent groups. Results from this dissematprovided empirical support for some
previously only anecdotal explanations for orgatiizeal death, while also not providing
empirical support for others. This dissertationtdbates to the scholarly literature on domestic
extremist groups, domestic terrorism, and leadprdhis dissertation also provides information
for law enforcement and policy makers that mayfyaiad to better help them understand these

groups, how they function, and how to better adslresues they pose.
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Chapter 1

The far-right extremist movement, which began it Anti-Mason Party in the 1820’s,
has existed in the United States for almost 20@sy@dumerous groups have appeared and then
disappeared (some even reappeared) throughouistiveytof this movement (Michael, 2003). It
is interesting that there is substantial variatiothe length of time that a group survives. Some
groups such as the Ku Klux Klan (KKK) have endui@dmany years, while many others have
existed for less than a year. Even though there baen over 6,000 groups that have been
identified as being organized in the past twengrygeand there is significant variation in the
length of time they survived, (Chermak, Freilics&ttmoeller, 2013), there is actually very
little research that has identified the factorg thluence the longevity of far-right extremist
groups in the United States. The lack of intenestientifying the factors involved in group
survival and death is surprising because domeatiadht extremist groups have historically
been a significant concern in the United Statege(EF2005), currently are defined as a growing
threat as there is evidence that recruitment, meshigeand group formation has increased since
the election of President Obama (Department of HanteSecurity (DHS), 2009) and there has
been a number of high profile violent incidentsdlwing extremists involved in a group, such as
the Sikh temple shooting that killed six by a mentdifethe white power band End Apathy

(Beirich & Potok, 2012).

This study will begin to address this topic in tways. First, this study will examine the
external and internal factors that contribute ® a@hganizational death of domestic far-right
extremist groups in the United States. Second diidy will examine the influence that group
leadership may have on organizational longevitgtoglying both organizational and individual

leadership characteristics.



Relevance of Proposed Research

This study is important for several reasons. Fi far-right poses a significant threat
to society (Chermak, Freilich, & Simone, 2010; Etg905; Freilich, Chermak & Caspi, 2009;
Freilich, Chermak & Simone, 2009). Freilich, Chekpnand Simone (2009) and Chermak,
Freilich and Simone (2010) surveyed state poli@naigs to learn their perceptions of the threat
posed by extremists within their state. They fothmat the state police viewed the far-right nearly
as large a threat to both national and state dga@asijihadists. The far-right has shown that the
police correctly view them as a threat since betwE#90 and 2010, the United States Extremist
Crime Database (ECDB) identified 100 formal dontefr-right organizations that were linked
to over 335 homicide incidents, which resultedwer 560 individuals killed (Chermak et al.,
2013; Freilich, Chermak, Belli, Gruenewald & Park2011). Additionally, sixty planned and/or
attempted terrorist plots have been attributedhédfar-right between 1995 and 2006 (Blejas,
Griggs, & Potok, 2005; Chermak et al., 2013). ddition to the large number of homicides
linked to the far right, high profile incidents $uas the murder of Medger Evers, the murder of
radio personality Alan Berg, the bombing of the Kkar Federal Building (Etter, 2005), and the
recent murders at the Sikh temple in Wisconsinr{8ei& Potok, 2012) exemplify the threat

posed by the domestic far-right.

Further exemplifying the threat posed by the fghtiis their willingness to attack law
enforcement. Because of anti-government viewsafeatommon among far-right adherents,
they may view law enforcement officers as represterdgs of a corrupt or illegitimate
government and defenders of policies that thremidinidual liberties (Pitcavage, 2001). When
coupled with the belief in conspiracy theories tt@ttend that the government is unlawfully
watching far-right activists, they may be extremeahpredictable and violent when interacting
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with law enforcement (Freilich & Chermak, 2009;daikage, 2001). The recent murders of
deputies in LaPlace, Louisiana by sovereign ciszexemplify the threat posed by far-right to

law enforcement (Stanglin, 2012).

Some of the aforementioned acts of violence wenenaitted by both members of
formal groups and unaffiliated far-right adhereftse culture of the larger far-right movement
may be responsible for these violent acts committedoth formal group members and non-
group members (Simi & Futrell, 2010). Social movei@ganizations, such as far-right groups,
may both explicitly and implicitly promote violeahd deviant behavior. However, unlike other
types of organizations, the influence of social eroent organizations may extend beyond the
organization’s membership, which may influence tihatied, but like minded others to commit
acts of deviance or violence (Freilich, PichardmAhzar & Rivera, 1999). Because of the
potential reach of far-right organizations, theg aspecially dangerous and by learning more
about factors that affect group longevity of thendstic far-right, the threat posed by these

groups may be mediated.

Second, in addition to far-right individuals, fagiit groups also pose a threatcording
to the Southern Poverty Law Center (SPLC) (201 @)raximately 1,000 far-right groups
currently exist in the United States. Every statéhe union except for Hawaii is home to at least
one such group. The number of groups has beerasiagesince 2000 (69% increase) and
especially since the election of President Obaméadt, the number of Patriot groups has
increased by 755% between 2008 and 2011 (SPLC)204#Ie not all groups are violent, as
more groups appear, the odds of violence occuaisg increase. While violent acts are the most
publicized acts that pose a threat, far-right gsopgrticipate in a wide variety of activities that

also could pose a threat.



Other than violent acts, domestic far-right groppgicipate in a variety of activities
including, rallies, marches, meetings, leafletithg, publishing of ideological literature, other
criminal acts (SPLC, 2012), conferences and palitampaigns (Chermak et al., 2013). All of
these activities are conducted in order to recrent members and to further the group’s
influence within the movement and the larger comityulVhile groups may use the
aforementioned tactics to recruit new members,samae of the activities are protected by the
First Amendment, it is the potential of whom theg eecruiting and the process of radicalizing a
person towards violence that pose a threat. Semgg are known to recruit in prisons and also
to recruit military members. Each of these two gropossesses special skills that may be

advantageous to far-right organizations (Chermait.e2013).

Prisoners may bring their particular criminal skiis well as their connections to other
far-right activists outside of prison (Holthous812). For example, the Aryan Brotherhood,
which began as a racist prison gang has beconmrgedaminal enterprise both within and
outside of prison. To advance their enterprisey tkeruit anyone they feel has potential to help
their cause. A former leader of the Aryan Brothedhalohn Greschner said the following
regarding their recruitment: “You want the maniabsse berserkers, man, that, in their minds,
they’re going to Valhalla. If they fall on the bafteld, they’re going to paradise” (Holthouse,
2012 p. 24). In addition to individuals recruitedia the Brotherhood, connections of new
recruits also often become part of the Brotherhadudch allows them to expand their enterprise
that includes murder-for hire, drug and weaporf§i¢kang, gambling, counterfeiting and

identity theft among other criminal activity (Hotthse, 2012).

The recruitment of military members into far-rigitoups is also alarming. Military
members have special training in a variety of skhiat would be beneficial to a group bent on
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committing violence. Military members are extengneained in the use of weapons, explosives
and combat strategies (Chermak, et al., 2013; Smdmphousse, Chermak, & Freilich, 2011).
For example, the American Front recruited a MissNational Guard member in the hopes that
he could provide weapons, military training and roabtraining to their members. In return for
becoming a full member in the group, the Guard nempbovided training in the use of an AK-

47 and other combat type training (Patrick, 2012).

Even though the other activities, such as rallresmarches in which domestic far-right
groups participate may cause some to feel thredj¢hese activities are constitutionally
protected. While these activities are protecte@speand will continue to occur, they may pose a
threat. Green and Rich (1998) found that the fraquef cross burning incidents increased
dramatically in areas where rallies were recengigthMore frightening was that the perpetrators
were not known group members. It appears as ththeghally had a mobilizing effect on
unaffiliated members of the larger movement. Tpisaks to the larger threat identified by
Freilich et al., (1999). Not only is the presenta targe number of groups and their within
group activities, such as recruiting military memsye threat, but they also may have a

mobilizing effect on those not affiliated with ggmas which may pose a larger, unknown threat.

Third, this study is important because it will be first comprehensive study of the
organizational death of domestic far-right extrargieups.Prior to this study, the correlates of
the organizational death of domestic far-right gbave been largely ignored by scholars.
There has been some important research on thiswoiin the larger extremism and terrorism
literature, but it has not focused on the far rigitithin this literature, ideologically different
terrorist organizations have been studied includamdeft (Ross & Gurr, 1989) and jihadi groups

such as Al-Qaeda (Cronin, 2006, 2009), but theddw@as generally been on transnational
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terrorist groups. Research examining the causesgahizational decline and death, leadership,
and organizational characteristics of domestiaifgint organizations is rare. One of the only
studies to begin to address the issue of organizatidecline for the far right is Freilich et al.
(2009). This study provides an important foundafmmthe current study, but the methodology
consisted only of four detailed case studies. dfesent project will significantly expand on this
foundation through quantitative examination of arigational characteristics leading to decline

and death.

While this study is innovative simply because iths first of its kind to study the
correlates of organizational death for domestieriigint extremist groups, some other aspects are
also innovative. First, this study examines adangmber of groups existing for varying lengths
of time. A couple of large-scale terrorism studkesst (Jones & Libicki, 2008, Blomberg et al.
2010), but many of the studies that have examimgdrizational death correlates have only
consisted of case studies and a limited numberaffs. None of the large scale studies have
focused on domestic right-wing groups. This studyexamine characteristics of over 400
domestic far-right groups that persisted for sigaifitly different periods of time. Since the
majority of groups persist for less than one y&apoport, 1992, Chermak et al., 2013), it is
important to compare factors impacting groups ksttfor short and long periods of time. By
studying such a large number of groups, a moreotlgir understanding of the reasons for the

organizational death of far-right groups may baia#d.

Second, this study will include both violent andhnaolent groups. Prior to this study,
most researchers have focused on violent groupde\lvis understandable why violent groups
receive the most scholarly attention, non-violenoiugs also should be studied for several

reasons. First, non-violent groups comprise a lgpgecentage of the far-right movement in the
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United States. In fact, research by Chermak,.€2@alL3) indicate that only about 20 percent of a
sample of hate groups turned to violence. By tadygng non-violent groups, scholars are
neglecting a significant portion of the larger manant. Any policy implications from studies of
violent groups may be applicable to violent groupg, may not apply to far-right groups
generally. Secondly, Simi (2009) discovered thaetifght terrorists were normally involved in
the larger domestic far-right movement prior todomamg violent. Because not all individuals
involved in the larger non-violent portion of th@wement become violent, it is important to
study non-violent groups in order to determinerth@le in the larger movement. Finally, a
comprehensive understanding of the reasons favrtjenizational death of far-right groups is
not possible without including non-violent grouf$e inclusion of non-violent groups may
provide insights into whether the causes of orgational death are different and whether the
type and role of leadership differs for these geodpherefore, in order to gain a fuller
understanding of the reasons for the organizatideath of far-right groups, non-violent groups

are included in this study.

Fourth, considerable organizational scholarshigtex@xamining leadership and
organizational failure, but this has not been agapto terrorism or extremisrheadership and
managerial competence are vitally important tostiecess or failure of an organization (Altman,
1983; Argenti, 1976; Fredenberger, Lipp & Watsd®917; Kharbanda & Stallworthy, 1985;

Miller, 1977; Murphy & Meyer, 2008; Schuchman & W#i1995). Leadership has been
extensively studied within the organizational kere and even though the literature is clear that
leadership is important to a group’s longevitydeaship has not garnered much interest from
terrorism and extremism researchers, as prior exsteand terrorist leadership studies have

consisted mainly of case studies that simply dbedrihe leadership structures or specific



individual leaders of a particular group. No stgdi@the extremism or terrorism literature have
examined the role that leadership may play in amgdional death. This is surprising since the
main goal and focus of any leader should be thpgteation of their group (Crenshaw, 1988).
Because of a leader’s interest in the perpetuatiaheir group, they may play an important role
in a variety of ways regarding the organizatioreatth of a group. This study will thoroughly

examine the role of leadership in the organizatideath of domestic extremist groups.

The general topic of organizational death has la¢sn studied extensively by
organizational, education and management schokasgide variety of businesses and
organizations have been studied since the timergérti (1976) and numerous correlates of
organizational death have been identified and eogbly examined. It is surprising that scholars
have not drawn from this extensive literature talgtterrorist and extremist organizations.
Because terrorism is an interdisciplinary topidk&i2009), an interdisciplinary approach will
no doubt increase the validity and usefulness gfeattremist group study of organizational
death. This research will be integrated into thgppsed study in order to ensure that these
topics are examined as thoroughly as possible@edgure that the proposed project makes as

large a contribution to the understanding of trgreeips as is possible.

Fifth, interest in terrorism has been growing sifeElL. The interest and funding for
terrorism research has increased since the attecEeptember 11, 2001. This has resulted in an
improvement in the overall quality of terrorismeasch and an increase in the number of
research articles and books published (Silke, 200®spite these increases, most of the
literature is not empirical. This increased focag@rrorism research has begun to address the
problematic lack of empirical studies prior to 9/4% the overall percentage of empirical

terrorism studies has increased from 19% prior1d %o 25% between 2005 and 2007 (Silke,
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2009). The study of organizational death for tastaand extremist groups is also unempirical.
Most of the studies that have examined the causagyanizational death for terrorist groups
have not been empirical and have simply listed @it reasons that specific groups perished.
This increase in the number of overall empiricatgts is encouraging, but in order to not only
advance the academic study of terrorism and exsrangenerally and organizational failure for
extremist groups specifically, but also to increésaeitility for policy makers, more empirical
work is needed. This study contributes to the egjmemnof the empirical knowledge base of the
death of extremist groups through the use of lagrsgression to test correlates of a previously

untested topic: the organizational death of dorodatiright extremist groups.

Sixth, this study is quite unique becausekiesaadvantage of a unique organizational
database-the Extremist Crime Database (ECDHB3torically, a lack of data has hindered the
study of terrorism and terrorist groups. Howevehaars have begun to address this issue
through the use of several databases such as ¢i@lQ@lerrorism Database (GTD), the
International Terrorism: Attributes of Terrorist &wvs (ITERATE) database and the ECDB
(Chermak et al., 2013). The ECDB is unique andafalkifor several reasons. The first is the
large number of groups included in the databadeathaccur within the same national context.
Having a database that contains only groups frothimthe same national context allows the
researcher to control for influences that are comiocaall groups, rather than trying to control
for influences on groups that are located arouednbrld. Second, the ECDB includes both
violent and non-violent groups. Other databasesd@n violent, terrorist organizations only.
Including both violent and non-violent groups alkfer a much fuller understanding of the
overall far-right movement in America. Third, th€BEB is unique and valuable because of the

depth of information contained in the databasesfmh group. Over 200 variables are coded for



each group. A wide range of variables are capttoedach group including, historical
information, violent and non-violent group behasiagroup ideology, and networking. By
capturing such a wide range of variables, a fulleterstanding of each group is possible, that is
not possible with other databases. Moreover, thegnt study will enhance these data in several
ways. First, correlates of organizational death lvé added. Second, more in-depth leadership
characteristics will be coded into the databaserebitly the ECDB contains some variables that
capture some of the structural leadership datanedjtor this project, but does not contain much
information concerning characteristics of indivitllesmders. Finally, the ECDB currently only
contains group data for organizations that permdikiethree years or longer. This project will

add a substantial number of groups that did nddtéar three years or longer.

Finally, this study is important because of itsipplmplications. Practitioners, policy
makers and especially law enforcement should biefnefn this proposed research. This research
not only will expand the overall knowledge baseuwlextremist groups, the correlates that may
contribute to the organizational death of extremgisups and how leadership influences the
longevity of extremist organizations, but it alsayrprovide specific evidence based information
to policy makers concerning these topics. Thisnpadrtant because it is difficult to develop
policy initiatives from anecdotal evidence (Chernealal., 2013), and policy suggestions that
are developed based on anecdotal evidence areghdy hegarded by policy making
practitioners (Chermak et al, 2013; Hamm, 2007;avied991). This study will address this
issue through the use of empirical techniques Weld@ evidence based policy prevention
strategies that can be utilized by those professsowho work to combat these groups. The
inclusion of non-violent groups in this study walso assist law enforcement agencies in learning

more about these groups and how they are différemt violent groups.

10



The Proposed Research Project

The proposed research project makes an empiridat@mceptual contribution to the
extant literature. The first empirical contributimnthat this is a group-level empirical study. hi
is an important contribution because studies exagigroup-level variables are not common in
terrorism research (Asal & Rethemeyer, 2008; Chkratal., 2013). The second empirical
contribution is made through the use of unique daththe type of analysis. This project utilizes
and enhances the ECDB. Through the additionsisadtitabase, not only does it create data for
use in this project, but also data that could ldeed in future projects. Finally, the use of

logistic regression is an important empirical cinittion.

This study also makes a conceptual contributiooutdh its focus on leadership and in
depth application of the leadership literature. Midghe prior studies of extremist/terrorist
organizational death have neglected leadershippassible factor. This is a glaring omission
since the main goal of a leader should be the pespien of the group (Crenshaw, 1988) and
that leadership is vitally important to the sucoafssocial movements (Nepstad & Bob, 2006).
By ignoring the influence of leadership, scholaes @ssuming that organizations are simply
victims of their circumstances and environments @rthot adapt or do anything to influence
their situation. If this were true, then what is fhoint of having organizational leadership? The
organizational literature is clear that leadershay play an important role in the longevity of an
organization. In addition to setting goals, moligfollowers, enacting strategies and building
coalitions (Nepstad & Bob, 2006), leadership mish &e engaged with their external
environments to identify potential threats. Howdesship reacts to these threats will be
important to whether the group adapts and persisgiges not adapt and dies (Meyer, 1988).
Because of this important role that leadership play in organizational failure, this study
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examines both the organizational structure of lestdp as well as the individual characteristics
of leaders to determine to what extent these strestand characteristics may influence

organizational failure.

The individual characteristics of leaders were idiel through the application of
Mumford’s (2006) charismatic, ideological, pragndtCIP) model to individual group leaders.
This extremely important study expanded leadergtepry by identifying three types of
outstanding leaders: charismatic, ideological a@ymatic. Mumford (2006) examined these
three types of leaders in order to determine getdlistinct pathways to outstanding leadership
existed. More specifically, he examined how thésed types of leaders differed regarding
problem solving, leader and follower relationshiganmunication strategies, political tactics
and development (p. 269). Mumford found significdifiterences in those characteristics, which
meant that three distinct leadership types didtexid each could lead to outstanding leadership,

rather than the traditional charismatic and tramsédional leadership pathway.

Similar to traditional leadership studies, chaasimleadership has garnered the most
attention from terrorism and extremism researchéosvever, charismatic leadership may not be
an effective leadership type for all situations (hfard, 2006). Most terrorism studies have
examined leadership as a dichotomous variable—sthatic or not, and much of this research
ignores the difficulties in operationalizing “chematic.” This proposed study applied and
expanded Mumford’s CIP model to identify differésdership types within domestic far-right
extremist groups. Once identified, these leadertps were examined to determine their
influence on organizational death. This analysisamby contributed to leadership theory in

general, but also to the leadership theory reggrigiadership’s role in organizational death.

12



Research Questions

This study will address the following research dioes. These questions are asked in
order to capture the full range of correlates thay influence the organizational death of
domestic far-right extremist groups. In additiorgeneral questions regarding correlates of
organizational death, specific questions are askedpture how group leadership influences

group longevity.

1. What external and internal factors influence thattieof domestic far-right
extremist groups that persisted for longer thare¢hyears?
a. Does group patrticipation in violence influence ongaational death?
2. What external and internal factors influence thattleof domestic far-right
organizations prior to reaching three years of age?
a. Does group patrticipation in violence influence wiestor not a group
reaches three years of age?
3. What leadership characteristics influence domdstiaight group longevity?
a. Does the organizational structure of leadershipuehce group
longevity?
b. Does the leadership style of domestic far-rightugréeaders influence

group longevity?

Data, Methodology, and Analysis

This study systematically addressed the above n@dseaestions through the
identification, coding and analysis of possibleretates of organizational death for the existing

sample of domestic far-right groups in the ECDBwat as for additional groups that were
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added. In addition to the correlates of organtreti death, individual leadership characteristics
were systematically identified, coded and analyipedhe existing sample of groups. The
original groups were identified as part of a larGensortium for the Study of Terrorism and
Responses to Terrorism (START) funded project &hed collected data on domestic extremist

violent incidents.

The original groups were identified by co-principi@estigators Dr. Steven Chermak
(Michigan State University) and Dr. Joshua Freilidbhn Jay College of Criminal Justice) from
the Southern Poverty Law Center’s (SPLC) anmui@lligence Reporand Klan Watch
publications to identify all groups that were knoterexist in the United States between 1990
and 2008. Over 50% of the identified groups wergloanly selected for inclusion in the project
(Chermak et al., 2013). Once selected for inclustach group was systematically searched
utilizing 26 different search engines, includingdgte, News Library, Infotrac, Lexis-Nexis and
All the Web to uncover all open source public matsron each group (Chermak et al., 2013).
This search protocol was used to collect infornmata the remaining groups and also the
individual leadership characteristics for the catngroject. Once all possible information was
collected, this information was used to determimetiier or not each group met the ECDB
definitions of the far-right and also their grougfidition. If the group met those criteria, it was
coded and entered into the database. If it didmext the ECDB definition of far-right and
group, that extremist group was no longer incluietthe study. In addition to open source
information concerning correlates of organizatictedth and leadership, environmental factors

that may contribute to an organization’s longewsre identified and captured.

This project consisted of several analyses. Tls¢ dinalysis examined the relationship
between external and internal factors and organizalt death for groups that persisted for
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longer than three years. These results are presan@hapter 4. The second analysis examined
the relationship between external and internabfacand group longevity for groups that
persisted for three years or longer and thosediledtprior to existing for three years. These
results are presented in Chapter 4. The final amagxamined the influence of organizational
and individual leadership on organizational deathese results are presented in Chapter 5.
These analyses have not been previously conduatetbmestic far-right groups in America and
represent a major contribution to the overall ustderding of organizational death for the

domestic far-right.

Overall, this project makes a major contributiorthe overall terrorism and extremism
literature. Terrorism research has suffered frdack of data from which to conduct empirical
analyses. This project addressed this fundamerdblem through the enhancement and
utilization of unique datasets and by performirggistical analysis on previously untested topics.
Further, the focus on leadership and leadershigstypalso innovative and represents an
important contribution for not only terrorism anxtremism, but also the academic study of

leadership.

Outline of Subsequent Chapters

The remainder of this dissertation will proceeddi®ws: Chapter 2 consists of a
comprehensive and thorough literature review ofpitexiously mentioned topics. Chapter 3 will
follow, which will discuss the methods used foradedllection, variable conceptualization and
analysis. Chapter 4 presents the findings of tladyars that examined the influence of external

and internal factors on group death. Chapter 5goteghe findings of the analysis that examined
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the relationship between organizational and indialdeadership characteristics and

organizational death. Chapter 6 discusses imptioatilimitations and future research directions.
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Chapter 2

The purpose of this chapter is to provide an owswof relevant literature while also
identifying weaknesses or gaps that currently gpestaining to the topic of organizational death
and leadership’s role in organizational death. Thizpter will be presented in three sections.
First, background information on organizations arghnizational death will be presented as
well as a review of studies outlining the procelssrganizational death. Understanding the
process through which organizations die is impartaorder to put possible correlates of death
in the proper context. Second, studies that exathmeorrelates of organizational death will be
discussed. Both general characteristics identifi@ah organizational studies and also terrorism
and extremism specific studies will be reviewed:akiety of organizations have been examined
within the organizational literature and severglety of terrorist groups have also been examined.
Even though many are case studies, they provideriaumt background information for the
current study. Third, the extant literature on Eatiip and its role in organizational death will be
discussed. The organizational literature is cleat keadership is important to organizational
survival (Altman, 1983; Argenti, 1976; Fredenberdapp & Watson, 1997; Kharbanda &
Stallworthy, 1985; Miller, 1977; Murphy & Meyer, @8; Schuchman & White, 1995), but
leadership has not garnered much interest fronemwsm and terrorism scholars. The existing
literature concerning leadership structures, irttiial types and role in organizational death will

be reviewed to provide a base for the current study

Within the broad, interdisciplinary literature organizational failure, a variety of terms
have been used to describe organizational failarganizational mortality, organizational death,
organizational exit, bankruptcy, decline, retrenenimdownsizing and failure (Mellahi &

Wilkinson, 2004). Because retrenchment and dowmgiare processes undertaken by both
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failing and successful organizations, literaturggiring to these will not be included in the
following discussion. Following Mellahi and Wilkioa (2004), failure, mortality, death and exit
may all be used to describe organizational deadhn@ay be used interchangeably because even
though not all failures result in the organizata@asing to exist, the causes of failure could tesul
in an organization ceasing to exist. For exampieply because a firm goes bankrupt does not
mean that the business will disappear. It mighsiBesses also may reorganize and emerge from

the bankruptcy as a viable organization (Delan®9)9

Similar to biological organisms, organizations laoen, mature and die (Long, 1990).
However, unlike biological organisms, organizatidiesnot necessarily have to die, but most
organizations fail quickly and without having ached their goals (Klein, 2000). Approximately
50 percent of businesses in the United Statesvidiin five years and almost all businesses fall
within ten years (Klein, 2000). Similarly, a largercentage of far-right extremist groups
(approximately 90%), fail within the first year existence (Blomberg, Engel, & Sawyer, 2010;
Chermak et al., 2013; Rapoport, 1992). Of thosedhevive more than one year, half of them
are thought to have failed within ten years (Hoffinh998). Chermak et al. (2013) found an
even smaller percentage (~10%) survived longer ttma® years. While organizational scholars
study organizational death in order to learn howtoease organizational survival, the focus of
this paper is to identify reasons and conditioas dause domestic far-right extremist groups to
fail in order to inform not only the academic stumfythese groups, but also policy decision

making for practitioners that work to combat thgeaups.
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Process of Organizational Death

The process of organizational death has receittegldttention from terrorism and
extremism researchers (see Phillips, 2011 for amgie). However, by applying what has been
learned in the organizational literature, this gafhe knowledge base could be addressed and
provide an overall picture of the process throudpictv domestic far-right extremist groups die,
rather than simply list reasons, which is more cammwithin the terrorism and extremism
literature. Also, by identifying the processes thghb which terrorist or extremist organizations

die, comparative analyses of factors would alspdssible.

Organizations may fail in two main ways. The fissthat organizations decline and die
through a series of steps (or missteps) or stagerseoperiod of time (Sutton, 1987; Weitzel &
Jonsson, 1989). The model proposed by Sutton Jli@8iitified several steps that an
organization will move through during their dedfluring this time, an organization will move
from a permanent, to a temporary, to a defunctroegéion (Hamilton, 2006; Sutton, 1987).
During each stage, organization members interpeebtganizations impending death by how it
is framed by administrators within the organizatibarther, organizational members will
participate in the dismantling of the organizatthming the time preceding its death (Hamilton,
2006; Sutton, 1987). Hambrick and D’Aveni (198&greed to this time period as a downward
spiral. In their study, firms heading to failureogfed signs of trouble several years prior to
actually failing. As time progressed and their earment and other contingencies changed, they

continued the downward spiral and eventually failed

The second way that an organization may die isuthitaa sudden and unexpected death

(Hamilton, 2006). This type of death does not mitweugh a prescribed number of stages over
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a period of time. Hamilton (2006) defined the suddeath of an organization as the “rapid and
substantial loss of customers, clients, and marilete that is unanticipated based on previous
organizational trends” (p. 330). While sudden dea#ty be the result of an organizational crisis
or organizational decline, organizational deatlfedsf from crisis or decline because the
organization ceases to exist in its prior formebgs identity and can no longer govern itself

(Hamilton, 2006).

Terrorist Group Organizational Death

The failure and death of terrorist and extremigianizations has begun to garner interest
from scholars, but large gaps exist within the eiliderature concerning this topic. First, very
few of the studies deal specifically with organiaatl death. Some studies identified reasons
that could lead to death, but do not specificailyyg organizational death. Second, the majority
of the literature is not empirical. Third, the date far-right has been largely ignored by

scholars. Most of the studies on this topic hawen@red transnational terrorist groups.

The first challenge presented by the extant liteeabn this topic is that few of the
studies examine actual organizational death. Inyncases, groups are judged to “end” when
they discontinue the use of terrorism as a ta@rorin, 2006, 2009; Jones & Libicki, 2008).
Sometimes this is the result of a group dying,ibalso could be the result of the group deciding
to become a non-violent and legitimate politicajaization or by becoming strictly a criminal
organization, rather than a terrorist organizatioronin, 2006, 2009; Jones & Libicki, 2008).
Therefore a variety of reasons identified in therdture are not applicable to the current study
since the focus here is exclusively on organizatioleath, and the sample of organizations

includes non-violent groups as part of the focusanizational death.
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Second, there is a lack of empirical research @nttipic. Similar to other terrorism
research, the majority of studies concerning thysct for terrorist and extremist organizations
are not empirical (Silke, 2001, 2009). While andatland case studies are useful, they are not
very well received by policy makers (Chermak eRfll3; Hamm, 2007; Merari, 1991).
Fortunately, empirical studies have been increasngntly (Blomberg et al., 2010; Crenshaw et
al., 2011; Jones & Libicki, 2008; Miller, 2012). iskstudy will contribute to this increasing

number of empirical studies.

Third, the domestic far-right has been largely rgaoby scholars. The majority of
studies pertaining to terrorist or extremist gréupgevity focus on transnational terrorist groups.
While these studies are important and can provaédround information for the current study,
the environment within which the domestic far-righoperating is much different than many
transnational terrorist groups. Few studies ekat have examined these types of correlates for
the domestic far-right. Similarly, because a grbepoming non-violent is considered the “end”
of a group in much of the literature, how non-vidlgroups die has also been ignored by

scholars.

Fourth, most of the work on organizational death en case studies, and some factors
have been identified as being important. Howegeantitative analysis of a large number of
external and internal factors has not yet occuaed,no studies have detailed the impact of
leadership on organizational death. Thus, thewhg discussion consists of a variety of
possible correlates of organizational death thee lpaeviously been identified in the terrorism or

extremism literature.
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A variety of potential reasons for the decline dethise of an organization have been
identified, and scholars generally agree that esleand internal factors influence the longevity
of organizations (McCauley, 2008; Murphy & Meye2808; USIP, 1999). Multiple factors often
play a role in the death of an organization andlyadoes only one factor cause the failure of an
organization (Miller, 1977; Murphy & Meyers, 2008¢chendel, Patton & Riggs, 1976;
Shuchman & White, 1995; Slatter, 1984; Zimmerm&$91). Both organizational research in
general and terrorism/extremism research spedifibalve identified a large number of factors
that should be considered for predicting organureti death. McCauley (2008) in his synthesis
of the terrorist group decline literature recogditieat some correlates of organizational decline
did not necessarily cause a group to disintegkehen developed a list of correlates that could
be associated with the death of an organizatiors I8t will provide the foundation for the
remainder of this discussion, with some additiohgmvnecessary to account for studies

conducted since the time of his synthesis as vgetha general organizational literature.

External causes.

External causes are environmental contingencig¢sihg influence an organization’s
longevity. While some scholars have developed thin lists of possible causes of
organizational failure, Murphy and Meyers (2008ya&leped a six cause typology based on a
review of the organizational decline and demigsditure to help explain the external
environment’s influence on organizational longevifie six main causes are: economic
slowdown, competition, technology, legal and goweent constraints, social change, and

political vulnerability (p. 75).

Economics.
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White supremacist groups have historically utilizednomic issues to recruit and
mobilize supporters (Gilliard-Matthews, 2011; Vapkieé & Soule, 2002). No one has examined
economic issues relative to the organizationallde&tiomestic extremist groups, but they have
been identified in the larger organizational litara as being important and have begun to be
tested for transnational terrorist groups. Theaoizational literature has focused primarily on
the negative impact that an economic downturn entiasiness cycle can have on an
organization’s viability (Argenti, 1976; Murphy & &Yers, 2008; Pearce & Michael, 2006). An
economic downturn or recession is an importantrenmental factor in an organization’s
survival because during a recession, customer spgadcreases and competition increases
(Pearce & Michael, 2006). An economic downturn rhaye a negative impact on domestic far-
right groups, but because of the nature of thesepy; it may also have a positive impact on
these groups. An economic slowdown could potestiaipact fundraising and the collection of
membership dues for terrorist or extremist grougsabise group members would have less
disposable income. On the other hand, a poor ecmtuation may have the opposite effect
and perpetuate extremist groups or push new menergsting extremist groups (Dobratz &

Shanks-Meile, 1997; McVeigh, 2004).

Economic issues for terrorist groups have been unedsn a couple of different ways.
Both Blomberg et al., (2010) and Crenshaw et 2011) in their studies of transnational terrorist
group longevity used national Gross Domestic Pro@@PP) as their main economic measure
and found that a country’s GDP influenced the danabf terrorist groups. Jones and Libicki
(2008) also examined economics relative to terrgrgup longevity, but they used the World
Bank’s Gross National income per capita and didfindtan association. These measures have

little relevance to the current study becausehallgroups included here operate within the same
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national context, but it is possible that otherrepuic indicators may influence the groups in the

current study.

Other scholars have examined economics based adievian organization is situated in
a rural, suburban, or urban environment. Smit®4)%$uggested that most extremist groups are
located in rural environments, but Ross (1993) meglothat urban environments were more
conducive to terrorist activities and Jefferson Bngbr (1999) found that more domestic

extremist groups were present in urban environments

Urban, suburban and rural environments are difteseanomically (Abel, Gabe, and
Stolarick, 2012). Abel et al., (2012) examined lanncapital and its influence on the distribution
of skills and earnings of workers across an urhaahicontinuum. Human capital is the
knowledge and skills used by workers to producedgand services (Abel et al., 2012). They
found that urban areas had larger populations afations that required complex thinking, idea
generation and problem solving such as engineel®asiness executives (white collar), while
rural areas were more often populated by thosednmations such as construction, production
and assembly and maintenance (blue collar). Theregs potential for the executive and
engineer class of occupations was also much greatiee urban areas. Those that worked in
other environments further down the continuum nlade money than their counterparts in the
urban areas (Abel et.al, 2012). This is particylaglevant since Florida (2012) found that hate
groups are concentrated in areas with a largerdailar workforce and the majority of the
leaders of domestic right-wing extremist groupseaarployed in middle class and lower middle
class occupations (Kaplan & Weinberg, 1998; Sniii94). An environment that consists
mainly of these types of jobs may influence notydhke prevalence of right wing extremist
groups, but also possibly their longevity.
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A second economic factor that could influence grlmmgevity is the percentage of
people living in poverty. Gilliard-Matthews (201fbund that the percentage of people living in
poverty affected the ability of some white suprerstagroups to mobilize and organize.
Similarly, Florida (2012) found that hate groups&eoncentrated in areas with higher poverty
rates. If higher poverty rates concentrate numbehate groups because they are more able to
mobilize and organize in these areas, then itmeewable that it may also have the opposite
effect, in that areas with lower numbers of pedipiag in poverty could negatively influence a

group’s ability to organize and mobilize.

Competition.

Another potentially important external factor isygeetition. Competition has been
operationalized by organizational and terrorisnogats in a couple of different ways.
Traditional organizations compete with each othea variety of ways such as price and product
competition (Murphy & Meyers, 2008). According t@® (1989), terrorist organizations
commonly compete against each other for resourgseruits. If one organization is able to
propose a better “package” (product) than anothgarozation, they may gain more recruits and
possibly draw defectors from other organizatiortas Tompetition can lead an organization who
is not able to compete to decline or die becausanhot maintain its membership levels while
more competitive organizations thrive. Secondadbgmpetition may cause an increase in
violence by organizations. In an effort to gaingoipers, groups may participate in more
violence. However, this increase in violence map dlave the opposite effect and erode public
confidence and support for the organization, witiah also lead to its decline and demise (Oots,

1989).
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Competition can also be operationalized as a measdudensity. Organizational density
increases the competition between organizationsekmurces and niches, which can result in
new organizations having high mortality rates (Rrag, Carroll & Hannan, 1983) as well as the
elimination of some organizations in high densityisonments (Hannan & Freeman, 1988).
Although competition has not been studied freqyantterms of its impact of terrorist
organizations, the important work by Crenshaw et(2011) did include a measure of
organizational density competition. Their measuas the number of groups operating within a
given context. They found that a higher organizatlalensity decreased a group’s survival
chances to a certain point and then increasedcdhairces. They explained that it may be due to

cooperation between groups (Crenshaw et al., 2011).

Technology.

A failure to utilize new or current technoloigyalso a possible reason for an organization’s
decline or death (Argenti, 1976; Hill & Rothaerm2003; Murphy & Meyers, 2008). When
faced with a new and innovative technological adeament, existing or established firms may
have difficulty adopting the new technology andlohec While these firms are declining, new or
younger organizations may be more able and wiliingdopt the new technological
advancement and outcompete the more establisimesdl (ilill & Rothaermel, 2003). While this
is definitely is not always the case, as some éshaa firms may be more willing or able than
others to adopt new technological advancementst, pgsearch has shown that older, more
established organizations may have difficultiethis area (Hill & Rothaermel, 2003). This
inability to adopt and utilize new technology mawh relevance to the current study. An
important technological advancement that occurrethd the study period has been the use of

computers and the Internet.
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The first documented use of a computerized bulletiard by an extremist group was in
1985 by the Aryan Nations when they created the/8ArNation Liberty Net” (Lowe, 1985),
while the first known use of the world wide webflay-right extremists was the creation of the
Stormfrontwebsite by Don Black in 1995 (Crilley, 2001; Saraf002). The use of the Internet
provides several advantages to terrorist groupsy fimy use the Internet for fundraising,
networking, recruitment, to engage in publicityppaganda and psychological warfare
campaigns, and to gather and share information\(@pn2006; Weimann, 2004, 2006). By
utilizing the Internet, groups can reach donors raeduits that they may have otherwise not been
able to access. Additionally, through informatiaitgering and sharing, groups may learn how to
conduct certain types of violent activities. Be@uosthe increased chance to recruit new
members and to raise money to support their aesvity using the Internet, groups that do not
utilize the Internet may be at a disadvantage (Gon®006; Weimann, 2004, 2006). It is
possible that newer groups who have members moméidawith computers and the Internet
may be more willing to utilize this technology thare older groups who have not historically

utilized this type of technology.

Legal and government restraints.

Murphy and Meyers (2008) defined legal and govemtmestraints as government
intervention and regulation of traditional busiresssAll levels of government, whether local,
state or national, influence organizations andrabtiie types of relationships and transactions
in which organizations may participate (Scott, J9%bvernments constrain businesses as well
as extremist organizations. While the type of iefloe discussed by Murphy and Meyers and
Scott does not directly apply to extremist groupshe context of a terrorist or extremist
organization, legal and government restraints ctakd the form of government repression in
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the form of military or police intervention, whichay lead to a terrorist group’s death (Cronin,
2006, 2009a, 2009b; Gupta, 2008; Harmon, 2008;s)&rlabicki, 2008; Moghadam, 2012,
TTSRL, 2008; USIP, 1999). In their large-scale giubbnes & Libicki (2008) found that 47% of
the groups ended due to military or police involesmt Their concern about police involvement
is particularly relevant to this study becauseheffiocus on domestic groups. They argue that
the police department’s mission is “to eliminate tarrorist organization—the command
structure, terrorists, logistical support, and ficial and political support—from the midst of the
population” (p. 27). Police can achieve this misdirough information sharing, developing
antiterrorism legislation and by penetrating arstupting terrorist organizations (Jones &
Libicki, 2008). Since most groups are small andotesm tends to be local, policing may be the

more effective means of government interventiopeemlly within the United States.

Social change.

Social change may also influence organization&fai(Murphy & Meyers, 2008).
Businesses that do not realize shifts in the secigironment may be prone to failure. These
could be changes in lifestyle, or changes in tle&al@r ethnic composition of the larger society
(Argenti, 1976; Murphy & Meyers, 2008). These chesigan decrease the demand for a given
product or service, and if the organization dodsr@cognize or respond to these changes in
demand, they may decline or die (Slatter, 1984).example, American car buyer’s preferences
changed from larger vehicles to more performananted ones. Because Ford and Chrysler
failed to detect this change, both companies edtegeriod of decline (Murphy & Meyers,
2008; Reich & Donohue, 1985; Yates, 1983). Chanmgése social environment may also cause
a change in the demand for an extremist groupsdgibor “services”. This change in demand

could have relevance to the domestic far-rightag tviability may be linked to society’s
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tolerance of their existence. Also, because ofalseal component of the far-right, differences in

societal demographics may also influence thesepgr@@illiard-Matthews, 2011).

Two types of social change variables have been mehin previous terrorism research.
First, a loss of popular support is a social chdag®r that may lead to a group’s death (Cronin,
2006, 2009a, 2009b; Crothers, 2003; Horgan, 200@skin, 1999; Long, 1990; McCauley,
2008; Moghadam, 2012; Oots, 1989; Phillips, 20I1SRL, 2008; USIP, 1999). Terrorist
groups need outside support for a variety of reasdwo different types of support are
important to terrorist groups: active and pass@@(in, 2006). Active support could take the
form of assisting in providing hiding places foogp members, providing funding, or through
joining the organization. Conversely, passive supiganuch less overt and may consist of
ignoring signs of a group’s operation, refusingdoperate with authorities, contributing money
to groups through front organizations or by simgsypressing support for the group (Cronin,
2006). If changes within a groups’ external eowiment lead to a decrease in support for a

group, they may not be able to effectively recamtl may cease to exist.

The amount of racial heterogeneity within the statehich a domestic far-right group
exists is another social variable that may inflieelongevity. While no one has tested this with
regards to terrorist or extremist group death burf, measures of cultural diversity have been
used in other studies of the far right (see Fieil2003; McVeigh, 2004). The chances of a white
person encountering minorities who do not adhetado worldview of white racial supremacy
increase in more racially heterogeneous areas eldmeunters may lead white people to
believe their place in society is threatened byanires who are socially or economically
successful, or can increase their animosity towaircbrities if the encounters are unpleasant

(McVeigh, 2004). Regardless of the type of expergefniom these encounters, feelings of being
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threatened or of animosity can increase a rac@lgs ability to recruit and organize in

particular areas, which may impact extremist grimmgevity (McVeigh, 2004).

Palitical vulnerability.

Political constraints influence organizations dftgbes, including businesses, social
movement organizations and extremist groups. Balistability is crucial to organizations.
When there is a stable political environment, oiz@ions may be able to plan for the future.
Conversely, in an unstable environment, organinatere less willing to risk capital and other
efforts, due to an uncertain future (Aldrich, 197B)e stability of the political environment is
dependent on the decision making of politicianditieal decisions that affect businesses are
often made by third parties or politicians thata have a direct stake in the outcome of the
decision (Pfeffer & Salancik, 2003). These decisioray have a positive or negative influence
on a particular organization. Because of the thoéaegative decision making, traditional
businesses have a history of involvement in paliind may take actions to influence the

political environment to favor their position (Piief & Salancik, 2003).

Like traditional businesses, political context nadso influence social movement
organizations and extremist group’s ability to suevUnstable political environments
surrounding groups or movements may inspire groapilation (Tilley, 1978). An example of
when this occurred was during the civil rights moeat in the 1960’s. Because of the
Democratic Party’s stance on civil rights issuesitionally democratic portions of the country
began to identify with the Republican Party. Thiditical unrest and instability provided a
fertile ground that social movement organizatiomsl@ exploit (Dobratz & Shanks-Meile,

1997). Political instability caused by changepafitical alignments can be evidenced by
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electoral instability. When political alignmentgfshased on election results, social movements
may be encouraged by the changing political enwremt (Tarrow, 1996). Further, Kriesi (1996)
argued that the configuration of the political gaystem may have an effect on social
movement organizations. While he discusses thailédt of the political spectrum, rather than
the right, he believed that the political partylwihcourage and attempt to adopt portions of
social movement organizations that may benefit tpefitically, which would lead to increased

political support for the organization.

The political environment can be assessed througgisares of ideology and
representation. The ideology of the state goveriwam have an influence on whether or not
white supremacist groups are able to mobilize. Tegasure was first proposed by Berry,
Ringquist, Fording and Hanson (1998) and was etilizy Gilliard-Matthews (2011).
Government ideology is an ideological measure efgblitical leaders of each state based on
roll-call voting scores, congressional electioncomes, the partisan division of the state
legislatures, the governor’s party and other prditassumptions (Berry et al., 1998; Gilliard-

Matthews (2011).

Political representation may also influence thesenee and mobilization of white
supremacist groups in the United States (Gilliarattilews, 2011). She measured political
representation two ways: by presidential electesults or whether or not a state was considered
a “red state” (Republican) or a “blue state” (Demnabcand by the party affiliation of the state’s
governor. She found that political representatiwhicfluence the presence of some types of

groups.
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Even though the prior discussion centered on thiellmation and presence of social
movement organizations and extremist groups, #ypepis focused on the failure or demise of
these groups. No one to this point has examineskthyges of political variables relative to the
death of domestic far-right organizations. Howe@wts (1989) suggested that the same factors
that may lead to the formation of a terrorist oigation may also lead to its demise. Therefore,
examining the political context at the state lawely influence whether or not a domestic right-

wing organization persists or fails.

Finally, political vulnerability may play a role wrganizational death or failure. While
much of the literature focused on legitimacy (MyrghMeyers, 2008), Halliday and Carruthers
(1999) discussed how a government’s political wgation can influence organizational failure.
Because of the political aspects of the domesticidgt (Gilliard-Matthews, 2011), the external

political influences may impact their ability torsive.

Internal causes.

In addition to external causes, internal causesray play a role in the longevity of
organizations. While blaming organizational declmmédailure solely on the external
environment or a single cause is popular, it isegalty not accurate (Miller, 1977; Murphy &
Meyers, 2008). Even though external factors caseauganizational failure and may contribute
to an organization’s demise, internal issues apamesible for organizational failure more often
than are external causes (Argenti, 1976; Bibe&@B2; Boyle & Desai, 1991), possibly
responsible for up to 80% of all failures (Bibead®82). Internal causes are thought to be more
important than external because regardless of hdygtens in the external environment, the

organization must react to it internally, and htne brganization reacts will be at least as
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important as the original external stimulus (MurghWeyers, 2008). Internal causes of
organizational death are important to the currardysbecause much of the focus is on the
extremist groups and their internal dynamics. Smedly, age, size, internal conflict, group
ideology, management and leadership are criticahtterstanding the death of extremist groups.
For a summary of internal and leadership correldtaswill be tested see Appendix Il and

Appendix Il1.

Organizational age and size.

The organizational literature has been inconsisiertb whether or not organizational age
influences a group’s longevity. In his seminal wdgkinchcombe (1965) argued that younger
organizations failed at a much higher rate tharothiér organizations. He referred to this as a
“liability of newness” (p. 148). He argued that newganizations lack stable relationships
between members and are still learning and creé#tigig roles and tasks, and therefore are
susceptible to failure (Stinchcombe, 1965). Freestaal. (1983) found support for a liability of

newness in their study of organizational mortabtynewspaper organizations and labor unions.

However, not all scholars agree. Bruderl and Sdbugk990) proposed that rather than a
liability of newness, organizations may suffer frarability of adolescence. They argued that
this may be more accurate than the liability of ness because organizations cannot truly be
judged after a very short amount of time (Brudei®&hussler, 1990). Further, organizations
commonly contain a stockpile of resources that sdlpport the organization through their initial
founding, which would counteract the liability odwness. Organizations also may survive for at
least some time because their founders will nadingabandon the organization (Bruderl &

Schussler, 1990). Further, Ranger-Moore (1997yedfa different point of view in that
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organizations may be more prone to failure as #ggy and that the susceptibility of young

organizations to failure may be more a functiosiaé, rather than age.

Ranger-Moore (1997) raised an important questicio ahether organizational age or
size is more important in determining an organaas fate. Unfortunately, the answer to this
guestion of whether or not the chances of orgaioizak death decrease with increased size is not
straightforward. Studies have shown that the chenterganizational death decrease with
increased organizational size, however, age ardsize been shown to be highly correlated
because most organizations increase in size asageyBarron, West, & Hannan, 1994; Hannan,

1998; Hannan, Carroll, Dobrev, & Han, 1998).

Whether or not organizational size influences eotest organization’s mortality has
produced mixed results. Some researchers, suanas and Libicki (2008), believed that larger
groups may be able to outlast smaller groups dtiectio available resources and the greater
difficulty of government factionalization. Convetg, others believed that a larger group size
may make it harder for groups to maintain integalesion (Horgan, 2009; Oots, 1989). This
guestion is far from resolved. Further complicating matter is that group size may simply be
the result of persisting for an extended periotdroé and actually is not related to group

longevity (Jones & Libicki, 2008).

Even though scholars cannot agree on whether a lawge group size influences a
group’s longevity, they do agree that a loss of iners can lead to the death of a terrorist
organization. Terrorist groups may meet their denthisough the loss of members due to
amnesty (Cronin, 2009a; Hudson, 1999; McCauley820feath, imprisonment or

disenchantment (Freilich et al., 2009; Hudson, 188&Cauley, 2008; TTSRL, 2008). Freilich et
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al. (2009) cited as an example the Oklahoma Contistital Militia (OCM). This group was
short-lived, but attracted the attention of thaqehlnd was infiltrated by an informant. The

entire group (4 members) was arrested and the groded (also see Chermak 2002).

I nstability.

Instability within the organization is another imal characteristic that may influence a
group’s longevity (Hager et al., 1999). They defimestability as a loss of personnel or turnover.
Instability could also mean infighting (Argenti, 2®). For purposes of this discussion, the
following factors will be subsumed under factiosglitting: in-fighting among members
(Cronin, 2009a; Oots, 1989), factional splittingofgan, 2009; Jones & Libicki, 2008;

McCauley, 2008; TTSRL, 2008) and loss of operatiaonatrol (Cronin, 2009a).

In-fighting among members.

In-fighting can be the result of competition oratjseements. Infighting due to
competition may occur when group members compeiasigone another for leadership
positions (see Oots, 1989). This level of compmtifior control of the group can be increased if
unhappy factions within the group gain favor withtside groups. Once this occurs, these
outside forces may begin to influence and manipula¢ group’s activities and behavior to the

benefit of the outside group.

Infighting can also occur due to disagreements. BeEmimay disagree about the group’s
operations, style, assets or the speed with whielgtoup is escalating their activities (Cronin,
2009a). This type of infighting can have conseqasriieyond simple disagreements and loss of
members due to defection, as sometimes unhappy earemiho attempt to leave may be subject
to violent retribution. This is especially relevaatclandestine groups because every member
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that leaves becomes a liability to the remainirgugrmembers. If the group resorts to killing
those that dissent, other members may become tdgkfram the group and attempt to leave,
report the group to the police, or both (CroninQ24). Ideological disagreements over the use of
violence also commonly lead to group in-fightingneEe disagreements differ somewhat from
those discussed earlier, where members becomeisiieshdue to the type of violence being
used by the group. This type of in-fighting coneetime general use of violence as a strategy

more than the actual type of violence used (Craz®d9a).

Factional splitting.

Factionalism among large terrorist organizatiorsmmon (Oots, 1989). As groups
increase in size, the ability to maintain interoahesiveness becomes much more difficult.
When the amount of dissent within the organizaienomes great enough, factionalization,
competition and internal struggles for leadershagymccur. When factionalism occurs within
the group, the larger group may no longer existrather is broken into smaller groups, which
may or may not become functioning terrorist orgatians (Oots, 1989). Competition within the
group as well as internal leadership struggles atsxy cause factionalization which may lead to

the demise of the organization (Oots, 1989).

Loss of operational control.

Group leaders may also lose operational controlghwvban lead to the group’s demise.
As law enforcement or counterterrorism agenciegesse the pressure on groups, it becomes
increasingly difficult to carry out their attackSrpnin, 2009a). When this happens, leaders may
lose control of their operatives and they may bégistrike easier or soft targets without group

sanction. Because the need for greater securitg leagreater compartmentalization within the
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group, more mistakes and inefficient strikes areenahich may lead to increased public
backlash against the group or other unintendedetpresices (Cronin, 2009a). Further, since
some group members are specifically recruitedHeirtparticular skill set, once operational
control is lessened, these operatives may becomanggeable and can lead different segments
of the organization to actively work against eattieo (Cronin, 2009a). Further, these members
may become so violent that they can no longer éralted by the group and their presence

within the group becomes counterproductive and harfor the group (Cronin, 2009a).

Group ideology.

Another internal characteristic that is thoughintftuence a group’s longevity is the
group ideology. This characteristic has not besoudised relative to domestic far-right groups,
but within the larger terrorism literature, it Hasen argued that group ideology may influence a
group’s longevity. While it has been argued, vétlelempirical research has been done to
actually determine whether or not the type of grimgwlogy is correlated to the group’s
longevity. Within the larger terrorism literaturghich generally focuses on transnational
terrorist organizations, groups have generally lidassified as left-wing, right-wing, nationalist
and religious. Cronin (2002-2003) reported thahettationalist and separatist groups generally
existed for longer periods of time than those bkotdeologies due to their broader support from
the populace. Conversely, other authors have regdintat groups that adhere to a nationalist or
religious ideology seem to last longer than thoke do not (Cronin, 2006; Hoffman, 1998;
Jones & Libicki, 2008). Of these, religious groge thought to persist for longer durations
because spiritually based motivations are notyeabi&dndoned (Rapoport, 1984; Jones &
Libicki, 2008). Jones & Libicki (2008) in what apgrs to be the only empirical test for whether

or not a group’s ideology influences it longeviouhd that religious groups have greater group
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longevity than do all other types of groups. Thgsrips had longer longevity for each of the

four different time periods examined within thdindy.

Whether or not group ideology influences how loogéstic far-right extremist groups
persist has not been studied to this point. Furthese ideological typologies are germane to a
discussion of terrorist groups, but are not appliean its entirety to the groups included in this
study, because all the groups included are righgwiHowever, within the far-right movement,
several ideological differences exist, as exengaifoy the numerous categories presented by the
Southern Poverty Law Center (SPLC) (2012). Thepelbgies include categories such as Ku
Klux Klan, Neo-Nazi’s, racist skinheads, Christidentity and Neo-Confederate. These
typologies suffer from over generalization, whilscafocusing on distinct organizations and
subcultures. Further, these typologies are sudtstime groups could be included in multiple
typologies, while others do not fit nicely into aofythe categories and therefore are classified as
“other” (Berlet & Vysotsky, 2006). Other typologisach as that by Baysinger (2006) and

Kaplan (1995) are also problematic.

In an attempt to create more inclusive categoBeslet & Vysotsky (2006) and
Vysotsky (2004) proposed a broader typologicalesystor White Supremacist groups based on
Kreisi, Koopmans, Duyvendak, and Guigni’'s (1995)aipgy of New Social Movements. This
typology is based on ideology and organizational/gg. Within their system, they proposed
three broad categories: political, religious andtiiccultural organizations. By creating these
broad categories, Berlet & Vysotsky (2006) belietleat it would encompass all White
Supremacist groups. Further, because these typslage broad, it allows for subcategories to be

created within each typology, such as those sugddst Dobratz (2001).
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The groups within the political typology are rootacheo-fascist or neo-Nazi ideologies
and share several key elements (Berlet & Vysot2R96). The first is authoritarianism. Elite
leaders will enforce the proper social structures i@le and use rhetoric to praise social stability
and the value of the nation over individual rig{Bgrlet & Vysotsky, 2006). They also appeal to
traditional values in order to develop narrow armgtdminatory definitions of nation, race and
citizenship to create an “other” class of enenmBscreating a group of outsiders within the
country, these groups can create scapegoats oh whidame the world’s problems and also
target for persecution and violence. In additionitdence against the outsiders, these types of
groups promote a revolutionary ideology againstdtv@inant political structure, in this case the

United States government (Berlet & Vysotsky, 2006).

Political groups also engage in political activstg@milar to a smaller political party,
which lead to the creation of a party that is pregdo assume power once the government is
overthrown. The main political activity undertakeynthese types of groups is information
dissemination. While the main intent of informatiissemination is to spread the white
supremacist message to potential supporters angiteedt may also be used as a means of
intimidation when done within a variety of minortpmmunities (Berlet & Vysotsky, 2006). In
addition to information dissemination, politicabgips will also hold rallies, protests and
meetings. These events serve to heighten tensibm&xsting out groups and to increase
support by attracting individuals from the communitat are sympathetic to the cause.
Examples of political groups are: National Allian®éhite Aryan Resistance, National Socialist

Movement, White Revolution, Volksfront and Nationvanguard (Berlet & Vysotsky, 2006).

Religious groups are much easier to define. Thes@pg are not only led by a spiritually

driven ideology, but also have members that praciceligion based on those beliefs (Berlet &

39



Vysotsky, 2006). White supremacist religions pdavadherents with the inspiration for their
racial beliefs and for their role in the broaderldoWhile these groups may also participate in
activities very similar to political groups, thelg@a participate in religious services, study sacred
texts, and have special rituals and ceremonieddB&V/ysotsky, 2006; Futrell & Simi, 2004).
Additionally, the organizational structure of thegeups reflects their religious ideology. Group
leaders are the spiritual and religious leadersaaivisors and are often referred to as reverend or
pastor. While there are three different religisasts (Christian Identity, Creativity and

Odinism) within this category, groups are similamany respects (Berlet & Vysotsky, 2006;
Dobratz, 2001). Two other sects, Asatru and Womange closely related to Odinism and are

also included in the typology.

The final category proposed by Berlet & Vysotsk@@®g) is youth cultural groups. Youth
cultural groups comprise a substantial portiorhefWhite Supremacist movement. While these
groups may adhere to a broad white supremaciskiggathere is much variation within this
segment of the White Supremacist movement. Benle@t\gy/sotsky (2006) include subcategories

such as skinheads, black metal and industrial/fapsealyptic folk/gothic.

While correlates of organizational death have ma&rbstudied for the domestic far-right
based on ideological typologies, it may be an irtgadraspect that deserves examination.
Because of the aforementioned problems with mostepresented typologies, the typology
presented by Berlet and Vysotsky (2006) will béizéd due to its broad nature and exclusivity

of the categories.

40



Leadership

Of the many possible correlates of organizatioealtkd, management has been studied
extensively because leadership is extremely impbntadetermining the viability of an
organization (Murphy & Meyers, 2008; Yukl, 2002)g&nti (1976) surmised that an
organization’s top management team is more impbttatie viability of the organization than
are any of its assets or products. Because leadersti managerial competence are vitally
important for the success or failure of an orgaiuza inadequate or poor management has been
cited as a major cause of organizational failuriénfan, 1983; Argenti, 1976; Fredenberger,
Lipp, & Watson, 1997; Kharbanda & Stallworthy, 198&ller, 1977; Murphy & Meyer, 2008;
Shuchman & White, 1995). Leadership studies thatemred organizational failure often
concentrated on specific actions taken by managdeaders that led to failure. For example a
common theme identified from this literature is ragement’s failure to be aware of their
environment and possible negative contingencigsctinad affect the organization (Argenti,
1976; Benjaminson, 1984; Goldstein, 1988; Meye88 Murphy & Meyer, 2008; Silver, 1992;
Sloma, 1985). Further, once recognized, how managereacts to these crises is also
commonly discussed in the literature (Argenti, 1B®eault, 1982; Ford, 1983; Goldston,
1992; Hambrick & D’Aveni, 1988; Lorange & Nelsor§87; Slater, 1999; Sloma, 1985;

Whetten, 1988).

In order to fully comprehend and explore leadershiple in the death of domestic far-
right extremist groups, it was examined in sevesays. First the effect of the removal of the
group’s leadership was examined. The extant lileeas inconsistent as to whether or not the
removal of a leader or how the leader is removedamaimpact on the longevity of an

organization. In addition to whether or not the osal of a leader influences organizational
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longevity, the ability of a group to transfer leestgp once the leader is removed was also
included in this study. The third way that leadgryskas studied was through an examination of
organizational leadership structures. A varietgifferent leadership structures have been
identified through the extant literature, but thaftuence on organizational death has not been
determined. Finally, the influence on organizatlateath by different individual leadership

types was studied.

Leadership transition.

Removal.

The removal of the leader of an extremist or testagroup is believed to influence that
group’s ability to survive (Cronin, 2006, 2009; ke, 1999; McCauley, 2008; Nepstad & Bob,
2006; TTSRL, 2008). The terrorism literature idéatl three ways that leaders may be removed
from their groups: being killed (Cronin, 2006, 2008ngdon et al., 2004), being arrested
(Cronin, 2006, 2009) and dying naturally (Langdoale 2004). Even though all three remove
the leader, there is some debate as to which matipaltts the longevity of the organization the
most. The organizational literature has identiBegteral other ways in which a leader may be
removed or leave an organization that are not addrkin the terrorism or extremism literature.
A leader may also be fired, retire or voluntarigign/leave unexpectedly (Gephardt, 1978;
Gilmore, 2003). These possible reasons for a Idadgmg an organization were also included

in the analysis for this project.

Some such as Byman (2006) have reported that wheoup leader is killed, the risk of
the leader becoming a martyr and therefore spukimlgnce and group persistence increases.

However, Langdon et al. (2004) did not find evidete support this assumption. Arresting and
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incarcerating the individual may prove more effeetat slowing or halting operations, than
killing the leader (Cronin, 2006, 2009; Hudson 19%8wever, if the incarcerated leader still
has contact with the outside world and can inflegethe group from within a prison cell, the
group may continue to persist and carry out test@itacks (Cronin, 2006; Langdon et.al, 2004;
Jordan, 2009). Additionally, housing an imprisotewdorist leader can be a liability for the
government because hostages may be taken in ordegbtiate the release of the incarcerated
leader (Cronin, 2009). The literature to this pdias been inconclusive as to whether the killing
or arresting of a leader is the most effective métto decapitate a group and cause its death.
Death by natural causes was also examined in adg gitangdon et al., 2004). They found that

when a leader dies naturally, groups tend to pensih little disruption.

Succession.

If a leader is removed, they must be replaced deiofor the group to survive. The
transition to a new leader can be a difficult antherable time for a group because
organizations that undergo management successqmrame to failure immediately following
the succession of the manager. Haveman (1993)gaested it is similar to the organization’s
liability of newness being reset and starting o¥exthe organization survives, each successive
year results in a lower chance of failure. Howeuwemediately following a succession event,
Haveman (1993) reported that an organization mag ha large as a 95% chance of failure.
This is especially true for organizations that ugdea succession event early in their life history.
Additionally, the level of bureaucratization of theganization may influence the success of a
succession event. Succession is viewed as a nato@ss in more bureaucratized organizations
and therefore is accounted for by the bureaucsatucture. In less bureaucratized organizations

(like in extremists groups), managerial successiay be much more disruptive (Grusky, 1961).
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The number of founders may also influence successiocess. Although some
organizations are founded by one individual, otla@esfounded by groups of people. A founder
that maintains multiple administrative positiondl Wwave a larger ideological and overall
influence on the organization, while a founder tbgiart of a larger group that only maintains
one administrative position, will have a smalldtiance on the organization (Haveman &
Khaire, 2004). Founders that occupy multiple posgimay be more difficult to replace than are
those that only occupy a single position. A founadro occupied multiple roles, will have a
larger influence on that organization’s abilitypersist after their departure than those who fulfil

fewer roles within the organization (Haveman & Kai2004).

Created by an Ideological leader.

Also salient to this discussion is an ideologicalrfder’s influence on the organization
during and after succession. Even though thisqdati concept will not be specifically
measured or tested, ideology plays an importaetwathin the far-right organizations, and this
discussion provides relevant background informatimncerning the types of groups included in
this study. Ideological entrepreneurs are inteckst doing more than simply founding a
business and making a profit. They intend to createething that lasts and may promote love,
hate, religion, politics, or other belief systerhlmyeman & Khaire, 2004), and therefore create

value-rational organizations, rather than instrutainrational organizations.

The founder’s belief system or ideology provideshsa deep influence on the
organization, the ideology is the life blood of thhganization, sustains it and basically gives the
organization a reason for existing. However, omeeéler succession occurs, the life sustaining

force has been removed from the organization (HavegnKhaire, 2004). Even though a
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successor may be found with the same ideologyeafotinder, it is difficult to find a successor
that believes as passionately in the ideology Badtganization. This may result in lost
organizational vision, poor organizational perfono@and eventually organizational death.
Conversely, a less zealous founder may be mordyeaglaced because their commitments to

the organization and its goals are more easilyaaigld (Haveman & Khaire, 2004).

Succession to a new generation.

Closely related to leadership succession is whethaot a group can transition to the
next generation. A failure to transition to the ngeneration has been identified as a potential
correlate of group death (Cronin, 2006, 2009a, 08B Cauley, 2008; TTSRL, 2008). Even
though far-right groups are thought to be more &bkeansition to the next generation, than are
far-left groups due to the nature of their ideolagy goals (Hoffman, 1998), this is still
considered a reason that could cause the deatfaofight organization (Cronin, 2006, 2009a;

2009D).

Some debate exists as to how to best operatiortaizeoncept. Some such as Cronin
(2006, 2009a, 2009b) differentiate the abilityransition to the next generation from a loss of
popular support. McCauley (2008) believed thatrafteexamination of her examples of
generational transition failure that it is a direzsult of a loss of popular support and loss of
recruits and therefore should be subsumed undessaof popular support. While McCauley’s
view is important, a failure to transition to thexi generation is more than simply recruiting
because it also involves replacing leadership. &&pd leadership could occur from within the
group, regardless of outside support, and theréfoedieve these categories should remain

separate and should be included in this discusHiteadership.
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Terrorist group leadership structures.

Group leadership structures have received someesittfom scholars, but not in the
context of organizational death. Even though hosupgrieadership is structured has not been
examined in this context, leadership and leadessptey a role in organizational longevity
(Crenshaw, 1988). Because leadership may playeamabhether or not an organization lives or
dies, an examination of how leadership is organastistructured is warranted. The leadership
structures are dependent on the overall organizatitructure of the group (Kilberg, 2011).
Four main types of organizational structures hamerged from previous studies: the market
structure, an all-channel network, the hub-spokecsire and the bureaucratic structure
(Kilberg, 2011). While the focus of this study istithe overall organizational structure, the

leadership within each overall structure is orgedidifferently and will be highlighted.

The market structure is very loosely organized.sEhgpes of groups do not have readily
identifiable leadership, are not centrally conedlbnd have little to no functional differentiation
(Kilberg, 2011, 2012). This type of structure, wregaplied to hate and terrorism groups, is
known as leaderless resistance (Kilberg, 2012)s ®tructure” is commonly utilized by Islamic
terrorist groups (Sageman, 2008) and is advocatedhiie supremacist stalwarts Tom Metzger
and Louis Beam (Anti-Defamation League (ADL), 20B2am, 1992). Within this framework,
individuals or small groups of individuals carrytayperations without any direct leadership
(ADL, 2002; Beam, 1992). This type of “organizatias not susceptible to government
infiltration and is a much more viable form tharthe pyramidal organization (Beam, 1992,
Chermak, 2002; Kaplan & Weinburg, 1998). Howe@rtowden (2005) believed that because
far-right activists commonly leave and join grodipat it may not be as difficult to infiltrate a

“leaderless” group as was previously thought.
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The second type of organizational structure isathehannel network (Kilberg, 2011,
2012). Leadership exists within this structure, ibig loosely coordinated and diversified. The
leadership in this type of structure is mainly ingponal, while most decision making is left to
the node commanders (Kilberg, 2011). This particsiaucture has emerged as a result of the
information age (Arquilla & Ronfeldt, 2001). Theg®ups depend on fast, multi-directional
communications to survive (Kilberg, 2011, 2012)ththe proliferation of email, mobile phones
and other technological advances, fast, multi-tiveal communications are easier to maintain

than in the more recent past (Kilberg, 2011).

The hub and spoke network is the third organizatistructure identified by Kilberg
(2011, 2012). In this structure, group membersbarend to a central node that they must go
through to communicate and coordinate with othEngse groups are functionally differentiated
and have a leader, but do not have central corthes. structure is similar to the wheel-type or
centrifugal structure proposed by Crenshaw (198hi)lins (1988), and Zawodny (1983).
However, in their structure, the leader was theb"rand was centrally located, which allowed
for intimate relationships with followers (Crensha®85, Mullins, 1988; Zawodny, 1983).
Further, because the leadership is intimately wealiwith other group members, they are
directly involved in both violent and non-violentogip activities. Because they are so intimately
involved, this type of structure breeds intensaltyywithin the group and also allows leaders to

maintain order and discipline (Mullins, 1988; Zawgd1983).

The final structure identified by Kilberg (2011,22) is the bureaucratic structure. This
structure is characterized by functional differantin, levels of management and a clearly
defined, centralized leadership. This structuthésmost hierarchical of all the organizational

structures. This particular structure has recetiednost attention from other scholars. While
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the type of hierarchical structure varies, a higrgnal structure with centralized leadership at the
top is the most commonly identified organizatiostalicture. The centralized leadership at the
top of these groups can take different forms. Sbane proposed groups with ruling councils
(Crenshaw, 1985; Horgan and Taylor, 1997; Mullt®38; Wolf, 1978). These councils are
similar to a board of trustees in a traditionalibass (Mullins, 1988). Others such as Zawodny

(1983) proposed a hierarchical structure with glsistrong leader at the top.

Each type of structure provides benefits. The ntaskéeaderless resistance structure is
not susceptible to government infiltration, whiadutd lead to the death of the group (Beam,
1992, Chermak, 2002; Kaplan & Weinburg, 1998). Beesof the close relationship between the
leader and the followers in the centrifugal streetwcommunication is rapid and the leader is
able to modify plans to take advantage of exigenttiat may present themselves (Mullins,
1988; Zawodny, 1983). Conversely, a bureaucraticire maintains formal communication
routes and the leaders often times cannot takensalya of circumstances that require a quick
response (Zawodny, 1983). However, a hierarchicattire allows for more control over group
operations and centralized decision making (Kilb@@lL1, 2012). Because of different
advantages and disadvantages to each organizagiodd¢adership structure, groups act and
react differently. Something as simple as a leadahility to communicate with their
subordinates could impact the organization pogitige negatively (Zawodny, 1983). These
differences in structure may have implicationsvitwether the group lives or dies. This study
explored how these structures influenced groupduitg as this topic had not been previously

addressed.

Types of leaders.
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While the organizational leadership structures tmaymportant for determining group
behaviors and their ability to persist, the induatigroup leaders may also have an influence, or
as Ezekiel (2002) stated: “There is no White ratisvement without its leaders” (p. 56). While
the types of individual leaders have not receivestimnterest in the larger terrorism and
extremism literature, it has received some atterftiom social movement scholars. The white
supremacist movement is not traditionally thoughdsa social movement. However, some such
as Dobratz and Shanks-Meile (2006) and Beck (2688¢ argued that it should be considered a
social movement and Perlstein (1995) stated thatimportant to study social movements that

are often ignored.

Leadership is important to social movements. Leadet goals, mobilize followers, enact
strategies and build coalitions (Nepstad & Bob,808ecause leaders are so closely linked to
the organizations they lead, the success and suivithe organization are top priorities for the
leader (Crenshaw, 1988). Leadership plays an irapbrole at each organizational level and
stage, and the success of the movement is clae&bd to the forms of leadership, their ideas
and their acceptance by the followers (Barker, Sohn& Lavalette, 2001). Wilson (1973)
distinguished three types of leaders within satialements: charismatic, ideological and
pragmatic leaders. Even though Wilson (1973) idieatiall three types of leadership as being
present within social movements, only charismaazership has received any attention from
terrorism and extremism scholars. By ignoring otlgpes of leaders, scholars have potentially

ignored a substantial proportion of the leadersxtfemist and terrorist groups.

Charismatic, ideological and pragmatic leadership
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Charismatic leadership has been studied extensivehe organizational literature with
Weber (Gerth & Mills, 1946), House (1977), Bass883Pand Conger and Kanungo (1998)
providing some of the most influential studies. Eanhy, charismatic leadership is also the most
commonly studied form of leadership within the éeism and extremism literature, but few
actually discuss what specific characteristicseatt@bited by a charismatic leader. Wilson
(2973) in his book about social movements is ornth@ffew that provided a detailed discussion
of characteristics of charismatic leaders and m@remled by charismatic leaders. Others have
profiled specific leaders such as Ayatollah Khom@ralmer & Palmer, 2004) and detailed why
this particular leader is considered to be chariem@ther studies simply identify a leader as
charismatic or discuss “charismatic leaders” withouch discussion of what constitutes a
charismatic leader (for examples see Borum 2004gi@r& Daly, 2004; Post, 2005; Post, Ruby

& Shaw, 2002.

Ideological and pragmatic leadership have receéxah less attention in the terrorism
and extremism literature. Wilson (1973) again pded a detailed discussion of characteristics of
these two types of leadership within social moveisiefhe lack of recognition within the
terrorism and extremism literature that these type$ of leadership exist is potentially a severe

shortcoming.

It is entirely possible that all three types ofdess exist within the American far-right.
Even though only charismatic leadership has redeswsy attention from terrorism and
extremism scholars, it is difficult to believe tloatly a charismatic leadership style is important
to explain group behavior. Similarly, as Wilson 7B believed, it is entirely possible that forms
other than charismatic leadership are more commtmnasocial movements. Borum (2004)

also believed that leadership types other thansmatic may be present within terrorist groups.
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He does not identify what other types may be prieden states that “effective leaders do not
necessarily need to be charismatic” (p. 61). FurfBerum (2011) realized that all terrorist
groups require certain functions to ensure thewisal to be carried out, regardless of the

leader’s style.

By not studying these other types of leadershifestymportant insights may be missed
to not only help explain overall terrorist or extigt group behavior, but for the importance of
this study, how these structures influence gromgéweity. This study began to address the
shortcomings related to all three types of leadpr®y applying an innovative, systematic
coding scheme from within organizational psychol@gymford, 2006), all three types of
leaders were systematically identified and examinedktermine their role in the organizational

death of domestic far-right extremist groups.

Multiple leaders.

The possibility of multiple types of leaders ofrteist and extremist groups has also not
received much attention from terrorism or extremgsholars. Aminzade, Goldstone and Perry
(2001) believed that successful movements maydbydwo types of leaders. They suggested
that in order for a movement to be successful ay mequire more than being led by a
charismatic leader or by only a pragmatic leadecaBise each type of leader possesses a
different skill set, a movement that is led by art$matic leader and also a pragmatic leader may
be more successful than those led by a single ledagther type (Aminzade et al., 2001). While
some leaders may possess both visionary/charisaraditask oriented/pragmatic skill sets,
many do not. In situations where a leader is lagkine or the other, cooperation between two

leaders each possessing the appropriate skill gt advantageous to the movement
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(Aminzade et al., 2001). The possibility of mulepgeadership types leading domestic extremist
groups has not been studied to this point. Thisipogy could provide important previously

undiscovered insights into groups that are led byenthan one person.

CIP Model.

A very important study of outstanding leadershiswanducted by Mumford (2006).
This study is important because he identified tmatrismatic, ideological and pragmatic leaders
were distinct types of leaders and could be difféa¢ed from one another. Further, he
determined that subtypes (personalized and soedhliaf each type of leader also existed. It was
important to identify the three types becauseticathlly, leadership studies have proposed that
outstanding leadership emerged from a singulamticharismatic or transformational
leadership, which depended on the leader’s altdigrticulate a legitimate, future-oriented
vision (Mumford, 2006). Mumford (2006) believedgho be limiting because: charismatic
leadership may not be effective in all situatiathg focus on charismatic leadership may have
caused scholars to forget about other charactaististrategies that could be effective; and the
focus on charismatic leadership has led to schaigrgg to force different leaders to fit that
particular model (p. 271). Further, Mumford belidbat it was not solely the leader’s ability to
articulate a future oriented vision that led tostamding leadership, but rather the leader’s
creation of a prescriptive mental model, which wibvide the foundation for the follower’s

sensemaking (Mumford, 2006).

He examined 120 notable historical leaders, 20 feach type of leadership, and
employed a historiometric method for data collectémd coding, where academic biographies

were utilized. These leaders were each examinesblas four behaviors believed to be
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extremely important to the execution of outstandeaglership: problem-solving activities,
leader-follower relationships, communication stgae and political tactics. He found that
significant differences existed across the leadensipes for all four behavioral domains
(Mumford, 2006), which meant that each type wasrdisve and could lead to outstanding

leadership.

This study is not only important to the overalldstwf leadership, but also to this
examination of domestic far-right leadership. Santb organizational scholars, terrorism and
extremism scholars have also focused almost exellyson charismatic leadership. If other
forms of leadership exist among a group of notaldd leaders, then it is entirely possible, that
these three types of leaders exist within the dam&s-right. Further, this study also introduced
a method that can be employed in this study as Beltause data on terrorist and extremist
groups is sometimes difficult to obtain, a histar&tric approach, which looks at historical
information provided the needed information fosteiudy as well. Additionally, Mumford
(2006) developed a listing of characteristics ttaat be used to distinguish between the three
types of leaders. These lists will be used forcineent study. Mumford’s study has moved the
discussion of types of outstanding leadership fodweithin the organizational literature by
showing that different types of leaders, other tblaarismatic, not only exist, but could be
outstanding leaders. By following Mumford (2006jsproach, this study may be able to

accomplish the same within the terrorism and exseniiterature.

Violent vs. Nonviolent Groups

Very little research to this point has examindtedences between violent and non-

violent groups. Obviously, one main difference tsather or not group members choose to
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become involved in ideological violence. Chermakle{2013) found some significant
differences between groups that participated inlagcal violence, and those that did not. They
examined a variety of factors and found that grabps were larger, older, specifically recruited
youth and advocated for leaderless resistance nvere likely to be involved in ideological
violence. While these types of findings are celyaimteresting, no one has addressed whether or

not the reasons for organizational death diffewen violent and non-violent groups.

However, some of their findings may inform thisremt study. Their study suggested
that violent organizations are more likely to beyéa organizations. Other terrorism research
(Jones & Libicki, 2008) found that larger organiaas tend to persist for longer periods of time
than do smaller organizations. Further, if grougsspecifically recruiting youth members, this
may speak to the type of group ideology presenighvhas been suggested may also influence
whether or not a group may survive (Jones & Lihi@ki08). They also found that groups that
advocated for leaderless resistance were morg likdbe violent. Because of the focus on
leadership in this study, it will be interestingdetermine if the groups that advocate for
leaderless resistance and those that actuallyipedetderless resistance are the same. Finally,
while police intervention was not studied by Chekratal. (2013), one would assume that
police intervention would be commonplace among gsahat participate in ideological
violence. However, it is unknown if it is a subgtahfactor in whether or not the group lives or
dies. If a violent group is large, as the researgygests, then they may be able to absorb some

losses of group members to police intervention iE&salt of their violent behavior.
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Conclusion

The correlates of organizational death have bedreaded to a degree within both the
organizational and the terrorism and extremisnndttge. A variety of external and internal
correlates have been identified. Even though sdntieecspecific correlates identified in the
organizational literature may not be applicabléh® current study, the broad categories
(economic, competition etc.) provided a framewoithim which previously untested correlates
related to terrorist or extremist groups were agapliThis interdisciplinary approach enhances the
terrorism and extremism knowledge base, as thgss tyf correlates have been largely ignored
by scholars. This same interdisciplinary approaddeq the leadership focus as well. Neither
leadership structures nor specific leadership dctaratics have been examined within the
terrorism and extremism literature relative to migational death. The following chapter will

delve further into how these correlates are opamatized, measured and tested.
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Chapter 3

Chapter 3 outlines the data and research methog&oghis dissertation. This project
systematically examines a large number of doméatidght extremist groups to determine
general causes of organizational death, and spaltyfihow leadership influences an
organization’s longevity. The data were acquiresk firom existing databases, and then these

data were enhanced through an original data callect

The following chapter consists of several sectidi first section discusses how groups
and leaders that are included in this study wesatitied. The second section discusses how the
data were collected. Third, a discussion of ther@pdcheme follows including how each
variable was operationalized and measured. Fintlly,chapter will conclude with a discussion

of the types of quantitative analysis that weréagid for this study.

Research Design

This study drew from data currently contained wittiie Extremist Crime Database
(ECDB). The ECDB is an open source, relational laga that consists of violent incidents
committed by extremists such as homicides; bombamgsarsons committed by environmental
and animal rights extremists and plots inspired\b@aeda and other Islamist extremists
(Freilich, Chermak, Belli, Gruenewald & Parkin, 201In addition to violent incidents, it also
includes information on financial crimes committgdextremists such as money laundering and
terrorism financing (Freilich et al., 2014) andarrhation on domestic right-wing groups
(Chermak et al., 2013). While this database costaiwealth of information concerning
extremism in America, the portion containing thendstic right-wing groups was utilized for

this project.
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Sample selection.

In order to identify a sample of groups for inctusi chronologies included in the SPLC’s
Intelligence ReporandKlanwatchwere utilized. Théntelligence Reporis a quarterly
publication produced by the SPLC that reports dneexism in America. Once a year, the SPLC
creates &late Mapthat lists the locations of all known hate group&merica. The yearly
publication of theHate Mapallowed for the identification of known far-righkteemist groups,
where they were located, and the years that theg aaive. No other publication produces a
comprehensive annual list. Even though scholare hated problems with the procedures
utilized by the SPLC to identify hate incidents ayndups (see Chermak, 2002; Freilich &
Pridemore, 2006), the SPLC has consistently useddame procedures to identify groups over
time by relying on “hate group publications and sitgs, citizen and law enforcement reports,
field sources and news reports” (SPLC, 2012) (Clagret al., 2013). Another advantage to
using the SPLC'’s listings is that they include mnfiation on both non-violent and violent
groups. This is a distinct advantage over law mament reports, which are only able to track
those groups who are criminally active. Finallye 8PLC does not include websites that are the
work of one person not affiliated with a group. Bese they exclude those websites, they only
include those groups that consist of two or modaiduals, who are seeking to advance an

extremist ideology and are identifiable as actualigs (Chermak et al., 2013).

The time frame of 1990-2008 was chosen becaude@iB data was collected through
open sources and information prior to 1990 wouldliffecult to collect (Chermak et al., 2013).
The end date of 2008 was chosen to make data toflgeasonable and to provide an adequate
period of time for group identification, collectiaf information, and for groups to survive or
die. Initially, a list of 6,000 groups was compiledsed on the SPLC annual reports. From this
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list, groups that did not persist for at least ¢hyears were eliminated. These groups were
eliminated based on prior research that has exaharganizational violence (see Center for
International Development and Conflict Managem€@iDCM), 2008). Additionally, by only
including groups that persisted for three years,itisluded groups demonstrated the ability to
survive, which may indicate a strong commitmenth®group and an increased threat posed by
the group. Also, by including groups that persigtedhree years, the likelihood that open

source information was available increased (Chereta., 2013).

Of the approximately 6,000 original groups, 550 thetprevious criteria. A random
sample of half of the 550 groups (N=275) was sebttébr inclusion in the ECDB. While most of
the organizations included in the database coms@dtenly a single chapter, some organizations
had multiple chapters. When multiple chapters obganization were evident, an umbrella
organization was coded, which included all operr@@information for the group regardless of
the number of chapters (Chermak et al., 2013) ekample, twenty-four chapters of the World
Church of the Creator were identified by the SPh,only one entry for the World Church of
Creator was included in the database (Chermak,&2Gl3). Once the groups were selected, a
comprehensive data collection approach was negelsaause while monitoring groups such as
the SPLC or the Anti-Defamation League (ADL) colladot of information about extremist
groups, their coverage is incomplete and only sohikeis publicly available. To overcome this
obstacle, a protocol was developed to gather alish@nts, reports, court cases, media reports,
blogs and other available information. Informatiwas gathered by utilizing 26 search engines
such as Google, News Library, Lexis-Nexis, Infotaac All the Web to find all available
information on each group and its members (Cherehak., 2013). The initial search consisted

of the group’s name, but as additional informatiaas identified, subsequent searches were
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conducted until all possible leads were exhaudtethe event that open source information was
lacking from the initial searches, targeted seaatere conducted in order to gather as much

information as possible (Chermak et. al, 2013).

Once each group was searched, that informatiorewasined to determine whether or

not the group also met the ECDB “far-right” defiart. The ECDB defined the far-right as:

They are fiercely nationalistic (as opposed to arsal and international in orientation),
anti-global, suspicious of centralized federal atity, reverent of individual liberty
(especially their right to own guns, be free ofes)x believe in conspiracy theories that
involve a grave threat to national sovereignty angérsonal liberty and a belief that
one’s personal and/or national “way of life” is @méttack and is either already lost or
that the threat is imminent (sometimes such bedsfsamorphous and vague, but for
some the threat is from a specific ethnic, radaleligious group), and a belief in the
need to be prepared for an attack either by ppditig in or supporting the need for

paramilitary preparations and training or survisali(Freilich & Chermak, 2010 pg. 21).

In addition to meeting the ECDB far-right definiticeach group also had to be
considered a “group” as defined by the ECDB. Th®BClefines a group as: “an identifiable
organization (e.g., has name) comprised of two @renmdividuals that adheres to a far-right,
jihadist, Arab nationalist or animal/environmenights extremist ideology and seeks political
objectives to further the ideology.” (Freilich & €mak, 2010 pg. 268). If a group did not meet

these two definitions, it was replaced by a randoselected group.

As noted earlier, one of the objectives of thisditation is to compare groups that

persisted for three years to those that died poigersisting for three years. In order to conduct
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this analysis, groups that did not persist forehyears were sampled (N=135) from the
remaining 5,450 groups in the original list comgifer the ECDB. A sample size of 135 was
chosen to provide enough variation and power talide to detect differences between the two
sets of groups. Each group was searched accomlihg same protocol as the original ECDB
sample. In the event that no information coulddaenfl for a particular group, a replacement
group was randomly selected from the list, subtitdor the original group and searched
according to the open source protocol. Thirty-oreugs that were originally selected had to be

replaced due to no information being found.

Substitution has been used in survey researchretteod to decrease non-response rates,
and is appropriate when weighting responses isptopriate and when a similar respondent to
that originally chosen could be selected (Chapmd®ognan, 1985). A similar approach was

used to replace groups for which no open souraenmdtion was found.

Data Collection

Open source searching.

The ECDB relied on open source data collection oggto obtain information for the
initial 275 groups in the database. An open sodata collection similar to that used for the
ECDB was utilized to collect information about tleenaining groups and the leaders included in

the proposed study (see Appendix 1V)

There are three steps to collecting informatioreach group or leader using this
protocol. The first step is to use key words, iis ttase, the group name or leader name and enter
it in the primary search engines, which consista eériety of well-known search engines such
asGoogle, YahoandLexis-NexisOnce all pertinent information is collected fréime primary
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search engines, the group name or leader name \Wwewddtered into the secondary search
engines. The secondary search engines suchoagjle Scholar, Mamma, Dogp#adScirusare
less well known than the primary search enginesiiay also provide important information on

each group or leader

The second step is to capture all pertinent infoionan a file, so that it may be utilized
by coders. It is also important to capture thernmfation during the search because information
on the Internet is fluid and it may disappear befine coder can return to that particular website

(Carter, 2010).

The third step is to search each group or lead@nagsing important facts obtained from
the initial search. For example, key personnepecsic events or locations may be important
facts that could be used to conduct a follow-updeaAs before, each search term would be

entered into the primary search protocol firstidieled by the secondary search protocol.

Advantages to open source searching.

The use of open sources to collect informationasrrifght extremist groups and their
leaders has several advantages. The first advaistéiggt ideological groups and adherents often
want to share their goals and ideology with othe@n attempt to recruit others to their cause.
These extremists will often post this informationlioe, in print or in other types of broadcast

media (Carter, 2010).

The second advantage is that a researcher cantteeldata collection to their needs and
their operationalization of concepts, rather theging on official government sources. Official

government data that were collected for particptajects or purposes may have biases related
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to those projects or purposes (Lafree, Dugan, Bo§gott, 2006). By conducting an original

open source collection, a researcher may take salyaf all publicly available information.

A third advantage is that open source data cotiegd a common approach to studying
terrorism (Chermak et al., 2012; Lafree & Dugar)£0Noble, 2004). Further, research articles
using ECDB data have been published in many topgls. An article examining research
methods in terrorism and extremism data collectmn€hermak, Freilich, Parkin and Lynch
(2012) was published in thi®urnal of Quantitative CriminologyAdditionally, articles using
ECDB data that examined lone wolf terrorists (Geweald, Chermak & Freilich, 2013), the
organizational dynamics of far-right hate groupbdfinak et al., 2013), compared ideological
homicides to other homicides (Gruenewald & Pridean@012) and identified critical events in
the life trajectory of far-right extremist grouga ¢ilich et al., 2009) have all been published in

top journals.

Disadvantages to open source data collection.

Even though open source data collection providesratadvantages, it is not without
some important disadvantages regarding the ralyhihd validity of the collected information.
The first limitation is ensuring that the infornaticollected is reliable and valid (Noble, 2004).
When using open sources, especially the Interhistjmportant to be able to assess the veracity
of the information collected, since anyone can pdstmation on the Internet (Noble, 2004).
Even sites that should be fairly reliable like ngeslites can be guilty of posting incorrect or
misinformation (Lafree et al., 2006). To address tbsue, Noble (2004) suggested that open
source information should be assessed based dmstioeical accuracy of the source, whether it

is consistent with known facts and whether it insistent with other reliable sources. He further
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suggested that open source researchers should dssesliability of their sources and keep

track of these assessments over a period of time.

Like misinformation, lack of information can alse problematic (Noble, 2004).
Information for groups or leaders of groups thaten®ot very active, or that did not participate
in an event that attracted the attention of theienethy be scarce or difficult to find. This may
be especially true for those groups that did nddtdar three years. However, every effort should
be made to collect as much information as possibdeder to triangulate the information to

ensure its accuracy (Noble, 2004).

A final limitation is related to the actual datdleotion, rather than the information
collected. By conducting Internet searches, itvedld for a number of research assistants to
simultaneously collect information on far-right gps. However, ensuring that the searchers
were all collecting information in a consistentifes could pose a threat to the reliability of the
information collected if inter-searcher reliabilityas low. To reduce the problems with this type
of reliability, each searcher was trained in howtitize the open source protocol and to collect
and organize information found during their seascli@ach searcher also served a probationary
period, during which time their completed searchese checked for accuracy. Additionally, the
written search protocol ensured that each seawebeld conduct their searches in the same
manner. Further, the computer based protocol edshet each group would be searched using

the same twenty-six search engines.

For this project, the quality of the open sourdenmation is assessed for each group.
The total number of data sources, the number df gabvidual type of data source (websites,

media sources, court documents etc.) and how densithe information is relative to the group
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is collected. Other issues that could affect thialvdity of the data for each group may also be

logged and identified for each group.

Data collection for this project.

The data collection for this project was in thregtp. The ECDB was a pre-existing
database containing 275 domestic far-right extregrsups that was utilized for a prior project.
This data collection enhanced the ECDB throughattdition of specific variables, 135 domestic
far-right extremist groups, and leadership data flist part collected the remaining variables
not currently in the ECDB for the original 275 gpsu In addition to collecting the new

variables, the variables already contained in titalthse were cleaned and checked for accuracy.

The second part was to identify and collect tha diat the groups that did not persist for
three years (N=135). Each group was treated aseastady and searched according to the
ECDB open source search protocol. All pertinendrimfation was gathered and entered into a

document to prepare for coding.

The third part of the data collection was to cdlkbe leadership data. Some leadership
data had already been collected but was not cle®wedexample, the organizational leadership
structure data for the groups included in the EG2B already been collected, but had not been

cleaned. The remaining leadership data were cetlect

Through open source searches that followed the E@D®col, an attempt was made to
collect leadership data for the groups that didpewsist for three years. Because of the limited
information available about these groups, leadprstiormation was scarce. Both organizational
leadership structures and individual group leadeng not often identified, and when they were,
little information was available. Due to the sceraf information, analyses examining
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leadership characteristics of groups that did eosist for three years was not possible.
However, even though little information regardiegdership was available for groups that did
not persist for three years, examining how leadprshpacts the organizational death of far-
right extremist groups that persisted for more ttheae years remains an important part of this

study.

Coding
Correlates of organizational death.
Dependent variables.

Two dependent variables were examined for thisystDdscriptive statistics for the
dependent variables are presented in Table 3.1filBhelependent variable used was a
dichotomous measure of group death: whether otheogroup died (0/1). Whether or not a
group died was determined by either explicit infation gleaned from the open sources that
provided proof that the group died, or if the gralipappeared from the open sources. Once a
group no longer appeared in the open sources sitteasidered defunct if it did not appear for
five consecutive years. The five year waiting pgmas consistent with other organizational
studies (Center for International Development andfiict Management (CIDCM), 2008). The
second dependent variable examined was a dichotmeasure of whether a group died prior

to reaching three years of age: group died pridhttee years of age (0/1)

! A continuous measure of years to death was comsides a dependent variable. However, the requirethat
groups exist for three concurrent years post 199at preclude groups from existing for a numbieyears prior
to 1990, as long as they also existed for threewwant years post 1990. Open source informatiothi® years
prior to 1990 was scarce and resulted in large atsoef missing data for several independent vaegltor
example, no group density information is availgiier to 1990. The amount of missing data was seresive that
imputation or substitution methods would not hagerbappropriate.
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Table 3.1

Descriptive Statistics for Dependent Variables

Variable N  Frequency

Group Death

Group Died 117 425
Group Did Not die 158 57.5
Group Died Prior to Three Years

Group Died Prior to Three Years 135 32.9

Group did not Die Prior to Three Yearg75 67.1

I ndependent variables.
External variables.

Several external factors were examined for thidyst&or a summary of how the external
variables were operationalized see Appendix V. Dgtee statistics for these variables are
presented in Table 3.2 and 3.3, and a correlatiatnixrfor these variables is presented in
Appendix VI. Two economic factors were examinede Tinst was a dichotomous variable of
whether or not the group was located in an urbamiyo(Abel et al., 2012; Florida, 2012;
Kaplan & Weinberg, 1998; Smith, 1994 he type of county was determined based on the
United States Department of Agriculture’s Rural-almtiContinuum Codes. The 1993 code was
used for those groups that existed only in the 80d the 2003 code was used for those
groups that existed after 2000. All groups thaten@yded as an “urban” group based on the
USDA codes was then coded as “1”. All other growpse coded as “0”. The other economic

factor was a continuous measure that captureddfeeptage of people living in poverty for the
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county where the group was located. The povertysoreavas gathered from the United States
Census and was available for the year’'s 1990 af8.2lhe 1990 measure was used for those
groups that occurred only in the 1990’s, while 2000 measure was used for groups that

survived after 2000.

The second external factor was a measure of cotigpetl his measure was a continuous
variable that captured the average number of exstegroups that existed within the state where
the group of interest was located (Crenshaw e2@l.l). The number of groups that existed in
each state for each year was compiled from thdyybsiing of extremist groups in the SPLC’s
Intelligence ReporfThe group’s use of technology was the third extdiaor. This variable
was a dichotomous measure of whether or not thepgutlized the Internet (0/1). This variable
was coded based on open sources. The next extact@ad that was captured was a measure of
government and legal restraints. This variable avds&chotomous measure of whether or not
police intervention impacted the group (0/1), areswoded from open sources. A measure of
social change was the next external factor thatusasd for this study. This variable was a
continuous measure of the percentage of raciatdgeeity for the county where the group was
located. This information was also drawn from theted States Census data and followed the

same coding procedure as the poverty measure.

Finally, political vulnerability was captured thigluthe use of two variables. The first
was a continuous measure of state government iggal® measured by Berry et al., 1998 and
Gilliard-Matthews, 2011. This data was gatherednfthe Richard C. Fording Dataverse and
included state government ideology scores from 1BGflgh 2006. Because the scores are
available for every year, the average score fathallyears a group existed was utilized. These

scores ranged from 0 to 100, with higher scoregatthg increased liberalism (Gilliard-
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Matthews, 2011). Because there is not extremeti@mia a state’s government ideology from
year to year, years 2007 and 2008 were estimateetlan the last year (2006) that a measure

was available (Gilliard-Matthews, 2011).

The other political measure was a categorical béithat captured the presidential
voting history for each state that had an extregnstp (Gilliard-Matthews, 2011). This variable
was coded as to whether or not the state whergrthg was located was a blue or red state in
presidential elections. If a group only existedinigithe term of one president, then this measure
was simply whether or not it occurred in a red loelstate. However, if a group persisted into
two or more presidential terms, the variable cdwdde also coded as a “purple” state. A state
was classified as a “purple” state if the votershat state supported a candidate for president
from one political party in an election and thea tandidate from the other political party in the

next election.
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Table 3.2

Descriptive Statistics for Continuous External
Factors

All Groups Combined

More Than Three Year Groups

Les Than Three Year Groups

Variable Min Max Mean S.D. Min Max Mean S.D. Min Max Mean S.D.
Poverty Rate 0.036 0.351 0.124 0.050 0.036 0.325 1240. 0.050 0.036 0.351 0.122 0.049
Racial

Heterogeneity 0.014 0.710 0.335 0.192 0.014 0.710 .34 0.198 0.017 0.710 0.326 0.179
Government

Ideology 2.170 94.771 49.471 20.035 2.170 91.080 .48 19.513 4.500 94.771 51.572 20.955
Group Density 0.600 58.000 16.640 10.887 0.600 58.000 17.208 10.987 001.0 52.000 15.500 10.632

“In a few cases, the open sources indicated groensssfed in years no groups were recorded by th€SRhich caused the average

group density to fall below 1.
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The descriptive statistics for the continuous Jaaa is fairly consistent across group
samples. Small differences exist, but no extrenhgegawere found that might skew the results
for any of the group samples. Within each samplgraups, the Government Ideology measure
appears to exhibit quite a bit of variation, whiokans that groups are distributed in states that
are both liberal and conservative. The Group Dgms#asure is fairly interesting. It ranges from
an average of approximately one group to 58 growjtk,a mean of roughly 16 for each sample
of groups. This shows that group densities varyegaibit from state to state. Some states do not
have much of a far-right presence and some statesdnfairly extensive far-right presence.

However, on average, groups are located in statbsapproximately 16 groups.
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Table 3.3

Descriptive Statistics for Categorical and Dichotmms External Factors

Variable All Groups More than Three Years Less ThanThree Years
Urban

Non-Urban Group 19.6% 19.9% 19.2%
Urban Group 80.4% 80.1% 80.8%
Police Intervention

No Police Intervention 74.4% 70.2% 82.8%
Police Intervention 25.6% 29.8% 17.2%
Lost Public Support

No Change in Support Level 97.5% 97.4% 97.8%
Lost Public Support 2.5% 2.6% 2.2%
Presidential Election Results

Blue State 56.8 % 29.5% 56.3%
Red State 43.2% 28.7% 43.7%
Purple State 41.8%

Use of the Internet

Used the Internet 42.3% 55.3% 16.3%
Did not Use the Internet 57.7% 44.7% 83.7%
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The descriptive statistics for all three sets @iugrs are fairly consistent. However, two
variables do exhibit some variation. A lack of pelintervention is higher for the groups that did
not persist for three years than for the groupspbesisted for more than three years and all the
groups. This may be due to these groups not pagifstr very long. In order to come to the
attention of law enforcement, groups must partigipa some type of event that would alert law
enforcement to their presence. These groups malyawet simply had the organizational
capacity to participate in these types of evente(@ak et al., 2013). Further, if a group does
attract law enforcement attention, they must atssamething illegal which would warrant a
police response. Most of these groups probablyndtdexist long enough to attract law

enforcement attention.

The second variable that exhibited quite a bitasfation is the use of the Internet by
groups that did not persist for three years. Sthese groups did not persist for very long, they
may have either not had an Internet presence, gpihanee had a short-lived Internet presence
that was not captured in the open sources. Thesdsting because it would seem that
establishing a web presence, would be a fairly sty to take, especially with the potential
recruiting and fundraising benefits a web presemzeld make possible (Conway, 2006;

Weimann, 2004, 2006).

The variable that measured whether or not a grosipplublic support did not exhibit
much variation. It was difficult to capture thisrigble, and was subsequently dropped from

analyses.

Internal variables
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Like external factors, internal factors may alsayp role in the death of a right-wing
extremist group. For a summary of how the intefaetors are operationalized see Appendix
VII. Descriptive statistics for these variables presented in Table 3.4, and a correlation matrix
for these variables is presented in Appendix ViiHe first internal variable was a dichotomous
measure that captured whether or not the orgaaizatiffered from factional splitting (Cronin,
2009a; Horgan, 2009; Jones & Libicki, 2008; McCguR008; Oots, 1989; TTSRL, 2008).
Organizational size was the second internal vagiaidluded in this study. This was a
dichotomous measure that captured whether a gradprtore than 200 members or less than
200 members (Chermak et al., 2013). The specie af organizations is not frequently
available from open sources. However, informatmmldrge groups (more than 200 members) is
more likely to be noted in open sources (Chermailt.e2013). The third internal factor that was
included in this study was group ideology. Thisiaile utilized Berlet and Vysotsky’s (2006)
categorical measure and captured whether a groagMaolitical, (2) religious, or (3) youth
cultural. When this variable was included in thalgsis, each category was dummy coded. The
final internal variable captured whether or not giheup suffered personnel losses (other than
leaders) due to amnesty, death, imprisonment endisantment (Cronin, 2009a; Freilich,
Chermak & Caspi, 2009; Hewitt, 2003; Hudson, 1998¢Cauley, 2008; Moghadam, 2012;
TTSRL, 2008). This was a dichotomous variable)(0All of the above internal variables were

coded from open sources.
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Table 3.4

Descriptive Statistics for Internal Factors

Variable All Groups More than Three YearsLess than Three Years

Factional Splitting

Factional Splitting 8.6% 10.3% 5.5%

No Factional Splitting 91.4% 89.7% 94.5%
Group Size

Large Group 10.8% 15.6% 0.7%

Small Group 89.2% 84.4% 99.3%

Group ldeology

Political Group 50.7% 53.5% 45.1%
Religious Group 16.0% 19.0% 9.8%
Youth Cultural Group 33.3% 27.5% 45.1%

Lost Group Members
Did not Lose Group Members 85.1% 82.6% 89.6%

Lost Group Members 14.9% 17.4% 10.4%

Two internal variables exhibited some variationwesn the sets of groups. Groups that
did not persist for three years had a very low @etage of groups that reached 200 members.

This was not surprising, as it takes time and n&oent effort to gain that many members.
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Groups that did not persist for three years propdld not persist long enough to gain a large

number of members.

Political ideology also varied among the setsrougs. The sample of groups that did not
persist for three years had a higher percentageooips that adhered to a youth cultural
ideology. This was expected. Groups that adhetieisdype of ideology are often skinhead
groups (Berlet & Vysotsky, 2006). Skinhead grougesreotoriously volatile and short-lived
groups, and because of their volatility, skinhesmligs appear and disappear with some
frequency (Moore, 1993). Further, the sample otigsathat did not persist for three years also
had a lower percentage of religious groups. Thie alas expected. Jones & Libicki (2008)
found that religious groups generally survived lenthan other types of groups due to the
dedication of followers. If members are dedicated group and its religious ideology, these

groups may tend to not die as quickly as others.

Leadership

Leadership data collection.

The open source protocol discussed previously wed to collect information on the
leaders for each group. However, rather than fogusn collecting simply as much information
as possible on each leader, the historiometricaggbr was used, which was the approach that
Mumford (2006) and Ligon, Harris, and Hunter (20@&8&d in their studies. The historiometric
approach applies a content coding scheme to alaitedtorical records and information, such as
financial documents, transcripts or biographieg@hi et al., 2012). An important aspect of this
method is that multiple sources of information @aguired in order to account for any potential

biases and to truly identify the nature of the &adligon et al., 2012). While Mumford (2006)
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and Ligon et al. (2012) applied this method todristlly significant outstanding leaders, this
approach, with slight modification, was utilizedsttnidy leaders that occupy a less significant

place in history.

The leaders included in Mumford (2006) and Ligorale(2012) were historically
significant and each was the subject of at leastamademic biography. Unlike the leaders
included in those studies, only some of the leantetaded in this study, such as William Pierce
(Griffin, 2001) and David Duke (Bridges, 1994), waf enough historical significance that a
biography was written about them. Most were noeriEthough academic biographies are not
available for many of the leaders included in 8tigdy, other historical information is available
such as transcripts and video recordings of speeaie interviews and other written works by

these leaders.

While these types of historical information (otliean academic biographies) have not
previously been used in the application of the @iRtlel, they have been used to determine
psychological characteristics of political leadekermann (1977, 1980a, 1980b, 2005) believed
that a political leader’s leadership style couldaBeertained based on an analysis of what they
say, particularly spontaneous material: speechésralia interviews (Hermann, 2005).
Because of the prepared nature of some speechesahie cautions their use, but does
acknowledge that care and thought have gone ieio pheparation and delivery (Hermann,
2005). While it is not impossible that a far-riglgader may have someone prepare remarks for
them, the use of speech writers is probably notmonplace among this group of leaders.
However, because of the possibility that speechepr@pared remarks, she also used media
interviews to determine a political leader’s leathgp style. This form of communication is more

spontaneous than speeches and may provide a tweird of a leader. The most spontaneous
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interviews are those that are unexpected such as \eaving a meeting or in the corridor of a

building (Hermann, 2005).

While both historiometric methods and the use afle&g® communications could assist in
the determination of a person’s leadership stytmrabination of the two was the most
beneficial to the current study. The following candiion method was employed to collect the
leadership data. First, when possible, academigraphies were employed. Second, other
historical information was sought through the oalopen source searches that were conducted
according to the ECDB search protocol. Third, sesiraf leader communication were a focus
during the open source data collection. After ttigal open source search, if needed, targeted
searches were used for media websites such as Yeumwrder to uncover as much
communication information as possible. All of tindormation collected was applied to the

typologies in Appendix VIII and IX.

Leadership variables.

Organizational leadership variables.

A third group of variables captured leadership abtaristics in several different ways.
For a summary of how the leadership variables wpezationalized see Appendix IX.
Descriptive statistics for these variables arequméd in Table 3.5. The first leadership variable
was a dichotomous variable of whether or not tloaigis leader was removed (0/1) (Cronin,
2006, 2009a, 2009b; Hewitt, 2003; Harmon, 2008; g 1999; Jordan, 2009; McCauley,
2008; TTSRL, 200g If the leader was removed, then the circumstaondsr which the leader
was removed were captured with a categorical viaridh) leader was killed or violently

incapacitated (Cronin, 2006, 2009; Langdon e2804), (2) leader was arrested (Cronin, 2006,
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2009), (3) leader died from natural causes (Langda@l., 2004), (4) leader left the group
voluntarily (retired or resigned), (5) leader waed (Gephardt, 1978; Gilmore, 2003). Related
to the removal of the leader is the second leagexstriable that identified whether or not the
group was able to successfully transition the giolgadership once the leader left the group
(Cronin, 2006, 2009a, 2009b; McCauley, 2008; TTSRIQ8). It was a dichotomous measure
(0/1). The third leadership variable examined trganizational structure of leadership. This was
a categorical measure of the types of organizatieadership structures (bureaucratic with a
single leader, bureaucratic with a ruling countil)e(Beam, 1992; Chermak, 2002; Crenshaw,
1985; Horgan & Taylor, 1997; Kaplan & Weinburg, 89€ilberg, 2011, 2012; Mullins, 1988;
Wolf, 1978; Zawodny, 1983). These three leadershifables were all coded based on open

source information.
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Table 3.5

Organizational Leadership Descriptive Statistics ¥8ar Groups

Variable Frequency Percentage
Leader was Removed (N=275)

No 196 71.3%
Yes 79 28.7%
How Leader was Removed (N=79)

Leader was Killed/Violently Incapacitated 7 8.9%
Leader was Arrested 35 44.3%
Leader Died of Natural Causes 17 21.5%
Leader left Voluntarily 18 22.8%
Leader was Fired 1 4%
Organizational Leadership Structure (N=230)

Bureaucratic with Single Leader 178 77.4%
Bureaucratic with Governing Board 25 10.9%
Hub and Spoke 0 0.0%
Market Structure/Leaderless 21 9.1%
All Channel 6 2.6%
Leadership Transition (N=79)

Successfully Transitioned 40 50.6%
Did not Successfully Transition 39 49.4%

Leadership style.
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The final leadership variable “leadership stylehsisted of three separate measures. This
variable captured specific characteristics of irdinal leaders. Studies usually code leadership in
a dichotomous manner (see Mumford, 2006). A peiseither a charismatic leader or he is not;
a pragmatic leader or not, etc. It is quite pdsediiat such strict categorization overlooks caitic
nuances worth capturing when comparing across tehigetype. For example, it is possible that
not all charismatic leaders exhibit the same leveharismatic leadership as others. Even
though two leaders may both be charismatic leaderag may be “more charismatic” or “less
charismatic” than others. Further, even thoughadée may be considered a particular leadership
type, they may display some characteristics offardint leadership type. Conger and Kanungo
(1998) reported that non-charismatic leaders méybéxsome characteristics of charismatic
leaders, and Strange and Mumford (2002), repohtadnhixed type leaders exist and, those
exhibiting both ideological and charismatic mayaneeffective leadership type. Further, mixed
type leaders may be more closely aligned with iogichl leadership traits, but they may use
some charismatic leader traits to more effectiegticulate their vision. Because these types of
leaders exist, it is important to be able to deteenthe level of intensity with which a leader
exhibits certain leadership characteristics. Byigng these nuances, important insights into
how leadership types influence group death maydiegtignored. In order to account for these
mixed type leaders, a seven point scale was créatedch type of leadership based on Ligon
et. al, (2013). To account for these nuances, keacter received a score for each type of
leadership, charismatic, ideological and pragmaigon et. al (2013) was based on Mumford
(2006), and the use of these scales representdemsmn of Mumford’s leadership theory. The
scale is included in Appendix Xll. The charactecstvere coded based on open source

information that included published writings, spgees and interviews.
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A pilot study was conducted to test the scale. [€aders (10%) were randomly selected
from the overall sample of leaders. Each leadercwded by both the project leader and an
additional coder. Reliability estimates are presdnh Table 3.6. This pilot was conducted to not
only test the scale, but also to train the add#i@oder on how to identify different leadership
characteristics. Descriptive statistics and agerdrastimates for the pilot and the full study are
presented in Table 3.6. A correlation matrix fargl leadership types is presented in Appendix

X.
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Table 3.6

Individual Leadership Style Descriptive Statistics

Pilot Study Full Sample
Cronbach's Cronbach's
Leadership Style Min Max Mean S.D. Alpha Min Max Mean S.D. Alpha
Charismatic 0 4 1.100 1.524 0.973 0 7 1.170 2.112 9840
Ideological 2 7 5500 1.581 0.972 0 7 5.220 1.853 910
Pragmatic 0 5 2.900 1.370 0.863 0 7 2.510 1.863 530.9
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The descriptive statistics for the two samplesaflers are very similar, which suggests
that the leaders randomly selected for the piladgivere representative of the overall sample of
leaders. The minimum and maximum for each of tadéeship styles in the full sample range
from O to 7. This suggests that leaders vary adfwsstyle spectrum. For example, some are
highly charismatic (7), while others do not exh#uoity charismatic characteristics. These
descriptives also suggest that the average fatdeglder included in this study exhibited mainly
ideological traits, while also exhibiting charismeaand pragmatic characteristics to a lesser

extent.

Reliability

The accuracy and reliability of the coded datansmportant part of any research project.
The reliability of the original 275 groups that wencluded in the ECDB was ensured through
several steps. The first was through the trainingpders that were utilized on the project. Each
coder was trained on the meaning of variables. Eader then served a probationary period
during which each coder’s work was regularly checke accuracy. Once a coder successfully
completed the probationary period, their work wasqulically checked for accuracy by the
project manager. Once all the groups were codedlit ECDB, all the groups were then
checked for accuracy by a member of the reseaarh.tEinally, after the groups were checked
for accuracy by the research team member, they agam checked for accuracy by the project
manager. This multi-tiered reliability effort wasaessary due to the large amounts of
information contained in some of the group seailels.fBecause of the large amount of
information, variables of interest may be missedh®gycoder. By employing this multi-tiered

process, the chances of information being missexddiainished.
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The additional variables that were added for tihtgget to the original groups included in
the ECDB were also subjected to agreement cheeks.coders were utilized for this portion of
the project. The additional coder was trained o tecode the variables. Once all the
additional variables were added to the original BGiPpoups, 30 groups that were coded by the
second coder were randomly selected and testedtéosrrater agreement. These 30 groups were
then recoded by the project manager. The inter-egpeeement results for these groups are
included in Table 3.7.

Most of the added variables were scores simplyszbfsibm the source into the database.
For example, the measure for racial heterogenatypmverty were drawn from the census data,
and were simply copied into the database. The agreefor these measures would be expected
to be very high since little decision making on pagt of the coder was involved. Other
measures required the coder to make decisionstasitdo code a particular group. For
example, the measure of group ideology requireddlider to determine which of the three
categories would apply to each group. These typear@ables would be expected to be
somewhat lower in agreement than those that werglgicopied into the database.

Overall, the agreement estimates were found tcebgreliable. The estimate for the
internal factor variables was .987, while the eaterfor the external factor variables was .999.
Each individual variable was then checked for agpex®. All but one of the variables achieved
an agreement estimate greater than 0.9. Lost Gvteupbers only achieved a reliability estimate
of .562. It appears that this variable was simpiysad by the coder. Because the search files for
these groups often number in the hundreds of pageas not surprising that sometimes a
variable of interest might be missed. This variakées recoded, which corrected the agreement

issue and the agreement is now 1.
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Table 3.7

Agreement Estimates for Groups that Persisted foed Years

Variable Cronbach’s Alpha
Internal Factors .987
External Factors .999
Urban .940
Poverty Rate 977
Racial Heterogeneity .992
Government Ideology .999
Presidential Election Results 901
Police Intervention 1.000
Use of the Internet 1.000
Group Density .989
Group size 1.000
Factional Splitting 1.000
Lost Group Members 562
Lost Group Members corrected 1.000
Loss of Support 1.000

The inter-rater agreement was also assessed faBtgroups that were added that did
not survive for three years. The agreement refuithese groups are included in Table 3.8.
Thirty groups were randomly selected for inter—raigreement analysis. The agreement of these
groups was very good. The lowest agreement estifoaty variable was .909. This high level

of agreement was not surprising. The amount ofmédion included in the search files for these
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groups was much less than for the groups thatgtedsfor more than three years. Because of the

limited information available for these groups,rthe/as less chance that information that

pertained to a variable of interest might be missed

Table 3.8

Agreement Estimates for Groups that did not PefsrsThree Years
Variable Cronbach’s Alpha
Internal Factors .997
External Factors 1.000
Urban 1.000
Poverty Rate 1.000
Racial Heterogeneity .998
Government Ideology .993
Presidential Election Results .909
Police Intervention 912
Group Density .996
Loss of Support 1.000
Factional splitting 1.000
Lost Group Members 947
Use of the Internet 1.000
Group Size 1.000
Group Ideology .993

Inter-rater agreement was also assessed for dikdldership variables. The results for the

agreement estimates for the organizational leagevsiniables are presented in Table 3.9. One



coder other than the project manager was usedd® tt@ organizational leadership variables.
They received training on how to identify the peetit variables. Thirty of the more than three
year groups that were coded by the additional co#ee assessed for inter-rater agreement.
Leadership variables for the groups that did nogipefor three years are not included in the
analysis, so their agreement estimates are no e

One additional coder was also utilized to code éaatier’s style. Prior to coding, this
coder received extensive training on how to idgrdiid apply the seven point scales for each
leadership type. After receiving the training, #dsgitional coder coded several leaders and their
accuracy was checked by the project manager. \&likscrepancy between the project manager
and the additional coder was evident during thiaitrg period, the differences were discussed
until consensus was reached. The additional codsrtiaen allowed to code more leaders.
Twenty far-right leaders that were coded by theatawthl coder were selected to be tested for
inter-rater agreement. The agreement estimatdbdédndividual leadership styles are presented
in Table 3.10.

Overall, the inter-rater agreement for the orgatiinal leadership characteristics of the
groups that persisted for more than three yearggaad. The lowest agreement estimate was
.706. This variable was recoded. It is unknown wWhy particular variable was much lower than
the others. Because of the large amount of infaonancluded in the search files for many of
the groups that persisted for more than three ygappears the second coder overlooked this

particular variable. The remainder of the agreenestimates were over .9.
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Table 3.9

Agreement for Organizational Leadership VariableShree Year Groups

Variable Cronbach’s Alpha
Leader was Removed .955

How the Leader Was Removed .959
Leadership Transition .706

Group Leadership Structure 1.000

Agreement for the individual leadership styles wk® quite good. It was expected that
the agreement for these variables may be lowerftirathe other organizational leadership
variables because coding these variables requheeddder to determine how to categorize
certain behaviors while listening to hours of spscand interviews or reading literature, which

can lead to interpretation issues. However, akagrent estimates were over .9.

Table 3.10
Agreement Estimates for Individual Leadership Style
Leadership Style Cronbach’s Alpha
Charismatic .984
Ideological 916
Pragmatic .953
Analysis

This study consisted of several different analysdse first analysis utilized logistic
regression, consisted of four models and examinedelationship between external and internal
factors and group death for groups that persisietbhger than three years. Even though all of

these groups persisted for at least three years s6them died later. One hundred fifty-eight of
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the original 275 groups (57%) ceased to exist &féerng survived for three years. The first
model tested the relationship between the extéactdrs for these groups and whether or not the
organization died. The second model tested thenakéactors to see if they influenced
organizational death. The third model tested thegtiomship between organizational death and

all the significant external and internal varialiesn the previous models. The final model
tested the relationship between group participationolence and organizational death, while

controlling for all the external and internal facto

The second analysis also consisted of four modwlutilized logistic regression to
examine the external and internal factors thatrdmutied to a group failing to persist for three
years. The dependent variable for this analysisamdishotomous measure of whether or not a
group failed to persist for three years. This asiglyncludes all of the groups included in the data

collection. Four models similar to the first anadywere conducted.

The third analysis consisted of several modelsudiided logistic regression to examine
the external and internal factors that contributethe organizational death of specific groups.
The dependent variable for these analyses was gleafh. This analysis was done to determine
if differences existed between violent and noneamblgroups relative to correlates of
organizational death, and also to determine ikedéhces existed between groups adhering to

different ideologies.

The fourth analysis consisted of five models arnlizat logistic regression to examine
the influence of group and individual leadershipreleteristics on organizational death. The
dependent variable for all the models includedis &nalysis is the dichotomous measure of

organizational death. The first model will examihe relationship of leadership removal and
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organizational leadership structures and orgamaatideath. The second model will test the
relationship between several different ways thatlées may be removed and organizational
death. The relationship between a group’s abititiransition leadership will be examined in the
third model. The fourth model will examine whetlegtividual leadership characteristics impact
group organizational death. The final model widittthe relationship between all previously

significant external, internal and leadership Malga and organizational death.

Conclusion

Correlates of organizational death were testedgusskisting data and also through an
original data collection. The information from theups contained in the ECDB that survived
for at least three years were used, as well adateecollected on the groups that did not persist
for three years. Logistic regression was useddbebeternal and internal factors of organizational
death, and also leadership’s influence on orgaiozalt death. These analyses have not
previously been conducted for domestic far-rightemist groups and should provide interesting

new insights into these groups.
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Chapter 4

The purpose of this chapter is to address thet¥irs research questions that examine the
relationship between external and internal factord the organizational death of domestic far-
right extremist groups. The first question focuseshe relationship between external and
internal factors and group death for groups thagipted for longer than three years. The second
research question examines the role of externairdaachal factors in whether or not a group
died prior to existing for three years. The firattpof this chapter presents the results for the
groups that persisted longer than three years.gdsgistic regression, each of these correlates
(see Appendix V and VI) were tested against theeddent variable of organizational death. The
second part of this chapter presents the resul@llfthe groups. Logistic regression was also
used to test the relationship between the extamalinternal factors and whether or not an
organization died prior to reaching three yearagd. Because the literature has been
inconsistent as to whether external factors, irtfiarctors, or a combination of both types of
factors is more important in group death, the figgi for the external and internal factors will be
presented separately. Any statistically signifidaactors from those models will then be
combined into a final model. The final section lmktchapter will use logistic regression to
examine specific types of groups to determineffetences exist in how external and internal
factors may influence the organizational deathasfipular types of groups (violent vs. non-

violent etc.)
External and Internal Factors for Groups that Persisted Longer than Three Years
The findings from this analysis will be presentedaur sections. The first section

discusses the external factors and their relatipngtth organizational death. The second section
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will discuss the relationship between internal dastand organizational death. The third section
will discuss the relationship between all the digant factors from the two previous models and
organizational death. The final section will dissughether or not a group’s participation in
violence influenced organizational death. Eachigeatill present the findings from that
particular model, as well as discuss findings téii@st and how those relate to the current state

of understanding of organizational death of extstmgroups.
External factors.

Both the organizational and the terrorism/extremlisenature identified external factors
as important in contributing to group longevity.wiver, researchers have been unable to
consistently identify which external factors aregodater importance in organizational death.
Further, the terrorism and extremism literaturesdoet incorporate factors described in the
larger organizational literature. Since there is/\Jitle consistency within and between the
organizational and terrorism/extremism literat@eyide variety of factors were included in this
analysis. The following external factors were imgd in this model: whether a group occurred
in an urban environment, county poverty rate, cpuatial heterogeneity, government ideology,
presidential election results, group density, lofssutside support, whether the group utilized the
Internet and whether or not a group was disrupyepldiice intervention. Only two proved to
significantly influence the death of far-right orgzations. The overall model Chi-Square
(108.079) was significant at the .001 level. Aduhally, the overall model provided a

Nagelkerke R-squared of .456ull model results are shown in Table 4.1.

2 All models in this chapter were subjected to oelirity diagnostics. All variable inflation factaiéIF) were less
than 2.5.
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Two external factors proved to significantly infhge the organizational death for
extremist groups that survived three years or lanbee first was the national level political
environment in which the group occurred. This cegdduvhether the group occurred in a red
(Republican), blue (Democrat), or purple (mixedtst defined by the presidential election
results during the group’s existence. This variatds dummy coded, and purple states served as
the reference category. Groups that occurred testhat were strictly blue or red were more
likely to die than groups that occurred in staked varied in their political support. While she
looked at group mobilization, rather than grouptde&illiard-Matthews (2011) found that some
white supremacist groups were negatively affectedtates whose citizens who held more
liberal ideologies (blue states). Similarly, sharfd that red states seemed to support some far-
right ideological groups. This analysis found tbi@tes with a liberal ideology and also those
states with a more conservative ideology were anppsrtive of group persistence, when
compared to those states with a varying politidablogy. This finding contradicts previous
research that reported that states with a moreecoatve ideology were generally more

supportive of far-right ideologies (Gilliard-Matthes, 2011; Hamm, 2007).

In addition, her study did not, nor has any othacspunted for states that varied in their
political views (purple states). She coded stasesither “red” or “blue”. This type of coding
scheme does not account for political ideologi@s thay change over time. This study found
that groups located in “purple” states were ldsslyito die when compared to those located in
“red” or “blue” states. Because the citizens ofsthetates vary in their political views, it is
possible that these states are more tolerant fefrii§) political ideas, and subsequently more
tolerant of far-right ideologies and groups. Sigoée a few states have changed their political

views (and sometimes changed them back), thiscpiéatifinding warrants future research. A
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more in-depth examination of the particular nuarassociated with these types of states may
provide important insights into how political viewfect the longevity of domestic far-right
extremist groups. Interestingly, the measure ekgoment ideology, which measured the state
level ideologies of elected officials, did not hareimpact on group death. This finding is
similar to Gilliard-Matthews (2011), who found tretmetimes one type of political ideology

would influence group mobilization, but not anothgye.

The adoption of new technology, specifically theetnet, also influenced whether a
group died. Not surprisingly, not using the Intérwas strongly associated with group death.
Groups that did not utilize the Internet were mideely to die than were those that utilized the
Internet. The Internet has allowed far-right grotgsicrease their recruiting, networking,
information sharing and fundraising efforts, alvdifich could contribute to an organization
persisting (Conway, 2006; Weimann, 2004, 2006).ugsahat did not use the Internet would be

at a definite disadvantage to those that do utiheelnternet.

Internal factors.

Next, certain internal characteristics were testedetermine whether they were
correlated with the organizational death of donadfsii-right extremist groups. Four internal
characteristics were included in this study: famaiosplitting, group size, group ideology and
whether the group lost members due to amnestyhdieaprisonment or disenchantment. Even
though the loss of group members are captured thyfaotional splitting and losing group
members to amnesty, death, imprisonment or diserictent, these two variables differ in the
circumstances under which members leave the gfagiional splitting only captures when

group members leave the group to form another gnoesyally due to disagreements or
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infighting; while losing group members is a moragel category of how groups may lose
members. For example, a group may lose membersinipy tire of the far-right movement, or
the group in general, but do not leave in orddotm a new group (disenchantment). Even if
these members later choose to join another grbey,do not leave the original group in order to
form their own group, which would be factional #joig. Whether a group experienced factional
splitting and group size significantly influencdgktorganizational death of domestic far-right
extremist groups. The overall Chi-Square (37.8983 significant at the .001 level. The model

produced a Nagelkerke R-squared of .194. Full moselits are presented in Table 4.1

The first significant characteristic was whethenot a group suffered from factional
splitting. The prevalence of factional splittingtknn terrorist and extremist groups was
discussed frequently in prior research (Cronin,220®organ, 2009; Jones & Libicki, 2008;
McCauley, 2008; Oots, 1989; TTSRL, 2008). Not sisipgly, this variable significantly
influenced the organizational death of domesticeswist groups. Groups that suffered from
factional splitting were more likely to die thanm@egroups who did not suffer from factional
splitting. Groups that have this type of internaaos would certainly be more at risk for

organizational failure, than groups that are meable (Hager et al., 2009).

The second internal characteristic that signifigamfluenced the organizational death of
domestic far-right extremist groups was group $Pzevious studies have been inconclusive as
to whether or not group size influences group lemtgeThis study supported Jones and Libicki
(2008) who found that larger groups were lessYyikelend than were smaller groups. Jones and
Libicki (2008) also wondered if a large group siz&s simply a result of surviving for a longer

period of time, and did not actually have anythioglo with actual group longevity. This study
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does not answer that question, but it does proswigence that a large group size makes a group

less likely to die.

It should be noted that losing group members aligioas ideology are significant at the

.1 level of significance. While these variables aoé significant at the .05 level of significance,

this model does suggest that they do play a someawipartant role in whether or not a group

lives or dies.

Table 4.1

External and Internal Characteristics of Organizatal Death

External Internal
Variable B Sig. Exp(B) B Sig. Exp(B)
Urban -0.341 0494 0.711
Poverty Rate -1.233 0.742 0.291
Racial Heterogeneity  -0.592  0.590 0.55%3
Government Ideology  0.009 0.319 1.009
Group Density 0.017 0.292 1.01y
Police Intervention -0.500 0.178 0.607
Lost Public Support 0.640 0.595 1.897
Blue Staté 0.838  .045** 2.311
Red Statd 1.299 .001*** 3.665
Did not use Internet 3.017 .000***20.436
Factional Splitting 1.259 .021** 3.523
Group Size 2.270 .000***  9.677
Political Ideolog$ -0.296 0.426  0.744
Religious Ideology -0.781  .076* 0.458
Lost Group Members -0.798  .060* 0.450
Constant -1.381 077 0.251 -1.503 .010*  0.222
Chi-Square 101.734.000*** 37.898 .000***
Nagelkerke R-
Squared 0.434 0.194

®Purple State as reference group

PYouth Cultural Ideology as reference group
*p<.1,**p<.05,***p<.001

Combined significant external and internal factors.
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The previously presented results showed the oglstiips between external
characteristics and internal characteristics sépigradiowever, groups probably are not
influenced only by external characteristics orling characteristics. Prior research has
suggested that both external and internal factoutdanfluence a group at the same time and
contribute to that group’s demise (Miller, 1977; iy & Meyers, 2008; Schendel, Patton &
Riggs, 1976; Shuchman & White, 1995; Slatter, 1Z8dimerman, 1991). Because external and
internal factors may impact the group simultanegual previous statistically significant

internal and external factors were combined int® tmodel.

For the most part, the results from this modetanithose from the previous two models.
Full results from this analysis are presented ibl@4.2. Use of the Internet, factional splitting,
group size and being located in a red state dlkginificantly influenced the organizational
death of domestic far-right extremist groups, whkiatrolling for all other external and internal
variables. Interestingly, being located in a bltaeswas no longer significant at the .05 level of
significance. The group size variable moderatedétaionship between being located in a blue
state and organizational death. In the previousreat only model, being located in a blue state
was significant (.045). Once all the significantttass were combined in the full model, it was no
longer as significant at the .05 level of significa (.072). The overall Chi-Square model

(119.625) was significant at the .001 level of gfigance. The Nagelkerke R-Squared was .536.
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Table 4.2

Significant Characteristics and Organizational Dieat

0.05 0.1
Variable B Sig. Exp(B) B Sig. Exp(B)
Blue Staté 0.885 0.072*  2.422 0.826 0.060* 2.284
Red Staté 1.680 0.000*** 5.367 1.370 0.002**  3.934
Did not use the
Internet 3.292 0.000*** 26.894| 3.086 0.000*** 21.893
Factional Splitting 1.628 0.016** 5.092 1.500 0.620 4.480
Group Size 2.078 0.000*** 7.985 2.062 0.000*** 7.858
Lost Group Members -1.136  0.030** 0.321
Religious Ideology -0.112 0.795 0.894
Constant -3.491 .000***  0.030 -3.328 0.000*** 0.036
Model Chi-Square 119.6250.000*** 116.461 .000***
Nagelkerke R-
Squared 0.536 0.520

®Purple State as Reference
*p<.1, **p<.05,***p<.001

Violence.

Because this study includes both violent and nofemt groups, determining whether or
not group participation in violence influences wietor not a group lives or dies is important.
Full model results are presented in Table 4.3. &yigpating in violence, groups would
potentially be exposing themselves to an increas&adf police intervention, loss of public
support and loss of group members to death andsompnent. Further, prior research has noted
that an increased organizational capacity increlsedhances that a group participated in
violence. Organizational capacity increases aspggd@come better organized as they age and
grow larger (Chermak et al. 2013). First the relaghip between group participation in violence
and organizational death was examined with onlyettternal factors. Group participation in
violence was found to be negatively related to nizitional death. Second, group participation

in violence was examined with only the internaltéas. In this case, it was found to not
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significantly influence organizational death. Tieaf model included all previous significant
variables. Group participation in violence was fdua negatively influence whether or not a
group lives or dies.

This finding is interesting, because the directibthe relationship was not what was
expected. By participating in violence, groups pttdly open themselves up to increased
attention from law enforcement and public backlaghich could both have potentially negative
effects on the group’s viability. However, priosearch has found that older and larger groups
were more likely to participate in violence (Chekng al., 2013). It is possible, that because all
of these groups persisted for at least three ydasgroups that participated in violence had
matured and grown to a point where they could wathd any negative consequences that might
occur as a result of participating in violence,lsas police intervention or negative public
backlash.

Blomberg et al. (2010) and Chermak et al. (20183ussed the fact that some groups
may commit only one violent attack, while othersyrsammit multiple attacks. In an attempt to
delve deeper into the effect group participationiolence has on organizational death, an
additional violence variable was added-repeat wnicge This variable captured groups that
participated in more than one violent attack. Twegight of the groups committed more than
one violent attack. When the relationship betwegaizational death and this type of violence
was examined, the results were similar to thahefregular violence variable. The commission
of more than one violent attack was negativelytegeldo organizational death. The fact that
group violence is negatively related to group ddathboth single offenders and multiple

offenders, is a very interesting finding that slibloé explored further in future research.
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Table 4.3

Violence and Organizational Death > 3 Year Groups

External Internal All Significant Factors (.05)
Variable B Sig. Exp(B) B Sig. Exp(B) B Sig. Exp(B)
Urban -0.525 0.312 0.592
Poverty Rate -1.348 0.725 0.26
Racial Heterogeneity -0.394 0.723 0.675
Government
Ideology 0.009 0.350 1.009
Group Density 0.014 0.410 1.014
Police Intervention 0.218 0.651 1.243
Loss of Support 0.206 0.869 1.228
Blue Staté 0.902 0.035** 2.464 0.934 .033** 2.543
Red Statd 1.274  0.002**  3.575 1.353 .002** 3.870
Did not use Internet 3.053 0.000*** 21.17 3.119.000***  22.624
Group Violent -1.322  0.013* 0.267, -0.488 0.259 ne6 | -1.106 .017** 0.331
Political Ideology -0.365  0.340 0.694
Religious Ideology -0.868  .054* 0.420
Lost Group Members -0.495 0.320 0.609
Factional Splitting 1.281 .020** 3.599 1.451 .022** 4.267
Group Size 2.223  .000*** 9.236 1.922 .001*** 6.838
Constant -1.159 0.152 0.314 -1.337  .026** 0.263 198. .000*** 0.041
Chi-Square 107.253 0.000*** 39.285 .000*** 117.147.000***
Nagelkerke R-
Squared 0.457 0.202 0.526
®Purple State as reference group
®Youth Cultural Ideology as reference group
*p<.1,**p<.05,***p<.001

100



Results of External and Internal Factors for all Groups

The second analysis for this dissertation explevkdt internal and external factors may
contribute to a domestic far-right organizationrdyprior to reaching three years of age. This
section will also be presented in four parts. Titet part will present the results for the external
factors. The second part will present the resoitste internal factors. The third part will presen
the results for all the factors combined. Finalhg results for whether or not group violence
influenced organizational death will be presenteatch part will present the results from that

particular model, highlighting findings of interest

External factors.

This model examined the relationship between stereal factors and whether or not a
group failed to survive past its second year o$texice. The following external factors were
included in this analysis: whether a group occumeah urban environment; county poverty
rate, county racial heterogeneity, government ioigy| whether a group resided in a blue state,
group density, loss of outside support, whethegtioeip utilized the Internet and whether or not
a group had a police intervention. For this analylsecause none of the groups that failed to
survive for three years were located in a purpéestgroups were only coded as to whether or
not they were located in red or blue states. Fasdlthat were previously located in purple
states, groups were recoded as to the resulte ahtist recent presidential election during which
they were alive. Two of these factors were sigaific use of the Internet and police intervention.

The overall Chi-Square model was significant (78)1#& the .001 level of significance. The
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model also produced a Nagelkerke R-Squared of.Z38 model results are presented in Table

4.4,

A group’s use of the Internet significantly impatighether or not they died prior to
their third birthday. Groups that did not utilizestinternet were more likely to die prior to
existing for three years than were those groupsutilezed the Internet. This finding supports
prior research that showed that the Internet alkbd@mestic far-right extremist groups to more
effectively fundraise, recruit and share informatiban those groups that did not (Conway,
2006; Weimann, 2004, 2006). Being able to raiseay@nd recruit new members more

effectively should help a group survive.

The second significant variable was whether orangtoup experienced a police
intervention. While this variable was significaiitwas not in the direction that was expected.
Groups that experienced police intervention wereentigely to survive past their second year of
existence. At first glance, this result seems caumtuitive. One would hypothesize that police
intervention would be a significant reason why augrwould fail to survive for very long.
However, in order for a group to come to the aitenof the police, they must do something
noteworthy that would attract the attention of kmforcement. If groups do not survive very
long, they very well may not have had time to caridenough events or activities that would
attract the attention of law enforcement. Convegrslgroup that has survived for three years or
longer would potentially be more organized, haveemmoembers and be able to conduct more
activities that would draw attention to themselfresn law enforcement. This is not to say that

law enforcement intervention cannot cause the defaghshort-lived organization. These results

3 All models in this analysis were subjected toinetarity diagnostics. All VIF were less than 2.5.
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simply suggest that something other than law eefoent intervention more commonly dealt a

death blow to organizations prior to occurring tluree years.

This finding also contradicts Jones and Libicki@&pthat found that police intervention
was effective at ending terrorist groups. Howeitas, important to note that Jones and Libicki
(2008) focused on violent, transnational terragistups. Police strategies to combat a violent,
transnational terrorist group may be quite difféttian a homicide investigation involving a few
members of a domestic far-right extremist grougs istinction between the types of groups
must be taken into consideration when interpretinmg result. None of the other external factors

were found to significantly impact whether or nodgps survive to their third birthday.

Internal factors.

The second model tested internal factors to detexrtiieir relationship to whether or not
a group dissolves prior to surviving for three wedihe following variables were included in this
model: factional splitting, group ideology, and e the group lost members. Group size was
not able to be tested because only one group tinaved less than three years reached 200
members. The overall Chi-Square model (28.421)sigsficant at the .001 level of
significance. The model also provided a Nagelk&kequared of .103. The full results from this

analysis are included in Table 4.4.

The first variable that was significant was grodealogy. Groups that adhered to a
political or religious group ideology were signdiatly less likely to die prior to surviving three
years when compared to groups that adhered toth galtural group ideology. While Berlet
and Vysotsky (2006) identified several subcultwésin the youth cultural ideology, a major

component of groups that adhere to this type aflagy are skinhead groups. Skinheads are
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notoriously volatile and therefore are often shimed (Moore, 1993). These results support prior
literature that these types of groups generallpatopersist for extended periods of time (Moore,
1993). This finding also supports previous reseé#nahsuggested that those groups that adhered
to a religious ideology may be more likely to psrélecause spiritually based motivations are

not easily abandoned (Rapoport, 1984; Jones & kibRO08). While this finding does support
this notion, it does not suggest that religiousugowould be the longest lived organizations.
This finding only suggests that religious and pcdit groups have a lower chance of dying prior

to three years than do groups that adhere to dymitural ideology.

The other variable that significantly impacted wiegtor not a group perished prior to its
third birthday was if they lost group members tanasty, death, imprisonment or
disenchantment. However, this variable was nedatretated to a group dying prior to existing
for three years. This result contradicts researahguggested that losing members in this fashion
was detrimental to an organization’s survival (Gnp2009a; Freilich et al., 2009; Hewitt, 2003;
Hudson, 1999; McCauley, 2008; Moghadam, 2012; TT.SRID8). However, it is important to
note that previous studies generally included atdier, larger groups, and did not include
groups that existed for only a short time. Simitathe discussion on police intervention in the
previous section, the most plausible explanatioriHis is that in general groups simply did not
survive long enough to have members die, be impedmr become disenchanted with the group
or movement. Because of this, the fact that thisabée was negatively related to a group dying

in two years or less should be interpreted witheaaution.

Significant factors.
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As previously discussed, both external and intefianabrs could contribute to a group’s
demise at the same time ((Miller, 1977; Murphy &ydes, 2008; Schendel et. al, 1976;
Shuchman & White, 1995; Slatter, 1984; Zimmerm&$91). Because external and internal
factors may impact the group simultaneously, almus statistically significant internal and
external factors were combined into this modell Fuddel results are presented in Table 4.4.
The overall Chi-Square model (91.891) was significe the .001 level of significance. The
model also provided a Nagelkerke R-Squared of .34bof the variables that were statistically
significant in the prior models remained signifitanthis model, except for Lost Group

Members.
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Table 4.4

External, Internal and Significant Factors and DyiRrior to Three Years

External Internal © All Significant
Variable B Sig. Exp(B) B Sig. Exp(B) B Sig. Exp(B)
Urban 0.073 0.845 1.076
Poverty Rate -0.291 0.917 0.747
Racial Heterogeneity -0.080 0.923 0.923
Government Ideology 0.006 0.312 1.006
Group Density -0.004 0.725 0.996
Police Intervention -0.925 .002**  0.397 -1.577 018 0.207
Lost Public Support -0.225 0.774 0.798
Blue Staté -0.253 0.326 0.777
Did not use Internet 1.942 .000*** 6.976 1.899 .000*** 6.676
Factional Splitting -0.486 0.290 0.61b
Political Ideolog)9 -1.015 .000*** 0.362 | -0.767 .016** 0.464
Religious Ideolog¥y -1.495 .000*** 0.224 | -1.351 .003** 0.259
Lost Group Members -1.132 .003* 0.322 0.161 0.7751.714
Constant -1.841  .002** 0.159 0.279 0.196 1.32 1B.7 0.305 0.489

Chi-Square

Nagelkerke R-Squared

72.196.000***
0.235

0.103

28.421 .000***

91.891 .000***

0.315

%0nly blue and red states included-no groups exist@dirple states
PYouth Cultural Ideology as reference group

“Group Size not included due to a lack of variation

*#*p<,05, **p<.001
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Group Violence.

This study includes both violent and non-violerdigys that existed for varying lengths
of time. Even though violence was found to be aifitant predictor of group death for groups
that persisted for longer than three years, it wdgiown whether or not a group’s participation
in violence influenced whether or not the groupddpeior to existing for three years. This model
tested whether or not a group’s participation wiemce influenced whether or not they died
prior to three years of age. The first model exadigroup violence with the external factors.
The second model examined group violence with maeiactors, and the final model examined
group violence with all previously significant valbiles. Full results are presented in Table 4.5.

In the first model, group participation in violena@s not significant. The only variable
that was significant was whether or not a groufizetl the Internet. In the second model, group
participation in violence was negatively relatedlying prior to three years. Additionally, both
political and religious ideologies were negativediated to dying prior to three years, when
youth cultural ideology was the reference categdhe final model produced an overall Chi-
Square of (70.387), which was significant at th@l.vel of significance and produced a
Nagelkerke R-Squared of .231. Similar to the grabps persisted for longer than three years, a
group’s participation in violence did significantlyfluence whether or not a group died prior to
three years of age. For these groups, it was mptising that group participation in violence was
negatively related to dying prior to existing forg¢e years. This finding appears to be driven by
the larger, older groups with an increased orgdiozal capacity that survived more than three
years. As stated previously, larger, older groupy bre more able to conduct violent attacks
(Chermak et al., 2013). This is not to say thatngpgroups cannot participate in violent attacks,

but rather, older, larger groups are better equigpecarry out such attacks.
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Table 4.5

Violence and Organizational Death All Groups

External Internal © All Significant

Variable B Sig. Exp(B) B Sig. Exp(B) B Sig. Exp(B)
Urban -0.036  0.925 0.965
Poverty Rate -0.277 0.921 0.758
Racial Heterogeneity -0.094 0.912 0.910
Government Ideology 0.008 0.211 1.008
Group Density -0.001 0.958 0.999
Police Intervention -0.548 0.142 0.578
Loss of Support -0.232 0.765 0.793
Blue Staté -0.321 0.225 0.726
Did not use Internet 1.949 .000*** 7.022 1.706 .000*** 5.505
Group Violent -0.328  0.447 0.720 -1.042 .013* (B35 -1.000 .004** 0.368
Political Ideology -1.136  .000*** 0.321 -0.564 037** 0.569
Religious Ideolog¥y -1.712  .000*** 0.181 -1.123 .006** 0.325
Factional Splitting -0.333  0.478 0.717
Lost Group Members -0.380 0.412 0.684
Constant -1.953 .001*** 0.142 | 0.375 0.106 1.454 -1.308  .000***  0.270
Chi-Square 66.434.000*** 34.314 .000*** 70.387  .000***
Nagelkerke R-Squared 0.227 0.128 0.231

%0nly blue and red states included in this analys$is< 3 yr groups existed in a purple state.
PYouth Cultural Ideology reference category
“Group Size not included due to lack of variatior<iByr groups

**p<.05,+*p<.001
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Results of External and Internal Factors on Specifi Groups

The first two analyses in this dissertation wenpartant because to this point, no one
had examined which factors may influence whetheugs live or die. Therefore, it was
important to include as many different variablepassible in those models to begin to
determine empirically what does and does not imiteethe death of domestic far-right extremist
groups. However, the American far-right is not alogenous movement, where all groups
adhere to the same exact ideology and participatteei same exact activities. Because of this
variation, analyzing how different types of grogwe influenced by these external and internal
factors is important to determine whether certatidrs may more readily cause the
organizational death of certain types of groupss Tiext analysis tested how external and
internal factors may influence the organizatioreatth for specific types of far-right extremist

groups.

Violent groups.

Even though group participation in violence wasfoand to significantly influence
whether a group died, groups that participate atevice may be impacted by different external
and internal factors than those that do not pa«ie in violence. The first model examined the
relationship between all external and internaldesstand group death for violent groups that
persisted for longer than three years. Full moeglits are presented in Table 4.6. The overall
Chi-Square (40.451) was significant at the .00&lle¥ significance. This model produced a

Nagelkerke R-squared of .698.

Three variables were found to significantly infleerthe organizational death of violent

groups that persisted for more than three years. diihe variables found to be significant were
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consistent with the general model for groups tleasigted for more than three years. Being
located in a red state and use of the Internet infitrenced whether or not violent groups died.
However, the third variable that was found to digantly influence the organizational death of
violent groups was police intervention. This valgalas not found to be significant in the
general model. Violent groups that experiencedceadhtervention were more likely to die than
violent groups that did not have police interventidhis finding was not surprising. The chances

that a group that commits violence would encouptdice intervention should be fairly high.

Similar analyses were conducted examining non-rmiaieoups that persisted for more
than three years. Results are presented in Tabld HBe overall Chi-Square (97.017) was
significant at the .001 level, and the NagelkerkBdqriared was .567. Being located in a red
state, group size, not using the Internet anddaatisplitting were all found to significantly
influence the organizational death of non-violemups. These findings were consistent with the
general analysis of groups that persisted for lotiggn three years. Interestingly, group size was

significant for the general model and for non-vidlgroups, but not for violent groups.

Violent and non-violent groups were also examirwdlie full sample of groups. Not
using the Internet was the only significant fagtothe full sample of violent groups, while not
using the Internet and factional splitting weretbfmund to be significant for the full sample of
non-violent groups. These findings were consistétit the general model that examined the full

sample of groups.
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Table 4.6

External and Internal Factors for Violent and NoreMnt Groups

Violent Non-Violent
Variables B S.E Sig. Exp(B) B S.E. Sig. Exp(B)
Urban -1.213 2.530 0.632 0.297 -0.954 0.678.159 0.385
Poverty Rate -5.709 21.194 0.788 0.003 | -1.300 4.976 0.794 0.272
Racial Heterogeneity 0.240 4.185 0.954 1.271 0.63489 0.658 1.933
Government Ideology  0.103 0.059  0.082* 1.108 0.0I2013 0.338 1.012
Group Density 0.065 0.058 0.262 1.06Y7 0.009 0.020.684 1.009
Police Intervention 6.530 2.961 0.027** 685.646 323 0.703 0.637 1.394
Blue Staté 1.174 1.256 0.350 3.236 0.635 0.5920.284 1.887
Red Statd 6.926 2.803 0.013** 1018.0911.332 0.550 0.015* 3.787
Did not use Internet 3.037 1470 0.039* 20.834 88.4 0.598 0.000*** 32.734
Factional Splitting 2.484 2.039 0.223 11.993  2.13¥997 0.032** 8.473
Group Size 1.112 1.208 0.357 3.040 2.871 0.90002**  17.655
Political Ideology 2810 1.741 0.107 16.61( 0.230 0.6620.728 1.259
Religious Ideology 6.392 3.431 0.062* 596.941 -0.200 0.7510.790 0.819
Lost Group Members -0.944 1.155 0.414 0.389 -1.0¥378 0.435 0.341
Constant 16.546 7.755 0.033* 0.000 | -4.235 1.4360.003** 0.014
Model Chi-Square 40.541 0.000*** 97.017 0.000***
Nagelkerke R-Squared  0.698 0.567
®Purple State reference group
PYouth Cultural Ideology as reference group
*p<.l, **p<.05, **p<.001
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Group ideology.

One of the most obvious ways that groups may vany feach other is in their specific
group ideology. Various typological systems haverbemployed to categorize the domestic far-
right (See Baysinger, 2005; Kaplan, 1995; SPLC 2201 examples). As discussed earlier, the
typology utilized for this dissertation is the oget forth by Berlet and Vysotsky (2006) that
categorizes groups as political, religious or yeutiural. Each of these groups has specific
ideological traits and behaviors that are spedtifitheir particular type of group ideology. Since
these groups vary in their specific far-right bisliand activities, it is possible that they may be
differentially influenced by the external and imtak factors that have been examined in this
dissertation relative to organizational death his model, each type of ideology was examined
to determine whether differences existed betweenyjbes relative to the correlates of
organizational death. First the groups that pexdigtr more than three years were examined,

and then all the groups were tested.

Three year results.

Youth cultural groups produced interesting resttdl model results are presented in
Table 4.7. The overall Chi-Square (29.806) wasiBggmt (.002) and produced a Nagelkerke R-
Squared of .544. Two factors were found to be &anit. The first was not using the Internet.
This finding was the same as in all previous madatsrestingly, the county poverty rate was
found to negatively influence the organizationattieof youth cultural groups that persisted for
more than three years, which means that as pokagdy increase, organizational death would
decrease. This is consistent with previous resgaatisuggested that increased poverty rates

would increase group mobilization rates (Floridal2; Gilliard-Matthews, 2011). Further, this
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finding may be specific to youth cultural groupsda the prevalence of skinhead groups within
this ideology. Skinhead groups commonly consistiséffected youths, who are rebelling
against what is perceived to be an unfair sociglyare, 1993). If youths live in areas of higher
poverty, they may more readily not only join, beitrain in skinhead type groups.

Political and religious groups were also examilesults are presented in Table 4.7.
Being located in a red state, group size and naguke Internet were all found to significantly
influence the organizational death of political gps, while only not using the Internet was
found to influence the organizational death ofgielis groups. The results from these models

were consistent with the general findings fromiearhodels.
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Table 4.7

All Factors by Ideology >3 Year Groups

Youth Cultural Religious Political
Variable B Sig. Exp(B) B Sig. Exp(B) B Sig. Exp(B)
Urban -1.333  0.498 0.264 0.633 0.676 1.888 -0.870 .320 0.419
Poverty Rate 21.957 .043*  0.000 33.063 0.145 2i29F| -6.036 0.304 0.002
Racial
Heterogeneity -0.231  0.933 0.7938 -7.967 .068* 0.000 1.339 0.485 3.815
Government
Ideology -0.005 0.840 0.995 -0.006 0.877 0.994 ®.01 0.265 1.018
Group Density 0.014 0.685 1.015 0.096 0.015 1.101 .0210 0.468 1.021
Police Intervention -1.739  0.121 0.176 0.864 0.599 2.372 0.706 0.359 2.025
Blue Staté 1.370 0.207 3.937 1.547 0.312 4.699 0.562 0.440 7531.
Red Statd 2.042 .084* 7.706 1.882 0.231 6.564 1.431 .030** .184
Loss of SuppoPt -0.265 0.939 0.767 -2.067 0.366 0.127
Did not use Internet  3.751 .001*** 42.565 3.198 501 24.479 4.064 .000*** 58.209
Factional Splitting 1.927 0.201 6.871 3.185 0.209 4.136 0.740 0.484 2.095
Lost Group
Member§ 0.633  0.533 1.884 -1.761 0.171 0.172
Group Sizé 0.437 0.798 1.548 2.344 .004** 10.418
Constant 1.495 0.555 4.461 -6.647 .067* 0.001 8.81 .006** 0.022
Model Chi-Square 29.806 0.002** 29.674 .003** 77412 0.000***
Nagelkerke R-
Squared 0.544 0.625 0.604

®Purple State as reference group
®Not included in model due to lack of variation iough cultural groups
°Not included in model due to lack of variation @ligious groups

9Not included in model due to lack of variation iough cultural groups
*p<.l, **p<.05, ***p<.001
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All groups.

The factors that influence organizational deathensdso examined for each group
ideology for the entire sample of groups. Youthtumall groups again produced results of
interest. The overall Chi-Square (42.164) was §icant at .001 and produced a Nagelkerke R-
Squared of .494. Full model results are presemiddble 4.8. As was expected, not using the
Internet was again significant. Police interventwaas also significant for this ideological set of
groups. Police intervention was negatively relatedroup death, meaning that groups that had
police intervention were less likely to die thanghk that did not have police intervention. This is
an interesting finding because police interventtoa strategy employed frequently to combat
terrorist and extremist groups (Jones & LibickiD8R In this case, it seems to work in the
opposite direction and could be having a galvagizfiect on these groups. A common
component of the far-right ideology is anti-goveemnand anti-police sentiments (Suttmoeller,
Gruenewald, Chermak & Freilich, 2013). These graupy be suffering from police
intervention, but instead of causing them to dish@appears to be solidifying their resolve
against a perceived enemy.

An examination of religious groups also producenhs interesting results. The overall
Chi-Square (34.970) was significant at the .001 @nodluced a Nagelkerke R-Squared of .571.
The full model results are presented in Table Kh.&ddition to not using the Internet being
significant, the county level measure of raciaenegeneity was also significant for religious
groups. Racial heterogeneity was negatively reledegtoup death for the full sample of
religious groups, which means that as diversityinithe county increases, group death
decreases. This supports McVeigh (2004) who fabatlas white supremacists come in contact

with more people of other races, feelings of ungd@#ness or animosity may increase. These
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increased feelings of unpleasantness and animosity increase group mobilization and
recruitment, which in turn would reduce the chamufes group dying. Groups that adhered to a
political ideology were also examined. This modelduced a Chi-Square (37.156) that was
significant at the .001, and a Nagelkerke R-Squafed@58. Only group size and not using the

Internet were found to significantly influence therganizational death.
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Table 4.8

All Factors by Ideology for All Groups

Youth Cultural Religious” Political
Variables B Sig. Exp(B) B Sig. Exp(B) B Sig. Exp(B)
Urban -0.564 0.701 0.569 0.690 0.549 1.993 -0.579 .288 0.560
Poverty Rate -9.567 0.253 0.000 21.475 0.132 2.1P0-3.586 0.376 0.028
Racial Heterogeneity  0.856 0.733 2.354 -6.217 .047* 0.002 -0.860 0.500 0.423
Government
Ideology 0.007 0.729 1.007 -0.009 0.658 0.991 0.002 0.865 1.002
Group Density -0.027 0.335 0.974 0.075 077* 1.078 0.025 0.201 1.026
Police Intervention -2.510 .011** 0.081 0.736 0.482 2.089 -0.942 0.105 0.390
Blue Staté -1.155  0.209 0.315 -0.350 0.706 0.70b -0.218 0.568 0.804
Did not use Internet 3.429 .000***  30.858 4.142 1019)0) 62.957 2.041 .000*** 7.698
Factional Splitting 1.300 0.317 3.668 0.150 0.812 1.162
Lost Group
Members 0.312 0.715 1.366 0.776 0.397 2.173
Constant 2.642 0.158 14.041 -3.166 0.168 0.042 651.0 0.228 0.345
Model Chi-Square 42.164 .000*** 34.970 .000*** 384 .000***
Nagelkerke R-
Squared 0.494 0.571 0.258

%0nly blue and red states are included-no lessttivae year groups were located in purple states
®Only external variables are included due to a kHokariation in the internal variables
“Group size and loss of support were not includezltduack of variation in the less than three \graups
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These models have provided an interesting lookwitich factors may influence the
organizational death of domestic far-right grouppswever, leadership, which may be the most
important factor (Murphy & Meyers, 2008; Yukl, 200Bas not been examined. Chapter five
presents the findings from the analyses that exadniow different leadership characteristics

impact group death.
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Chapter 5

The purpose of this chapter is to address thd tegearch question regarding the
influence of organizational and individual leadépstn the organizational death of domestic far-
right extremist groups. Even though leadership @t considered an “internal” factor, prior
literature has suggested that leadership may beiige most important factor in whether or not
a group lives or dies (Altman, 1983; Argenti, 19F6denberger et al., 1997; Kharbanda &
Stallworthy, 1985; Miller, 1977; Murphy & Meyer, @8; Shuchman & White, 1995). Because
of its suggested importance, an increased focuglaasd on leadership, and this dissertation

examines it both from an organizational perspedive also from an individual perspective.

The first section of this chapter will present thsults from the analyses that examined
the correlation between organizational leadershgracteristics and organizational death for
groups that persisted for longer than three y&aus.to a lack of information concerning
organizational leadership characteristics for thgreeips that died prior to three years, only those
groups that persisted for longer than three yearénaluded in this analysis. Logistic regression
was used to determine how organizational leadesthijgture, whether the leader was removed,
how the leader was removed and whether the grogpbie to successfully transfer leadership
influenced organizational death. The second seeud present the results of how individual
leadership characteristics influence group deabigidtic regression will also be used to examine

this relationshif.

* All models in this analysis were subjected toinethrity diagnostics. All VIF were less than 2.
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Organizational Leadership Characteristics

The first model examined how organizational lealdgr structures and if the leader was
removed significantly influenced whether or notraup died. Five types of organizational
leadership structures were initially identifiedpmssible structures for groups included in this
dissertation. Only four of the structures (bureaticrstructure with a single leader, bureaucratic
structure with a governing board, market/leaderédgscture and all channel) were actually
identified during the coding process. The hub gmaks style was not identified. The remaining
leadership structures were dummy coded for thisyaisa The overall Chi-Square (17.843) was
significant at the .001 level. This model produegdagelkerke R-Squared of .100. Model results

are presented in Table 5.1.

Two of the leadership structures were found toigantly influence whether or not
groups died. Groups who utilized a bureaucratiecstire with a governing board were
significantly less likely to die than were thoseugps that had a bureaucratic structure with a
single leader. Additionally, groups that used aketor leaderless structure were significantly
more likely to die than were groups that had a &uceatic structure with a single leader. The
finding regarding groups with a governing boardmrps prior organizational research that
found that organizations headed by an executivedhoather than a single leader were less
prone to failure (Probst & Raisch, 2005). Even tjiothe concept of leaderless resistance has
been championed by far-right stalwarts such as Watzger and Louis Beam (ADL, 2002;
Beam, 1992), only skinhead groups commonly utilies structure. These groups are smaller,
volatile and are generally short-lived (Moore, 1p98hile this type of analysis had not been
done before, the finding that groups that utilizetharket/leaderless structure were more likely

to die supports this earlier research on skinheads.
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Whether or not the group leader was removed wasfaisid to significantly influence if
a group died. Prior research has suggested th&ddb®f a terrorist group leader would cause a
group to die (Cronin, 2006, 2009; Hudson, 1999; kig€y, 2008; Nepstad & Bob, 2006;

TTSRL, 2008), and these results support this rekear

Table 5.1

Organizational Leadership and Organizational Deft+230)

Variable Beta Standard ErroiSignificance Exp(B)
Leader was Removed .693 .293 .018** 1.999
Governing Board Structute -1.084 .476 .023** .338
Market/Leaderless Structire 1.126 .540 .037** 3.083
All Channel Structure -.955 .893 .285 .385
Constant -105 .181 .564 901
Chi-Square 17.843 001 ***

Nagelkerke R-Squared .100

®Bureaucratic structure with single leader referesategory
**p<.05,***p<.001

How the Leader was Removed

The next model used logistic regression to testelaionship between how a leader was
removed (N=79) and organizational death. Four categ of leadership removal were included
in this analysis: leader was killed or violentlg@&pacitated, leader was arrested, leader died of
natural causes, and leader left voluntarily. Theegegories were then dummy coded for the
analysis. The leader was killed or incapacitateédgm@y was used as a reference, and none of the

categories were found to be significant. Significdebate has occurred within the larger
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terrorism literature about the most effective wayemove a leader and cause the group to die
(Byman, 2006; Cronin, 2006, 2009; Hudson, 1999%ldoy 2009; Langdon et al., 2004). Most of
this earlier work only focused on violent, terrbgsoups. Based on the results of this study, for
the domestic far-right, it appears that the mamvigr which a leader is removed is not
important. It only matters that the leader was re@do

Leadership Transition

The final model tested what impact a group’s aptlit transition leadership had on
whether or not a group died. Results are presentédble 5.2. The ability of a group to
transition leadership was identified in prior resbaas a possible reason for a terrorist
organization’s demise (Cronin, 2006, 2009a, 2008&Cauley, 2008; TTSRL, 2008). This
model used logistic regression to examine thidicglahip. The overall Chi-Square (33.303) was
significant at the .001 level. The Nagelkerke R-&qd was .468.

Groups in this study that failed to successfulénsition leadership were more likely to
die than were groups that did manage to succegsfahsition leadership. This supports prior
research on terrorist groups that found that gréligswere unable to successfully transition
leadership were more likely to end (Cronin, 2008)2a, 2009b; McCauley, 2008; TTSRL,

2008).
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Table 5.2

Leadership Transition and Organizational Death (N7

Variable B Standard ErrorSignificance Exp(B)
Did not Transition 3.216 .689 .000*** 24.923
Chi-Square 33.303 .000***

Nagelkerke R-Squared .468

k< 001
Individual Leadership Characteristics

The next model examined individual leaders to mheitee whether individual leadership
styles influenced whether a group died. A seventmsxale (See Appendix Xll) was created
based on Mumford’s (2006) CIP model and Ligon &t@013) summary chart (See Appendix
XI). Each individual leader (N=101) was coded dach leadership type. Logistic regression
was used to test the relationship between the ioha leadership scores and organizational
death. The results for this analysis were not &icant. None of the leadership styles
significantly influenced whether the group died\dditionally, groups were again separated by
violence and group ideology. Individual leadersétides were not significant in any of the
models.

One reason for this finding could be my sample daid collection methodology. One
hundred seventy leaders were originally identifiesn the sample of 275 groups. Of those 170,

enough information was found to allow for a leatgystyle determination for 101 leaders. This

® Ten leaders included in this analysis led more thrge group. Since it is possible for a leader aalify their style
over time, all leaders were included in this analydowever, to ensure that the duplicate leadergwot skewing
the results due to them being in the database thareone time, duplicate entries were randomly iekted, so that
each leader was only included once. The analysésrerain, and the same results were achieved. Nidhe atyles
significantly influenced organizational death. tees were also coded as dichotomous variablesisoheaitic,
ideological or pragmatic as described by Mumfor@d0o@). Six leaders were not able to be categorizbd.analysis
was conducted and the results were not significant.
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may have led to a biased sample of leaders. The sp#&ce data collection methodology
focused on speeches, interviews, writings and dtrers of communication by the leader that
was available. It is possible that there is sonmetlistinct about the type of leaders that make
public speeches, publish ideological writings, artigipate in interviews. Because of the focus
on these forms of communication, the leadershilestyf some far-right leaders were not able to
be identified, which may have led to the similaritystyles exhibited by the leaders included in
this study.

Even though the focus of this study was organinalideath, and individual leadership
styles were not found to significantly influencgraup’s death, it may be possible that
individual leadership styles influence other aspecttgroup behavior, which may then influence
whether a group lives or dies. To further expldiis possible indirect impact of individual
leadership styles on group death, recruitmentegiras and methods of information
dissemination were examined. Generalized strucagahtion model (SEM) methods were
utilized to test these indirect relationships. Salvedirect relationships were found that
significantly influenced domestic far-right extresngroup death. The model is presented in
Figure 5.1.

Ideological leadership was positively relatedarch recruitment, which was
negatively related to group death. Pragmatic lesdewas positively related to Internet
recruitment and total information disseminationjehhwere both negatively related to group
death. Two paths were not significant. Charismiatclership was positively related to
newsletter recruitment, but newsletter recruitmeas not related to group death. Also,
pragmatic leadership was not related to total igoent, and total recruitment was not related to

group death.
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It is interesting that individual leadership styleBuence different recruitment strategies,
which then influence whether a group lives or diegias not surprising that Internet recruitment
was negatively related to group death, but was sgraesurprising that it was only significant
for pragmatic leadership. It may be that since pratic leaders approach situations rationally
and from a cost/benefit perspective (Mumford, 20@&y recognize the potential benefits of
utilizing the Internet more so than do charismaticdeological leaders. It also was not
surprising that groups led by leaders who are nuwelogical that recruit in church were less
likely to die. Those who are involved in religiogioups may exhibit higher levels of
commitment due to their deeply held religious Hel{@erlet & Vystosky, 2006). Finally, it was
also interesting that the types of information emsation did not seem to matter, but only the
total number of strategies utilized by the groupo3e leaders higher in pragmatism would
probably recognize that it is important to utila® many different methods as possible to

disseminate information, rather than simply relyaciew methods.
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Figure 5.1

Indirect Pathways between Individual LeadershigeStand Group Death

Pragmatic 200** Total Information
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Leadership | Churct o

*p<.1, *p<.05, **p<.001

Because of the large number of variables includetiis analysis, three preliminary
structural equation models were examined to detexrpossible significant paths to be included
in the final model. The first preliminary model eximed the paths between individual leadership
styles and group death, through recruitment stieéedwelve different dichotomous recruitment
strategies were included in the model and threeWmamd to be significant. Charismatic
leadership was found to be positively related tethbr a group utilized a newsletter for
recruitment, which was negatively related to grdepth. Ideological leadership was positively

related to recruiting in church, which was negadyivelated to group death. Finally, pragmatic
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leadership was positively related to utilizing theernet for recruitment, which was negatively
related to group death.

The second preliminary model examined the pathsdeat individual leadership styles
and group death, through information disseminastoategies. Twelve different dichotomous
information dissemination strategies were inclutethis model. None of the paths were found
to be significant.

The final preliminary model examined the paths leetmvindividual leadership styles and
group death through the total number of recruitnstrattegies and the total number of
information dissemination strategies. These twaeabdes were additive scales created by adding
the number of recruitment or information dissemuorastrategies utilized by each group.
Pragmatic leadership was positively related to botél recruitment and total information
dissemination, which were both negatively relatedroup death.

In addition to the findings concerning other grdaghaviors, other important information
was gained as a result of this analysis. Even thadgplogical leaders were more prevalent than
were charismatic or pragmatic leaders, all threesyof leadership styles identified by Mumford
(2006), were found to be present within the fahtigiovement. This is the first time these three
types of leaders have been identified in the Anaeriar-right. This study also found that most
of the leaders included in this study exhibitedrabteristics from more than one leadership
style. This suggests that leaders on the far-aghinot simply charismatic, ideological or
pragmatic, but can utilize characteristics fromeotleadership styles to enhance their main
leadership style.

Analysis by Group Ideology
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As discussed earlier, all domestic far-right gape not the same. One way that they
vary is by their ideology (Berlet & Vysotsky, 200&ven though all adhere to a far-right
ideology, within that ideology differences may éXstween political, religious and youth
cultural groups, including their leadership chagastics. To examine these possible differences,
an analysis was done that separated each idedldgpesto test the relationship between the
organizational and individual leadership varialdad organizational death. For the most part,
the results for each ideological group mirroredrésults for the larger sample of groups.
However, one variable in particular produced irdéng results. The variable that captured if a
group leader was removed was significant for thgdasample of groups. It was also found to
be significant for religious groups, but it was fmiind to be significant for groups that adhered
to a political or youth cultural ideology. This €img suggests that the individual leader may be
more important for religious groups, than for grewb other ideologies. It is possible that
religious group leaders may not be as easily replas leaders of other groups. Religious group
members have deep spiritual beliefs, and theirdesadre seen as their spiritual guides (Berlet &
Vysotsky, 2006). If the leader is removed, thenehs no one to lead the group members on
their spiritual quest.

Violent and Non-Violent Groups

Groups were also examined based on whether dhaptcommitted violence. The most
interesting finding from this analysis was thaeader being removed was significant for non-
violent groups, but not for violent groups. It iskenown why a leader being removed is more
likely to cause a non-violent group to die, thanaent group. One possible explanation is that
violent groups may be more likely to use a depdsader as an ideological rallying point,

regardless of whether he was killed or arrestednasxample of government oppression against
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the group, which serves to solidify the group. Amtpossibility is that if the leader is arrested,
they are able to remain in contact with the graupich leads to the maintenance of the group
(Cronin, 2006; Langdon, et al., 2004; Jordan, 20B@pardless of the reason why these violent
groups are not similarly affected by the loss tdaler as the non-violent groups, this finding
challenges commonly held assumptions about vidénbrist groups (see Cronin, 2006, 2009;
Hudson, 1999; McCauley, 2008; Nepstad & Bob, 20065RL, 2008) that the removal of the
leader of the group is related to its death.
All Significant Variables and Organizational Death

The final part of this analysis will test the t&aship of all the external, internal and
leadership variables and organizational death.ulliReare presented in Table 5.3. Because
external and internal (including leadership) vadealmay impact a group simultaneously (Miller,
1977; Murphy & Meyers, 2008; Schendel et al., 1B chman & White, 1995; Slatter, 1984,
Zimmerman, 1991), it is important to test all tigngicant variables in one final model. All of
the variables remained significant except for thrgaaizational leadership structures. When
using bureaucratic structure with a single leaddha reference category, neither bureaucratic
structure with a governing board nor the marketiéeless structure were significant. This
suggests that some of these other variables are important in whether a group lives or dies
than how leadership is structured within an orgatnon. Even though leadership structure was
not significant, whether or not a leader is remowad significant, so leadership does still play a
role in whether or not a group dies. The Chi-Sqa0d.845) was significant at the .001 level.

The Nagelkerke R-Squared was .510

® All variables in this model were subjected to io@rity diagnostics. All VIF’'s were less than 1.5.
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Table 5.3

All Significant Variables and Organizational Dedti=211)

Variable B Standard ErrorSignificance Exp(B)
Blue Staté .928 469 .048** 2.529
Red Staté 1.585 455 .000*** 4.880
Did not use Internet 2.922 464 .000*** 18.580
Factional Splitting 1.240 .625 .047** 3.457
Group Size 1.903 .568 .001*** 6.704
Governing Boar -.487 .582 403 .614
Market/LeaderleSs -.280 .785 721 .756
Leader Removed 811 391 .038** 2.250
Constant -3.661 .650 .000*** .026
Chi-Square 101.845 .000***

Nagelkerke R-Squared .510

®Purple state reference category
PBureaucratic structure with single leader referezategory
**p<.05, **p<.001
The last two chapters have examined a varietpatbfs that were hypothesized to
influence the organizational death of domesticrigint extremist groups. The findings from

these analyses may have important implicationpdticy makers and scholars. These

implications will be discussed in detail in the hekapter.
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Chapter 6

This final chapter accomplishes a number of objest First, it provides an overview of
the components of this dissertation and its majmlimgs. Second, this chapter will discuss the
academic, law enforcement and policy implicatioh8h@ project. Third, the research limitations
of this project are discussed. Finally, future aesk plans that extend the current study and
further advance knowledge about the correlatesgdrozational death for domestic extremist
groups are discussed.

A Review of the Far-Right Group Organizational Deah Project and Major Findings

This study is the first to examine the causesrgawnizational death for domestic far-right
extremist groups. This study was exploratory beegumr to this study, research consisted
mostly of anecdotal case studies that focused @em, international terrorist groups and the
cessation of violence, rather than organizatioeatlal Further, these studies relied heavily on
the terrorism literature to identify correlatesoofjanizational death, rather than employ an
interdisciplinary approach utilizing organizatiomiggrature. This study utilized an
interdisciplinary approach to present a more thghoexamination of the topic of organizational
death than has been previously been undertakergantidbutes substantially to the knowledge
base of the organizational death of terrorist/enise groups.

Because of the exploratory nature of this studgrge number of models were run, and
in this section, | will attempt to make sense @& tasults and identify which variables really
seem to matter in the organizational death of dom&s-right extremist groups. Several
variables were found to be related to organizatideath, but two of the more important

variables were: not using the Internet and beiegtied in a red or blue state. These variables
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were found to be important in a number of model®up participation in violence also was
important more so because of how it impacted gamath, rather than simply because it had an
impact. Due to the large number of models incluidethis study, some nuance existed between
models and other variables were found to influegroeip death, but some variables were
consistently significant and clearly were more imaot than others.

Not using the Internet seems to be the most imposariable that influences whether a
group lives or dies. This variable was significemévery model. It makes sense that this would
be an important variable because of the benefitsefruitment, information sharing and
networking that the Internet provides for a groGpiriway, 2006; Weimann, 2004, 2006). Not
using the Internet would certainly place groupa disadvantage to those that do use the
Internet. This variable may continue to increasenportance as younger, more Internet savvy
far-right activists take over existing groups @arstheir own groups. However, the importance of
simply utilizing the Internet may decrease in intpace. Social networking sites are very
popular with the younger generation and will prdipadmntinue to increase in popularity. These
sites may not only increase the known benefitaitdrhet usage, but may also provide benefits
that are currently not known or recognized. Howugiare utilizing the Internet should

certainly be a focus area for future research.

Being located in a red or blue state was alsorgrortant variable in predicting the
organizational death of domestic far-right groupsoups located in these states were more
likely to die than were those located in purpléegtaBeing located in a red state seemed to be
even more important than being located in a blageseven though both were significant in
multiple models. This finding is interesting becawued states are those that supported

Republican candidates for President, are more ceaipee and are thought to be more
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supportive of far-right groups and their ideoloBlue states are generally considered to be more
liberal and more hostile to far-right groups (Gittl-Matthews, 2011). Groups in both of these
states were more likely to die than were groupatkxt in states that varied in their Presidential
support. It is unknown why the states that do oy \politically are more hostile to far-right
groups than are those who vary politically. It asgible that in those states that vary politically,
citizens are more tolerant of differing politicaéws. However, this does not explain why red
states are more hostile to far-right groups. Stheefinding challenges commonly held
assumptions about far-right support in more corser® states, this certainly should be explored

further in future research.

Group participation in violence was also an imaottvariable in predicting
organizational death for domestic far-right groufisis variable was important more for how it
influenced group death, rather than for the sinfigdé that it influenced group death.
Participation in violence was found to be negativelated to group death. Group participation
in violence would be thought to attract attentiooni law enforcement and possibly result in a
loss of public support for the group, which bothilcopotentially impact a group’s viability.
However, groups that participate in violence ass lékely to die than are those that do not
participate in violence. This finding is more epsikplained for those groups that died prior to
existing for three years. It is possible that thgsrips simply did not survive long enough to
develop the capacity to commit a violent act (Chakrat al., 2013). However, it is less clear
why groups that survived for more than three yaaik participated in violence were less likely
to die than those who did not participate in viaken Perhaps, groups that were older and larger
were more able to absorb any negative consequématsay result from participation in

violence. Another possibility is that group membiarsiolent groups are different than those
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that are in non-violent groups. It is possible tihatre is a higher level of commitment and
cohesion within these groups that also influenheg @ability to survive. This should be explored
in further research. In order to further examime ability of large groups to survive in spite of
their use of violence, a future study that focusegroups of similar sizes, such as a study that
focuses on large groups and their organizationalatdteristics may help to further explain this

finding.

Leadership received an increased focus in thidydbecause it was identified as
potentially the most important variable in deterimghgroup death ((Altman, 1983; Argenti,
1976; Fredenberger, Lipp & Watson, 1997; Kharbatad&tallworthy, 1985; Miller, 1977;
Murphy & Meyer, 2008; Schuchman & White, 1995), anléaders main goal should be the
proliferation of the group (Crenshaw, 1988). Howewé the leadership variables included in
this study, only whether or not a leader was rerdavas of much importance. The fact that
overall leadership did not seem to matter mucheterining whether a group lived or died was
somewhat surprising and may even be shocking t@sbiowever, the relationship between
leadership and organizational death may be morglcated than what was tested in this study.
It is possible that individual leadership may stiltter, but not as a direct influence on whether
or not a group dies. They may indirectly influemdeether a group lives or dies through the

different strategies that different types of lead®iay utilize during their tenure.

Implications
This study has implications for the academic, laforeement and policy communities.
First, this study was the first to examine coregadf organizational death for domestic far-right

groups. It provided evidence in some cases to stppeviously identified anecdotal reasons for
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terrorist or extremist group death, but also prediévidence that some commonly believed
reasons for organizational death may not be asritapioas once thought.

Second, this study characterized extremist leadeasvay that had not been previously
done. By doing so, it shed light, not only on tbe Iprevalence of charismatic leaders, but also
that leaders in the far-right tend to be more idgmal than charismatic or pragmatic and
typically will employ characteristics of more thane leadership style.

Third, this study suggested that the ability & police to intervene and end extremist
groups, at least in the United States, is verytéchi However, if the police are able to remove
the leader, it may at least in some circumstarteegffective for some groups. However, police
should be aware that their removal of a leader mstgad have a galvanizing effect on the
group, rather than weakening their resolve. Theagating effect may extend even beyond
those targeted by law enforcement (e.g. Ruby Ritlg#)e larger far-right movement. The role
of police intervention in gang research, such ashly Malcolm Klein may provide more
insights into how police intervention influencegwstic far-right groups.

Fourth, this study showed that Internet use byeexists is very important to their
survival. This could have important implications bwoth academic research and law
enforcement. This study only captured whether ¢rangroup utilized the Internet. As
technology advances, the use of computers anahtemet is sure to increase among extremist
groups. The manner in which the Internet is usesdtraffectively remains to be seen, but it
could be an important research area in the fuithie.use of the Internet also has implications for
law enforcement. While the use of confidential infiants and undercover officers will still have
some benefits, police may be able to infiltrateug®through the use of a computer. By using

this tactic, police may be able to more readilyntifg which groups pose a greater threat than
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others and allow them to utilize actual on the gbtesources more efficiently. With increased
use of the Internet, law enforcement may also seaa@ease of “cyber groups”, who exist
mainly in cyberspace, but whose influence exteodsdl life.

Fifth, this study may inform the policy discusssaiegarding the domestic far-right.
Several findings from this study may inform polagcussions regarding domestic far-right
groups and leaders. In particular, this study hasvae that law enforcement intervention may not
be an effective tactic. By acknowledging this rgalihe policy debate can move from utilizing
law enforcement as a primary tactic to explore ioffussible tactics. For example, Dugan and
Chenowith (2012) found that repressive tacticsaased terrorist attacks, while engaging groups
in dialogue, cooperation and increasing the legitiynof terrorist groups decreased attacks. Even
though this study focused on terrorist groups,dhigrlings suggest that if less repressive actions
are taken against domestic far-right groups byuhiged States and local governments, it may
have a greater impact, then repressive tactics asigolice intervention. Further, these findings
suggest that types of individual leaders may nasemportant as previously thought. Since
leaders are often the most visible member of agrthey may receive increased focus from
policy makers, but that focus may be misplacedc&individual leadership styles do not seem
to directly impact group survival, policy makersymeeed to move their focus to other aspects of
the group.

Limitations

A discussion of the research limitations is regdirThe first is the potential for bias or
inaccuracy within open source materials. The arhofiopen sources available for each group
or leader varied by how active they were. If a grouleader was not very active, less

information was available in the open sources. Was especially true for those groups that did
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not survive for three years. For example, it isgiae that the leaders of these groups differed
from leaders of groups that survived for more tthaee years. However, this information was
not able to be captured. Further, through the saline open sources, it is possible that the
results were biased against those who did nothestnternet. It is possible that because online
open sources were used, groups that did not udatéreet were active, even though they were
not captured by the open sources.

The second limitation is the arbitrary time frafream 1990 to 2008. As noted earlier, far-
right extremist groups have existed for over 10érgelt is entirely possible that groups that
existed prior to 1990 were different from thoseugr® that existed after 1990. Similarly, those
groups that have existed since 2008 (especialgetiimunded post 2008) may be very different
than those from earlier in the 2000’s. Becausé&efiack of availability of open source
information for those groups that existed priol 890, additional resources would have to be
allocated to embark on this type of data collection

Another limitation is how the presidential electi@sults were operationalized. States
were coded as blue, red or purple. Purple states these that supported a candidate for
President from one political party and then changed party support in the next election. It is
possible that states that switch from supportifepublican candidate in one election to a
Democratic candidate in the next, differs from thtdsat support a Democratic candidate in one
election and then switch to a Republican. Thisedéhce was not accounted for in this study, but
should be explored in future research.

The emphasis on domestic far-right groups and Isadehe fourth limitation. Other
types of extremist movements exist within the Ushi&tates, such as the far-left and jihadist

groups. These groups have not been studied regazdirses of organizational failure, and it is
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unknown how far-right leaders and groups compathdee groups. While these findings may
help to inform a discussion regarding these otyy@es of groups, these findings should not be
assumed to apply to other types of domestic exegnoups.

The fifth limitation is that communication infortan was only available for 101 leaders.
It is possible that those leaders who did not lebremunication information available in the
open sources were different in some way than tharsehich information was found. However,
this study provides an important first step in ttiézation of this type of information to identify
differences between domestic far-right leadersedpanded, larger data collection building on
this study could provide additional insights inbes$e leaders.

A final limitation of this study is the exclusiuse of communication content to
determine a leader’s individual style. Prior reshdras suggested that this type of information is
adequate to determine a leader’s style (see Hernd&717, 1980a, 1980b, 2005), however
integrating actual leader behavior into the idérdifon process would enhance the information
known about each leader and provide a richer @atto individual leadership styles. However,
this type of behavioral information was not readibcessible for more than a few of the leaders
using the current data collection methods.

Future Research

This dissertation and the database created witeses the basis for my immediate
research agenda. This final section will outlinkifa research plans to advance the knowledge
base of domestic far-right organizations and ozgtional death. As previously discussed,
empirical research in these areas is limited, aoth ©f these studies will contribute substantially

to the current knowledge base.
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The first three future articles will be a resuliGhapter’'s 4 and 5. The first study will
examine the external and internal correlates chimational death. It will be important for this
to be the first paper because of its general naBgeause this paper will discuss a variety of
factors, many of which have been anecdotally idiextin the larger terrorism/extremism
literature, it will provide a good starting poimrfempirical research into organizational death.
Further, because this is the first paper specifichscussing the organizational death of
domestic far-right groups, it will provide a genestarting point from which to conduct other
research examining specific areas in more detail.

The second paper will examine the role of leadprshthe organizational death of
domestic far-right groups. This paper will be sepafrom the first because of the more specific
nature of the topic. Leadership encompasses saliffiexent aspects and has been specifically
identified as an important aspect of organizatialeglth in the larger terrorism/extremism
literature. This paper will examine leadership framorganizational perspective.

The third paper will discuss the individual typdsiomestic far-right leaders. Even
though these leaders were not found to signifiganfluence whether a group lives or dies,
these leaders have not previously been categoaizetlarismatic, ideological or pragmatic, nor
have they previously been coded on a scale. Tlpsrpaill introduce these concepts to an
audience that may not be familiar with these lestuiprtypes. Since studies like this have not
been conducted previously, these papers will adv#me known knowledge of the causes of
organizational death for extremist groups and plea foundation for future empirical research
into organizational death.

Future research should expand on these three &iondl studies. A starting point would

be to examine some of the findings from this disdeem in more detail. For example, studying

139



how political ideologies of citizens impacts grou@soups were found to more readily die in
states that were blue or red when compared to @u#l interesting study would be to examine
why groups were more likely to survive in stategdcitizens vary in their presidential
political support. This will be the topic of theuidh paper. Berry et al. (1998) has developed
measures of citizen political ideologies that magist in understanding this phenomenon.
Another potential area of future research wouldidbetilize the individual leadership styles to
examine how those styles impact other group behavio

Another important next step would be to beginitgstheory. This exploratory study has
provided the groundwork for future theoretical exaations of organizational death of domestic
far-right extremist groups. Crenshaw et al., (201&y already applied population ecology theory
(Hannan & Freeman, 1977) to a population of testagroups, and this theory may have some
utility for the domestic far-right. Also, theoriesich as institutional theory (Meyer & Rowan,
1977) should be examined as well. Could it possiyiain the lack of variation among the
individual leadership types?

Future research will also expand on the data otlyrén the database. Since the last
groups were added in 2008, Barack Obama was redlémt a second term and the economic
recession has continued. These important eventsang/had an impact on the domestic far-
right. DHS (2009) reported a surge in group fororatfter Barack Obama was elected
president, but it is unknown if those groups flangdand died, or if they have continued to exist.
If they have continued to exist, are they simitatite groups that are currently in the database?
Further, what types of leaders are currently heathese groups? Since several of the icons of
the domestic far-right are either dead or in prigs®e William Pierce, Richard Butler, Matthew

Hale), are these groups headed by a differentaypeader? Adding additional groups and
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leaders could help to answer these questions awlpra greater understanding of the current
state of domestic far-right groups. Also, addinglédt and jihadi groups to the database would
provide for comparative studies examining a varatgrganizational behavior and also

organizational death.
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Table 7.1

External Correlates

Appendix |

External Correlates

Broad Correlate Specific Reference

Correlate
Economic (Murphy & | Urban/Rural Abel et al., 2012; Florida, 2012; Kaplan &
Meyers, 2008) Economics Weinberg, 1998; Smith, 1994

Economic (Murphy &
Meyers, 2008)

Competition (Murphy &
Meyers, 2008)

Technology (Murphy &
Meyers, 2008)

Legal and Government
Constraints (Murphy &
Meyers, 2008)

Social Change (Murphy
& Meyers, 2008)

Social Change (Murphy
& Meyers, 2008)

Political Vulnerability
(Murphy & Meyers,
2008)

Political Vulnerability
(Murphy & Meyers,
2008)

Poverty Rate

Group Density

Use of Internet

Police
Intervention

Loss of Support

Racial
Heterogeneity

Government

Ideology

Presidential
Electoral Divide

Gilliard-Matthews, 2011

Crenshaw et al., 2011; Oots, 1989

Conway, 2006; Weimann, 2004, 2006

Cronin, 2006, 2009a, 2009b; Gupta, 2008;
Harmon, 2008; Jones & Libicki, 2008;
Moghadam, 2012; TTSRL, 2008; USIP, 1999

Cronin, 2006, 2009a, 2009b; Crath2003;
Horgan, 2009; Hudson, 1999; Long, 1990;
McCauley, 2008; Moghadam, 2012; Oots, 1989;
Phillips, 2011; TTSRL, 2008; USIP, 1999

McVeigh, 2004

Gilliard-Matthews, 2011

Gilliard-Matthews, 2011

143



Appendix Il

Internal Correlates

Table 7.2

Internal Correlates

Broad Specific Correlate
Correlate

Reference

Instability Factional Splitting
(Hager et al.,
1999)

Group Size

Group Ideology

Loss of Group Members du
to Amnesty, Death,
Imprisonment or
Disenchantment

Cronin, 2009a; Horgan, 200&hes & Libicki,
2008; McCauley, 2008; Oots, 1989; TTSRL,
2008

Barron, West & Hannan, 1994; Freeman,
Carroll, & Hannan, 1983; Hager, Galaskiewicz,
Bielefeld, & Pins, 1999; Hannan, 1998; Hannan,
Carroll, Dobrev, & Han, 1998; Ranger-Moore,
1997

Berlet & Vysotsky, 2006; Jones &ikcki, 2008;
Vysotsky, 2004

eCronin, 2009a; Freilich, Chermak & Caspi,
2009; Hewitt, 2003; Hudson, 1999; McCauley,
2008; Moghadam, 2012; TTSRL, 2008
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Table 7.3

Leadership Correlates

Appendix Il

Leadership Correlates

Leadership Correlate

Reference

Removal of a Leader

A Failure to Transition
Leadership to the Next
Generation

Organizational Leadership
Structures

Type of Individual Leader

Cronin, 2006, 2009a, 2009b; Gephardt, 1978; Gilm20e3;
Hewitt, 2003; Harmon, 2008; Hudson, 1999; Jord&092
McCauley, 2008; TTSRL, 2008

Cronin, 2006, 2009a, 2009b; McCauley, 2008; TTSKI08

Beam, 1992; Chermak, 2002; Crenshaw, 1985; Horgan &
Taylor, 1997; Kaplan & Weinburg, 1998; Kilberg, 202012;
Mullins, 1988; Wolf, 1978; Zawodny, 1983

Ligon et al., 2013; Murmdp2006; Mumford, Scott, Marcy,
Tutt, & Espejo, 2006; Strange & Mumford, 2002
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Appendix IV
Open Source Searching Protocol

SEARCHING CASES

Each identified incident and group was treated ease study with the goal of compiling as
much open source information as possible. Each&apgeup was systematically searched in
existing terrorism databases, official sourcescharoup reports, as well as 26 web-engines
grouped within a primary and secondary open-soseeech’. These searches uncover all
published open source materials on each case &g#ralditional criminal cases uncovered
during these searches were treated as separatentsiand added to the database.

The information uncovered includes media accowgasernment documents; court records-
indictments; appeals; videos; blogs; books; watach#g reports, movement produced materials
and scholarly accounts.

The primary open source search accesses the falijos@ven resources:

(1)Lexis-Nexis
(2)Proquest
(3)Yahoo
(4)Google
(5)Copernic
(6)News Library

(7) Westlaw

The secondary open source search accesses theifigllesources:
(8)Google Scholar

(9)Amazon

(10)Google U.S. Government

" From March 2006 to March 2009, a"2§earch engine- infotrac- was also searched. Tgjme was then removed
from the JJC & MSU online libraries. Infotrac foedlson health issues & was used for cases thatdatptl
chemical, biological, nuclear, or radiological weap.
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(11)Federation of American Scientists
(12)Google Video

(13)Center for the Study of Intelligence
(14)Surf Wax

(15)Dogpile

(16)Mamma

(17)Librarians’ Internet Index
(18)Scirus

(19)All the Web

(20)Google News

(21)Google Blog

(22)Homeland Security Digital Library

Coders (see below) searched each suspect in fditroaal search engines to uncover prior
and/or subsequent crimes they may have committed:

(23) Vinelink,

(24) The inmate locator

(25)Individual State Department of Corrections (XpC
(26) Blackbookonline.info

(Freilich & Chermak, 2010)
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Table 7.4

External Correlates

Appendix V

External Correlates

Broad Correlate

Specific Correlate

Operationalarati

Economic (Murphy & Meyers,
2008)

Economic (Murphy & Meyers,
2008)

Competition (Murphy & Meyers
2008)

Technology (Murphy & Meyers,
2008)

Legal and Government
Constraints (Murphy & Meyers,
2008)

Social Change (Murphy &
Meyers, 2008)

Social Change (Murphy &
Meyers, 2008)

Political Vulnerability (Murphy
& Meyers, 2008)

Political Vulnerability (Murphy
& Meyers, 2008)

Urban/Rural
Economics

Poverty Rate

Group Density

Use of Internet

Police Intervention

Loss of Support
Racial
Heterogeneity

Government
Ideology

Presidential
Electoral Divide

0. Not Urban
1. Urban

Percentage of the population living in
poverty

Total number of domestic far-right
groups located within the state.

0.Utilizes the Internet
1. Does not utilize the Internet

0.Police have not intervened
1. Police have intervened
0.Did not suffer a loss of support
1. Suffered a loss of support
Percentage of racial diversity
Calculated measure of government
ideology
1. Blue state (Democrat)

2. Red State (Republican)
3. Purple State (Mixed)
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Table 7.5

Appendix VI

Correlation Matrix for External Correlates

Correlation Matrix for External Correlates

Did not

Poverty Racial Government Presidential Group  use Police Loss of
Variable Urban Rate Heterogeneity Ideology Ideology Density Internet Intervention Support
Urban 1
Poverty Rate -0.257 1
Racial
Heterogeneity 0.463 0.233 1
Government
Ideology 0.097 0.093 0.118 1
Presidential
Ideology -0.133  0.098 -0.023 -0.248 1
Group Density 0.162 0.026 0.439 -0.082 0.041 1
Did not use
Internet 0.009 -0.04 0.005 -0.051 0.001 0.128 1
Police Intervention 0.082 0.062 0.129 0.13 -0.038 -0.023 -0.134 1
Loss of Support -0.156 -0.045 -0.107 -0.097 0.089 0.01 -0.04 0.046 1

149



Appendix VII

Internal Correlates

Table 7.6

Internal Correlates

Broad Correlate Specific Correlate Reference

Instability (Hager | Factional Splitting 0. Did not suffer

et al., 1999) factional splitting

1. Suffered factional
splitting

Group Size 0. More than 200
members

1. Less than 200
members

Group Ideology 1. Political Group
2. Religious Group
3. Youth Cultural Group

Loss of Group Members due to Amnesty 0. Did not lose group
Death, Imprisonment or Disenchantment members
1. Lost group members
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Table 7.7

Append

ix VI

Correlation Matrix for Internal Correlates

Correlation Matrix for Internal Correlates

Lost Group Group Group Factional
Variable Members Ideology Size Splitting
Lost Group
Members 1
Group ldeology 0.314 1
Group Size 0.1 -0.154 1
Factional Splitting 0.167 -0.007 0.197 1
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Appendix I1X

Leadership Correlates

Table 7.8

Leadership Correlates

Leadership Correlate

Operationalization

Leader was Removed

How Leader was Removed

A Failure to Transition Leadership to the
Next Generation

Organizational Leadership Structures

Type of Individual Leader

0.
1.

arwnE

o

how

No
Yes

Leader is killed or violently incapacitated
Leader is arrested

Leader died of natural causes

Leader is fired

Leader leaves voluntarily

Group successfully transitioned
leadership

Group did not successfully transition
leadership

Bureaucratic structure with a single
leader

Bureaucratic structure with governing
board

Hub and spoke structure

Market structure/leaderless structure
All channel structure

Seven point scale forregype of leadership
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Appendix X

Correlation Matrix for Individual Leadership Styles

Table 7.9

Correlation Matrix for Individual Leadership Styles

Leadership Type Charismatic Ideological Pragmatic
Charismatic 1

Ideological -0.454 1

Pragmatic 0.016 -0.441 1
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Appendix XI

Overview of Influence Strategies Used Between Chamatic, Ideological, and Pragmatic Leaders (Mumforgd2006)

Table 7.10

Overview of Influence Strategies

Communication

Style Delivery Communication Content Time Frame Example Leaders
e Vague about nature of relationships and plan deiail Future: Emotional Violent:
. general. ‘ Benito Mussolini
Emotionally charged e Use of positive models/future outcomes appeal to a future-
Charismatic appeals about the future )t posit . . oriented vision, vague iolent:
sensory imagery e Promises wide-spreading changes, speaks in bOMbaStﬂietaiIS' can change N_onV|o ent:
terms; heavy use of hyperbole based ’on popularity Fiorello H.
e Seeks multiple, vague positive outcomes " | LaGuardia
e Specific reference to beliefs and core values,(e.g.
referencing parallels to the ideologies of a celwir Past Inspirational Violent:
. . forefathers, or noting the struggles of ancestdrs w ast inspirationa lolent.
Emotional comparisons overcame some hardship) appeal of a past- Pol Pot
Ideological to past referent groups; . oriented vision toward
; e Use of negative models/struggles ; .
sensory imagery . leader’s personal Nonviolent:
e Heavy use of supernatural themes and unlversakam)pevalues Mohandas Gandhi
to “light and dark (good and evil) '
e Seeks few but transcendent outcomes
e Specific details about how an exact tactic or sgyatwill
solve an immediate problem rather than making dppeaPresent Present-
Rational appeals based toward the past or future oriented and relies Violent:
on logic, data, and e Mix of both positive and negative models, dependaing| more on logic and Al Capone
Pragmatic problem-solving rather situation/facts rational persuasion than

than emotions and
subjective construal

Focuses on present conditions of followers andreffe
incremental solutions to improve conditions
Seeks variable, malleable outcomes (depending on

reference to the past o
promise of markedly
different future.

situation)

r Nonviolent:
Benjamin Franklin

Ligon, G.S., Harris, D.H., Harms, M., & Friedly,(2013)
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Appendix XII

Leadership Rubric

Charismatic Leader

Communication Delivery

Emotionally charged appeals about the future.Leader uses emotion to exude pride
and confidence in the future direction of the oigation and to connect with followers.

Uses sensory imagery Uses language that appeals to the follower'sesnNords and
phrases such as strenuous, throw off the shacklesnolage, etc.

Communication Content

Vague about the nature of relationships and plan dails in general Because of focus
on the future, specific details concerning the égadvision are not clearly articulated, which
provides leader flexibility

Use of positive models/future outcomed he leader focuses on their vision for the
future, and positive outcomes, rather than dwelingany negative experiences that have
happened in the past.

Promises wide spreading changes, speaks in bombastrms with heavy use of
hyperbole. Leader promises wide spreading changes using ¢éyagiihat makes the changes
proposed sound very important and describes theamanner that will elicit strong feelings
from followers.

Seeks multiple vague positive outcomeBecause of the lack of vision clarity and
flexibility, leaders are able to seek multiple po® outcomes or goals, rather than one or two
specific goals.

Time Frame

Emotional appeal to a future oriented vision Articulation of the mental model and
vision is future oriented.

Charismatic Score
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Ideological Leader

Communication Delivery

Emotional Comparisons to past referent groupsThe leader uses emotion to connect
with followers and projects a vision based on aaled past. They also will reference past
groups that assist in the articulation of thatossi

Sensory Imagery.The leader uses language that appeals to theviealle® senses. An
example would be referring to the government asdtsuckers”.

Communication Content

Specific reference to beliefs and core values (reéncing parallels to the ideologies
of a culture’s forefathers or noting the strugglesf ancestors who overcame some
hardship). Comparisons of the present to the past. The leamapares their beliefs and core
values to those of leaders from the past. They atsyreference struggles endured by past
leaders or groups as compared to those they aceietecing today.

Use of negative models/struggleBecause of the focus on past referent groups, ieade
will often use negative aspects such as victimmzatinjustices and struggles. Also, leaders may
focus on current problems and failures facing tloeip.

Heavy use of supernatural themes and universal appés to “light and dark” (good
and evil). Ideological leaders frame their vision as black adte, with very little gray area.
Therefore they will frame events, people, instdos, etc. as good or evil.

Seeks few but transcendent outcomeBnlike charismatics who have multiple vague
goals, ideological leaders seek only a few trangeenoutcomes. These goals will avoid
mistakes currently being made. Further, ideolodeadlers will rarely deviate from their stated
goals, thereby developing a form of tunnel vision.

Time Frame

Inspirational appeal to a past oriented vision towed the leader’s personal values.
Leader incorporates their own personal valuestima vision, which is oriented toward the
idealized past, rather than focusing on the future.

Ideological Score
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Pragmatic Leader

Communication Delivery

Rational appeals based on logic, data and problenelving rather than emotions and
subjective construal.Pragmatic leaders use very little emotion in tepeech delivery. Will
appeal to followers with a logical presentatiorited issues facing the group.

Communication Content

Specific details about how an exact tactic or stragy will solve an immediate
problem rather than making appeals toward the pasbr the future. Leader will define the
problem currently facing followers and tell thenesifically how they intend to solve it.

Mix of both positive and negative models dependingn the situation and facts.Their
model depends on the situation facing the groupy®re much more flexible in this regard than
charismatic or ideological leaders.

Focuses on present condition of followers and offglincremental solutions to
improve conditions. Leader does not generally focus on the past ordutwt instead focuses
on what is affecting their followers currently. Tleader will offer detailed solutions for solving
the current problem or crisis.

Seeks variable, malleable outcomes (depending oretkituation). The pragmatic
leader will frame their goals depending on the irdrate, specific crisis facing their followers.
These goals/outcomes are subject to change ifigresaditions change. Their

Time Frame
Present oriented.Focused on the current state of their group aed tbllowers.

Relies on logic and rational persuasion rather thameference to past or promise of
markedly different future. Rationally discusses crises or issues facing falgvand how to
solve them, rather than referring to how thingsendwne in the past, or looking toward the
future.

Pragmatic Score
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