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ABSTRACT

APPLICATION OF E-PULSE AND CEPSTRAL ANALYSIS TO RADAR TARGET

DETECTION AND DISCRIMINATION

By

Glen Stuart Wallinga

This thesis addresses several topics related to the use of ultra-wideband radar for

target detection and discrimination. A new method to determine the scattered field from

an infinite length, perfectly-conducting, periodic sea-surface has been formulated. This

method is based on a periodic surface-current representation. The motivation for doing

this work is to create a computationally efficient method for determining the scattered

field from periodic surfaces.

An enhanced detection algorithm for radar-target detection in a sea-clutter

environment has been formulated using the E-pulse method. The theory behind this new

method is discussed, several static test cases presented, and a dynamic test case presented

showing the functionality of the detection algorithm for a target moving over an evolving

sea-surface. The effect of different target types on the detection algorithm has been

tested. Also, the effect of multipath on the detection algorithm has been investigated.

Finally, the new method has been compared to a simple detection algorithm based on

clutter reduction using coherent signal processing.

A target discrimination scheme using only the magnitude of its spectral response

has been devised based upon real cepstral analysis. Basic cepstral analysis techniques and

the minimum-phase condition are discussed. A discrimination scheme based upon
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the E-pulse method was used. A library of E-pulse waveforms was generated from the

time-domain scattered return of each anticipated target type. The time-domain

representation of an unknown target was generated using the minimum-phase

reconstruction method. The target discrimination algorithm was used to identify an

associated geometry in the target library file. Test cases included: a) thin-wire scattering

geometries using a theoretical scattering program, and b) actual anechoic chamber

measurements of small-scale aircraft and missiles.
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Chapter 1

Introduction

Detecting the presence of small targets in a nonstationary clutter background is a

fundamental problem in radar detection and tracking scenarios. The detection of both low

altitude and low cross section antiship missiles is of prime concern to the navy, and early

detection becomes critical to a ship’s survival by successfully tracking and engaging the

missile. A radar detection system that provides clutter suppression and fine range

resolution offers a significant advantage over systems which lack these capabilities.

Interest in ultra-wideband (UWB) radar systems arises in their potential use for

target identification and for low altitude, low radar cross section target detection over

water [1]. Compared with conventional continuous wave (CW) radars, UWB radars are

characterized by very large relative bandwidth and fine range resolution [l]-[2]. Another

major advantage offered by UWB radar technology is its clutter suppression capability,

therefore making it useful for detecting low—flying missiles and aircraft in sea clutter

environments [1]-[3].

Within the electromagnetics laboratory (EM Lab) at Michigan State University

(MSU), a great deal of effort has been devoted to problems in the area of target detection

and discrimination using UWB radar returns. One proposed discrimination scheme, called

the "Extinction—pulse" or "E-pulse" technique, has been applied to a large number of

problems. Early deve10pment in this area can be found in the work of Baum [4] and,

Rothwell [5]. Several other authors have contributed to further research in this area [6] -
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[8]. A major portion of this thesis will be devoted to new detection and identification

schemes using the E-pulse method.

This thesis will cover a wide range of topics involving the use of UWB radar for

target detection and discrimination. In this respect, the present work will be an extension

of previous work done by previous MSU researchers. In chapter 2, a new method to

determine the scattered field from an infinite-length, periodic, perfectly electric conducting

(PEC) sea-surface has been formulated. This method is based on a periodic surface

current representation. The motivation for doing this work is to create a computationally

efficient method for determining the scattered field for periodic surfaces. This is

important in that the scattered return from a sea-like surface can be theoretically

computed and later used for testing different detection algorithms.

An enhanced algorithm for radar target detection in a sea clutter environment has

been formulated using the E-pulse scheme. Chapter 3 discusses basic E-pulse

formulation, electromagnetic scattering calculations, and target detection. This chapter

serves as a review and a starting point for the work on the enhanced detection algorithm.

Chapter 4 develops a new approach used to detect targets in a sea clutter

environment. This approach, rooted in the basic E-pulse detection scheme, overcomes

some of the difficulties encountered when using the E-pulse method. After discussing the

theory for detection enhancement, some time will be devoted to the numerical methods

required to solve the detection problem. One particular area requiring considerable

computational time is E-pulse construction. The construction of an optimal E-pulse

involves a global minimization scheme. A convenient approach is to use a genetic
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algorithm. Implementation of the genetic algorithm will be discussed in detail.

To verify the new enhanced detection technique, several approaches will be taken.

First, a stationary sea-surface will be tested. Next, a simulated dynamic sea surface will

be examined. In the latter case, the scattered field from a changing sea surface will be

computed as a function of time. The effect on target detection from target and sea

surface interaction will also be investigated. Finally, this new technique will be compared

to a coherent processing clutter reduction algorithm.

One area that is common to all aspects of this research is the use of signal

processing in one form or another. Most analyses will numerically generate a set of radar

data in the frequency domain and transform this information to the time domain. This

effort may require some careful planning in order to avoid problems normally associated

with discrete data sets. This is especially true when requiring a transient response with

a high signal to noise ratio obtained from data measured in the frequency domain. Since

most frequency data contain both magnitude and phase information, the transient response

can be obtained with a minimum of effort by using an inverse Fourier transform. On the

other hand, under certain conditions the phase information might be absent. In this case

it still may be possible to obtain a transient response that can be used in a target

discrimination scheme using the E-pulse method. A great deal of time is spent on this

topic, and several chapters in this thesis will be devoted to UWB signal reconstruction

using the method of cepstral analysis.

An overview of cepstral analysis will be presented in chapter 5. Using this

method an attempt will be made to reconstruct a radar target transient response from the
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magnitude of its frequency-domain spectrum. Theoretical discussion will include the

important topics ofminimum phase conditions and minimum phase energy relations. The

energy relation will provide some physical insight into signal characteristics and the

minimum phase condition. Minimum phase reconstructed signals for the early and late-

tirne components of a target’s transient signal will be discussed. Many examples will be

presented illustrating the use of cepstral reconstruction. Finally, the separation of the

early and late-time signal in both the frequency and time domain will be discussed using

the minimum phase reconstruction algorithm.

The motivation behind cepstral reconstruction is the application to target

discrimination. Chapter 6 will present a simple automated discrimination algorithm using

the E-pulse method [9] and the ideas presented in chapter 5. In this detection scheme,

a library of E-pulse waveforms associated with different target geometries will be

constructed. The E-pulse waveform will be generated from time-domain data that has

been constructed using both the frequency-domain magnitude and phase information. The

time-domain representation of an unknown target will be generated using the cepstral

reconstruction method. The target discrimination algorithm will attempt to identify an

associated geometry in a target library file. Test cases include: a) thin-wire scattering

geometries using a theoretical scattering program, and b) actual anechoic chamber

measurements of small-scale aircraft and missiles.

Due to the extensive use of scattering measurements, a section in the appendix has

been devoted to this topic. Topics covered will include measurement systems, procedures,

and windowing functions. Measurement systems will examine the physical setup and
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description of measurements made in the anechoic chamber at the EM Lab. The

procedure section will review the steps necessary to obtain reliable measurements.

Finally, the most common windowing functions used in this thesis will be discussed.

 



 

Scattering from a PeriodicI

2.1 Introduction

A erect deai of effort has

JiJ-‘t .’ .33'.‘ “‘fYA'rf'E-fi‘ Tf'tm ‘0‘]!5

hli.\10mdgn\ll\p st\\é «i. 9.3 ... l‘\\ohoo

‘ l t v -

'93'113 rt ' JY‘I‘ ': '.1931 ~' 'h z a"! -. ‘

..it.t.\llil \t.\0unt\.Lb ..‘ ...’\ . t. \ \.\ t:

- I ' ~
mywnaft '3‘"! '31 ~y~ Q 0h a \ v“ " i'

I
, . .must.) Ritual“. Jun 3:; LUNJ‘uw Dr”I A

O
Q

“U. *1". \"FV).J"\\ I” .
1

t. ‘- . t: I . " “I ‘0‘" .3“"Luai.i\)\d.\fi Ha> Ste.:thRt'tCtl

‘3': i ‘-~
-noceis. This "“113“t\.\\ hch ..as :nclu

i-H-t
_‘\-r

A.»\.

anr‘f' px
\ o s

t \ .-
M...s 1.. an anechoic chamber

M. roughness in one dimension. it

to: sanous as a function of \ but

Rivals. -
. ‘

'

ritual stud} or scatterine from the

El3s ‘ ‘

tit l ‘
‘

or held integral
equation

thltlL’

tonur ' . .. 'P attonall} ttpensn'e for a Uener

surface,
'Hooeur. llllS leads to problem

tan be Si 'mPlified by putting some con~

xtens

it is to
propose another method

Ed

.

. ‘ U
r



 

Chapter 2

Scattering from a Periodic Surface Using 3 Periodic Current

Function

2.1 Introduction

A great deal of effort has been devoted to the numerical solution of

electromagnetic scattering from ocean-like surfaces [10]-[11]. One of the problems

frequently encountered is the physical constraints imposed by the amount of computer

memory required and the computer processing speed available. In the MSU EM Lab, a

great deal of research has been devoted to the study of scattering from various sea surface

wave models. This research has included both theoretical scattering and experimental

measurements in an anechoic chamber. All the wave models used are constrained to

surface roughness in one dimension. For example, a simple sinusoid surface has a height

2 that various as a function of x but the wave height is invariant in the y direction.

Theoretical study of scattering from these surfaces involves the numerical solution of an

electric field integral equation using the method of moments. Most often this is

computationally expensive for a general surface and forces the use of a finite extent

surface. However, this leads to problems associated with edge effects. Often the problem

can be simplified by putting some constraints on the surface.

For periodic infinite surfaces, the scattered fields can be determined in a more

efficient way. Norman has done extensive research in this area [12]. The purpose of this

chapter is to propose another method whereby the current and scattered fields can be

calculated for an infinite periodic surface. The approach described in this chapter is

6
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similar to a periodic-surface moment method described by Chen and West [13].

This chapter is divided in the following manner. First, a detailed discussion of

theory will be covered. Several sections will be devoted to this. Next, some simple

computer scattering examples will be computed using this new method. These examples

will provide both comparisons to other methods, and illustrate scattering from various

types of surfaces. Since researchers in the EM lab have typically calculated scattered

fields from rather small surfaces ( typical wavelength of surface is about 4 inches ), some

time is devoted to larger surfaces using the new method. A final discussion will also be

included focusing on the advantages and shortcomings of this new method.

2.2 Theory

2.2.1 Scattered field - simple expansion

Figure 2.1 shows a plane wave, having prOpagation constant k, impinging on a 2-d

periodic surface of wavelength D. The polarization of the electric field is parallel to the

crests of the surface and the angle between the horizon and the propagation vector E is

given by (1),. A surface current I?(x) = 2K(x) will be induced by the electric field.

Furthermore, due to the periodic nature of the surface, a periodic surface current can be

modeled with the following expression

K(x) = )3 Kotx—nD)e”’"” (2")
where "H.

K( ) -25 x 32 2 2K006) = { x , 2 2 ( . )

0 elsewhere

[3” = nkcosth0 (2'3)
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The scattered field from the induced current is given by [14]

 

Ezs(x,y) = if [Koch Ht§”(kt/(x—x’>2 +(f(x)-f(x’))2 ) L(x’)atx’ (14)

where H52) represent a Hankel function of the second kind. The surface height and

differential line element length are given by f(x) and L(x)dx respectively. n is the

intrinsic impedance of the medium. Using the periodic surface current given by (2.1) and

making the substitution u = x’- nD yields the following form for the scattered field

D/2 a,

Ezs(x,y) = #3 f E K0(u)ejB"DHéz)(ktf(x—u—nD)2+(f(x)—f(u+nD))2 )L(u+nD)du (2.5)

-D/2 n=-°°

 

The periodic nature of the scattering surface can be used to simplify (2.5). The

periodicity yields two useful relations

f(u+nD) = f(u) (2.6)

L(u +nD) = L(u)

Using the above relations, the scattered field can be written in terms of a kernel K(x,x’)

for the periodic surface D

Ezs(x,y) = 12%] K0(x’)K(x,x’)L(x/)d
x/ (2.7)

where 2

 

K(x,x/) = Z” ejp"dHéZ)(k (x—x/—nD)2 + (f(x) —f(x/))2 ) (2.8)

To numerically compute the kernel the convergence of the series given by (2.8)

can be accelerated. One way of doing this is given by Kummer’s method [15]. In this

method like terms from the series are added and subtracted in hopes of yielding a new

relation that can be more easily computed. If (2.8) is expanded and like terms are added
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and subtracted the following relation is formed

 

K(x,x’) = Hdz)(k\/(7“x/)2 + tftx) ~f(x’))2 )

 

+ z: { ejnkDCOS¢oHéz)(k\/(nD_(x_x/))2+(f(x) _f(x/))2 ) _ An‘(x’x/)

n=l

(2.9)
 

+ e‘jnkDCOS¢oHéz)(k\/(nD+(x_x/))2+(f(x) _f(x/))2 ) _ An+(x,x/) }

+ ZAQOM’) + ZAJOCJ’)
n=1n=l

Next, the forms for An- and A; must be determined. If the series given by (2.9) is to

converge the terms given by A". and A; should. approach the value of the Hankel

function for large arguments. The Hankel function enclosed within the braces of (2.9)

has arguments involving the following term

 

Si = nD\J1 + (x-x/)2 + 20?- [)2 i 2——_(x_l§/) (2-10)

("13) n

which for large values of n can simply be written as

s" = nD :l: (x —x’) (2'11)

Furthermore, for large arguments the Hankel function can be written as

(2) _ 21' 6'” (2.12)
Ho (Z) ’ ‘1: ——

u;

Next, the Hankel function argument involving the term given in (2.11) can be substituted

for the exponential term in (2. 12). The denominator argument can be replaced by knD.

If the terms within the braces of (2.9) are compared then the following relation is

obtained
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. . -jknD

A:(x,x’) = [[21 e"""D°°S“’° —e eeW-X’) (2.13)

knD

Some simplifying yields

A: = /i eejkoc- 22’) (20) (2-14)

irkD fl

where

Zd : e-jkD(l a cosdJO) (2.15)

With the form of An chosen, the last two sums in (2.9) can be evaluated. Letting

S*(x,x’) = i A:(x,x’) (2-16)

n=1

and substituting (2.14) into the above relation yields

n- 1

S2t(x,x/) : [Tee¥]k(xx’) Z0 2 (ZO)
(2.17)

 

A change of index in the summation gives

520,,” : lg; e2jktx-x) Zo 2: :2: (2.18)

This sum can be written in terms of the "Lerch transcendent", which is given by [16]

 

w

<I>(z,s,v) = Z (v+n)‘s z
(2.19)

n=0

Comparing (2.18) and (2.19) allows the sum to be expressed as

3*(x x/) = [.21. e*1k(x‘x') Zoi <I>(ZJ,1,1) (2‘20)

’ 1tkD 2

The Lerch transcendent, given by an infinite summation, can be wrttten in terms of an

integral as [16]
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Due to the singularity of the integrand for t = 0, the above integral is difficult to solve

numerically. To evaluate this integral, like terms are added and subtracted to form the

following relation

  
1 =

(I) (Z, 391)

to

_£_ (”e—”1 ‘11 (2.23)

l

The advantage of the above relation is that the integral in this form converges much better

since the integral argument is proportional to the square root of t for small arguments.

2.2.2 Scattered field - higher order expansion

The convergence rate of (2.9) is determined by the forms of Ant. To increase the

rate of convergence higher order terms in both the Hankel function argument and the

asymptotic form of the Hankel function itself must be considered. The preceding section

developed simple relations given by (2.11) and (2.12). This section will deve10p the

higher order terms necessary to increase the rate of convergence. The terms developed

. . -l/2

for A: in the preceding sections contains a summation index n dependence of n . The

goal of this section is to show a development that has an index dependence for terms up
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to n". Although the development is lengthy, the extra terms derived will greatly increase

the rate of convergence for the series in (2.9).

The argument to the Hankel function given in (2.9) is proportional to

S = nDi/l + u (234)

where

u = (x—x/)2 + (f'f/)2 + 2(x—x/) (2.25)

(nD)2 _ nD

 

Expanding the square root in (2.24) to include higher order terms gives

s=nD(1+lu-iu2+iu3__5_u4+,,.)
(2.26)

2 8 16 128 -

Substituting for u and keeping terms only up to (nD)'3 yields

nD i (x-x/) + w ; (X‘xl)(f’fl)2 + (x—x/)2(f’f/)2 _ 1m (2.27)

5 z a

2110 2(nD)2 2 (nD)3 8 trim3

The asymptotic form for the Hankel function is given by [17]

f"_"

H02(z) = \j 2

I 1+j- 9 —'2251+_ll_0_2_5_i+,
..] (2°28)

e'jz ____ J______._

82 12322 307223 9830424

 

3
l
g
.

N
I

(

with z = ks , (2.28) becomes

Hrs) = new” _1_.2_1___2__1_ _,-_2_23_1__1_ . 112.222; . .] (2.29)

0 wk 51/2 8k 53/2 123/(2 55/2 3072 kasm 98304 k4 59/2

To evaluate the above relation, appropriate terms must be found for the exponential and

the terms involving inverse powers of 3. Using the relation given for s in (2.27) the

exponential term can be approximated as
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e —jks z e -jknDe :jk(x-x’)e -jka (2.30)

where

a = M ,-. (x‘x/W‘f/V + UPI/>207]? _ 1% (2.31)
2nD 2(nD)2 2 (nD)3 8 (nD)3

A simple expansion of the exponential term containing the inverse powers of 11 yields

-jka ~ . k2 2 .k3 3 232

e ~1—Jka—7or+1—a (.)

Since or contains terms up to (nD)'3 , no higher order terms than those shown in (2.32)

should be used. To see this, a substitution for or into the second term of (2.32) yields

terms up to (nD)'3 whereas a term proportional to a4 will yield terms with (nD)“.

Hence, in order to expand the complex exponential to include additional terms, more

terms should be included in the evaluation of or. With terms up to (nD)‘3, the exponential

expansion can be written as

_' _- --. _’ 1 1. [2
jksz jknD .1L(xx)1_ -k _

e e e { —nD(21 (ff))

 + 1 (igjktx-x’itf—f’r — ékztf—f’r)
(nDiz (2.33)

+ ( Ly (-%jk(x-x’)2(f‘f/)2 + fijktf-f’f‘

n

.ngtx-x’itf—f’)‘ + zigjk3U‘f/)6) }

 

To attack the problem of finding relations for the inverse powers of s, the inverse of

(2.24) can be expanded to give

 

l = _1_(1 + u)-1/2 (2.34)

s nD

Thus

1_ 1 + -l/4: 1 __l_ +_5_2——1§—u3+)

ST? — (nD)”2(1 u) morn“ 4“ 32“ 128
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1_ 1 (1+u)'3’4= 1 3u+§u2—77u3
  

  

 

__ _ ( — _ —

53/2 (220)3/2 (nD)3/2 4 32 128 + )

1 1 _ 1 5 45 195
__ = (1 +u) 5’4: 1-—u +—u2 ———u3 +... 2.35

35/2 (nD)” (n 1))5/2 ( 4 32 128 ) ( )

a- 2 .1 ”flu—1 renew—firm...)
s7/2 (nD)"2 (n 1))7/2 4 32 128

"2 only a limited number of terms in the above relationsTo keep only terms up to (nD)

need to be used. A quick review of (2.25) and (2.33) shows that 11 has terms inversely

proportional to nD and (nD)2 , and e ’ij has terms inversely proportional to unity, n, n2,

and n3. The Hankel function in (2.29) is formed by multiplying the complex exponential

term with the inverse power terms. By multiplying the first term in the complex

"’2 term the highest power of u must be u3 inexponential (i.e. the unity term) by the s

order to have the 11"”2 requirement. Also the highest power of u for s'3/2 term must be uz.

Therefore, the power terms can be rewritten as

5u2__L5_u3

  

1

__ .. 1 — — )
S1/2 (n D)1/2 ( 4 32 128

_1__ :1 1 (1 —3— + 31— u 2)

3/2 3/2 4 32

S (’1 D) (2.36)

1 1

  

1
2

Multiplication of the complex exponential term and the power terms will introduce

. . -9/2

additional terms not needed in the final expressron. In this case, terms such as (nD) ,
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(nD)"“z, will of course be dropped.

At this point a relation exists for the Hankel function (2.29), the exponential term

(2.33), and the power terms (2.36). Next, (2.33) and (2.36) are substituted into (2.29) and

only terms up to n‘”2 are retained. Avoiding the pages of algebra, the final result is

H62) i ~ A -'knD $jk(x-x/) _1_ _1_ 1

(x,x) ~ irkDe J e { 1/251/2 20 €3/2 3/2

(2.37)

+ l l 1 1 }

161)2 5’2 5/2 2561)3 7’2 m

where

E1/2 = 1

€3/2 : +(X—‘X/) —jk(ff/+)2 4k

55,, = 6(x-x) — 3(f--’+f)2- 3—k’tx— x’) + 121'k(x--x’)(f-f)2

-1 _ 2k2(f—f/)4 (2.38)

8k2

45 / 2 _ _1__51 2

€7/2=+k—(xx)+J(xx) 80(x-x)3 ' (f’lf)

+ 6ij(f—f’)4 i 120(x -x’)(f—f’)2 — 304jk(x—x’)2(f—f’)2

. 225 . 16 3 / 6

1- 96k2 x—x’ — ’)4 -1——- +J—k (f—f)( )(f f 1223 3

With the above result the asymptotic forms for A,f can be derived using the relation given

by (2.9). Using the relation for Z0 given by (2.15), the higher order forms for A: are

l 1

”D " " (2.39)

lg_1_}

+ 25603 7’2 n"2
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The evaluation of (2.16) using the expanded form for A11 is given by

S(x,x’)* = ,l—k‘Derikex’;>z { £1,2<I>(ZJ,1/2,1) + iEMMZJJ/ZJ)

 

 

 

  

1 (2.40)

a 1 a

+ fingered/2, 1) + 25603E7,2<I>(Zo,7/2,1)}

where the integral forms for the Lerch transcendent are

°° t1/2

<I>(z,3/2,1)-._ .2— f: (2.41)

(a? o -

°° 3/2

<1>(z,5/2,1) = i— f t dt (2.42)

3fl 0 e t ‘Z

°° 5/2

<I>(z,7/2,1) = 8 f t dt (2.43)

15 1t 0 et‘z

2.2.3 Electric Field Integral Equation (EFIE) solution

The scattered field written in terms of the kernel for the period surface is given

by (2.7). To determine the surface current the following boundary condition must be

applied at the surface of the perfectly conducting surface

Ezs(x:}’) + EZ’tLy) = O x,y 6 surface
(2.44)

where Ezi(x,y) represents the incident electric field. Combining (2.44) with (2.7) yields

D/2

.

f K0(x/) K(x,x’) L(x’)dx’ = 274: E; (x ,f(x)) (2.45)

“D/Z

The surface current K0(x’) can be expanded as a finite series of terms taking the form

N

Kotx’) = E 0.. K..<x’> (2'46)
n=1
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where Kn(x’) represents the current basis fimction. Next, point-matching is applied at N

discrete points xm in the interval from -D/2 to D/2. The integral equation in (2.45) can

now be written as

D/2

4
N

2 an I Kn(x/) K(xm,x/) L(x/)dx/ = k— Ezi(xm,f(xm)) m = 1,...,N (2°47)

T]
"=1 -D/2

The above equation can be written in matrix form as

N

ZanAmn=bm m=1,...,N (2.48)

n=1

where

D/2

Am” = f Kn(x’)K(xm,x’)L(x/)dx’ (2.49)

—D/2

bm = i5: (xm,f(x,,,)) (2.50)
kn

If the interval between -D/2 and D/2 is divided into N segments of length A and center

X", a pulse basis function can be defined as

A

sxsxn+—1 x —

2 (2.51)
n

A

Kn(x’) = 2

0 elsewhere

With the pulse-basis function defined. in (2.51) the matrix term given by (2.49) becomes

(2.52)

The self-term (m = n) can be approximated by assuming that the segment between points

is a straight line with width Wm given by

w = W + [mm-i3) -f<xm+%>12
 (2.53)
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The kernel can be written in terms of the Hankel function. Hence, (2.52) becomes

wm/Z

A = f Hf’(k|x’|)dx’ (2.54)
mm

—wm/2

The Hankel function can be evaluated using the asymptotic expression for small

arguments as [18]

Hf’(u) z 1 filing) for “<1 (2.55)
112

where y = 1.781. Evaluation of the integral in (2.54) becomes

Am = wm[1 -j3(1n(_’ilwm) — 1)] (2.56)
Ti: 4

For non-diagonal elements, the expression given by (2.52) can be approximated using

rectangular rule integration as

Am = K(xm,xn) L(xn) A (2.57)

where the expression for the kernel must be determined as discuSsed in the previous

section.

2.2.4 Electric Field Scattering Solution in the Far Field

A solution to the matrix equation (2.48) yields values for the unknown current

coefficients an. These values can be used to obtain an expression for the scattered field.

First, consider the scattered field due to the surface current from a single period of the

infinitely periodic structure. For this case the scattered field is given by

D/2

Eire) = "lg f K.<x’> HER/ctr) — 6%)thth

-D/2

(2.58)

where the field and source points are
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f) = pcosa f + psina )7 (2.59)

5/ = x/e +f(x’)y (2.60)

In the above relation p and 0t represent the distance and scattering angle to the field point.

The Hankel fianction argument can be written in terms of the parameters given in (2.59)

and (2.60) as

2 /2 _1

klp’ — ("i/l = kp(1 - 3(x’cosoc +f(x’)sina) + x_+_f_2(x_) )2 (2.61)

P 9

For the far-field p >> p’, and (2.61) can be simplified by dropping the quadratic term and

expanding. The simplification becomes

klb’ - fi’l z k (p — (x’cosa +f(x/)sina)) (2.62)

Next, for large arguments the Hankel function can be expanded with the following

relation

H(2)(u) 2 “Z e—ju (2.63)

Substituting (2.62) into (2.63) and using only the p dependence for the amplitude

argument yields

_, _, 2 . 67k" +'k(x/c so: +f(x/) ina) 2.64

H52)(klp-p/l)e —-]--——6’ ° 5 ( )
kirf‘;

Substituting the relations given by (2.46), (2.51), and (2.64), the scattered field in (2.58)

is

. _- N / .

Ezs(p’) z _n 1]: 32 2 an f ejk(x cosoc +f(x/)sma) L(x/)dx/ (2.65)

\J8tr fl ":1 x -3

" 2

The relation given. by (2.65) provides an expression for the scattered field from a single

19
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period of the infinitely periodic surface. Next, consider the contribution from 2M

additional periods of the surface. In this case M periods appear to the left of the central

scattering period and M periods are on the right. With the surface period given by D, the

total field can be written as

 

é (2.66)

>
1 +

3

ll

)
_
.

l
>

Some simplification of the above relation yields the following expression

5 k e77” 1=M jlkD(cosa + cosd>)

E (5) = —n. ’— e a
Z 8n ‘5 ,ZM

N %

 

(2.67)

The first summation term given by the preceding form simply yields an array factor

contribution which can be put in a more useful form

M 2M
2 ejkD(cosa + cosdpa)! : e —jkMD(oosa + cosdta) E ejkD(cosu + cos¢0)l (2'68)

l=-M [=0

The summation on the right hand side of (2.68) is just a geometric series of the form

k _ k+l

2,1 = 1 r (2.69)

[=0 1 * r

With (2.69) the array factor in (2.68) becomes
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'kD(cosa cos¢ )1 'kMD( 4) ) 1 ejkD(2M+1)(cosa+°°S¢°)+ - c + c —
e] O = e I 03a OS 0 (2.70)

1 _ ejkD(cosa +cosd>o)

Simplifying (2.70) yields

sin[k70(2M+ 1) (0030: +cosd>0)]

 

  

f: ejkD(cosa + coscbo)! : (2.71)

[=_M . kD
sm[7(cosa +cos<bo)]

Thus, the scattered field is given by

_. sin[k—D(2M+l)(cosd) +cosa)]

s _. jk e Jkp 2 0

Ez(p) 2'. -TI __

8r: \/— . kD
P sml—(cos¢o+cosoc)]

2 (2.72)

N x“ %

an ejk[x/cosa +f(x/)sina] L(JC/) dx/

t; I. }
n 2

2.3 Discussion

2.3.1 Comparison with other methods

In the previous sections, the theoretical aspects of TE incident plane wave

scattering from a conducting periodic surface was considered for the infinite case. The

purpose of those sections was to develop a method which is computationally efficient and

hence would allow the determination of the scattered fields from larger surfaces. To test

the validity of the developed theory several comparisons will be made with a model

previously developed by A. Norman [12]. Norman has developed a rigorous and general

treatment for the scattering of plane waves from a perfectly electric conducting (PEC)
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periodic surface. An integral-operator-based analysis has been employed and is referred

to as the electric field integral equation method of moments (EFIE-MOM). The currents

induced on the PEC surface are calculated as solutions to an EFIE with a periodic Green’s

function (PGF) kernel. With the surface currents known, it is then possible to determine

the scattered fields once again making use of the PGF.

The goal of using Norman’s model was to compare the surface current over a

periodic structure at different frequencies. In addition to analyzing the currents generated

by the new model several experiments were done to calculate the scattered fields from

various periodic surfaces. The calculation of scattered fields from a finite periodic surface

has been done extensively in the past. Solutions to these fields is a computationally

intensive task requiring the calculation of the scattered field at every frequency point,

windowing the data, and then performing an inverse discrete Fourier transform (via a fast

Fourier transform) to determine the transient scattered field. The new method would also

require these steps but the calculation of the current and field at each frequency point

should require far less computer processing time. Although one case is based upon a

finite surface a comparison between the transient scattered fields should shed a great deal

of light on the usefulness of the periodic current model.

Norman has used a geometry model from a sinusoidal surface defined in

Figure 2.2. As can be seen, this geometry is slightly different from that shown in

Figure 2.1. Major difference include the angle of incidence and the sinusoidal surface

placement with respect to the origin. The results of this study will use Norman’s

definition (forcing the author to make small changes in his program). Several frequency
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points were chosen for the current comparison. The author selected to use an incident

field with frequency points at 2.95, 5.00, and. 9.00 GHz., while the angle of incidence was

at 85 degrees (near grazing). The incident field polarization was parallel to the wave

crests (TE polarization). The surface has a period length (L) of .1016 meters and wave

height of .0127 meters. The induced surface currents on one period of the infinite

conducting surface are shown in Figure 2.3 -Figure 2.5. Each figure shows the real and

imaginary parts of the calculated current as a function of normalized surface position.

As can be seen in each of these figures, there is excellent agreement between the surface

currents calculated using the new method and those calculated by Norman’s EFIE-MOM.

Since Norman’s method has been extensively researched and used , the good comparison

validates the new method.

The spectral domain scattered fields and their associated transient fields were

calculated for several periodic surfaces. The scattered field was calculated with the far

zone approximation using two different methods: (1) a 2-d finite length scattering model

based upon the solution of an EFIE using the method of moments, and (2) a scattering

model using the periodic current generated from an infinite surface. The latter model uses

the periodic current only over a finite number of periods to generate the scattered field.

In this respect we can see that the periodic current model is a hybrid model. The effect

of this type of model is to multiply the scattered field from a single period by an array

factor.

The spectral domain scattered fields from a 9-period conducting sinusoidal surface

(L = .09 meters, h = .0254 meters) generated by a TB plane wave with incidence and
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scattering angle of 30 degrees from the horizon (see Figure 2.1) have been calculated in

the far zone as a function of frequency over the bandwidth .8 - 12.98 GHZ at .01 GHz

step size. The spectral amplitude of the backscattered field is computed using the finite

length and infinite period current models. The results are shown in Figure 2.6 and

Figure 2.7.

To find the transient scattered field from the conducting sinusoidal surface created

by a short pulse, the spectral results of the scattered field are windowed using a 1/8

cosine taper function (see Appendix A) and then inverse Fourier transformed. The 1/8

cosine taper window corresponding to the spectral band from .8 to 12.98 GHz is shown

in Figure 2.8. A short pulse is synthesized by applying an inverse Fourier transform to

this window. The synthesized incident pulse is shown in Figure 2.9.  
The time-domain scattered fields created by the short pulse for both scattering

methods are shown in Figure 2.10. It is observed in this figure that the backscattered

response for both cases agree quite well. Exceptions to this agreement occur at the leading

and trailing edge of the surface. This is to be expected since the finite (non-periodic)

current model is an exact solution with edge discontinuities, whereas the periodic current

model is not an exact solution.

A second scattering surface, known as a Stoke’s surface, is shown in. Figure 2.1 1.

The period of this surface is 17.78 cm and wave height is 4.96 cm. A Stoke’s wave

profile to fourth order [19] can be expressed mathematically by

kx = fiksin(6) + 6 (2.73)

2 3 3 3

y = -Bcos(6) + 3k ([3 -—8-B )cos(2kx) (2,74)
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where y is the vertical displacement of the surface and x is the horizontal displacement.

9 is the parameter of the parametric curve, while k and [3 are wave shaping variables. A

simple cycloid can be generated by dropping the second term on the right hand side of

(2.74) and setting k = B = 1. The wave profile shown in Figure 2.11 was generated using

(2.73) and (2.74) for the simple cycloid case and then scaling in the x-y direction for the

given height and wavelength.

The frequency-domain scattered field for the 11 period Stoke’s wave is shown in

Figure 2.12. The scattered field was generated using a TE wave having incident and

scattering angles of 30 degrees. The frequency range was from .8 to 12.86 GHz at .01

GHz step size. The solution method used an EFIE using only a finite length surface (i.e.

no periodicity in the current). Figure 2.13 shows the periodic current solution for a 11

period Stoke’s wave illuminated under the same conditions. The transient fields were

generated by windowing the magnitude of the frequency-domain data with a 1/8 cosine

taper waveform and then applying an inverse Fourier transform. Figure 2.14 shows the

transient fields using both the periodic and non-periodic solutions. The inset shows a

larger view of the scattering between the crests. As can be seen, even with a difference

in the scattering solution techniques there is remarkable agreement between the two

solutions, except at the front and back of the wave.

2.3.2 Large surface

The spectral domain scattered field from 11 periods of a large conducting

sinusoidal surface generated by a TB plane wave with an incidence and scattering angle
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of 30 degrees is calculated using the periodic current model. The wavelength and height

of the surface are 1.0 and .25 m respectively. The frequency band is from .5 to 3.0 GHz

with a frequency step size of .005 GHz. The spectral amplitude of the total scattered

field is shown in Figure 2.15. .

To find the time-domain scattered fields due to a short pulse, the frequency data

is Fourier transformed after being windowed. A short pulse is synthesized by inverse

Fourier transforming a uniform spectral response over a bandwidth .5 - 3.0 GHz that has

been weighted with a 1/8 cosine taper window. Figure 2.16 and Figure 2.17 show the

cosine taper widow and the synthesized short pulse respectively. The time-domain

scattered field created by the short pulse can be obtained by applying the same window

to the data in Figure 2.15 and then taking the inverse transform. The transient field is

shown in Figure 2.18. The frequency-domain scattered field shows remarkable

resemblance to those generated from a smaller sinusoidal surface in Figure 2.6 and

Figure 2.7. Similarly the transient scattered field shown in Figure 2.18 can be compared

to the transient scattered field from the smaller sinusoidal surface in Figure 2.10.

2.4 Computational Considerations

The amount of computational effort can be greatly reduced using the new periodic

current model algorithm. As indicated in Figure 2.12 the scattered field from a 11 period

Stoke’s wave was generated using an EFIE computational solution. The scattered field

data was generated over a 20 hour period using a Pentium 100 computer with 8
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megabytes of memory. In contrast, the scattered field data represented in Figure 2.13 was

generated in approximately 1 hour using the same computer. This significant increase in

speed indicates the usefulness of this algorithm.

One area of interest is the number of terms to be used for the approximations

given by (2.39). Table 2.1 shows the matrix fill time associated with using different

number of approximation terms. The data corresponds to a subset of frequency points

computed for the Stoke’s surface as shown in Figure 2.13. In most cases the

computational speed improves as more terms are added, although the improvement in

going from 3 to 4 terms is not highly significant. Some improvements may be expected

by adding more terms, but it must be kept in mind that more terms will also require more

processing time. At some point the processing time to compute those extra terms will not

improve the speed of the overall computation. One significant feature of Table 2.1 is the

amount of processing time required to compute the matrix fill for the 10.0 GHz point.

For 1 and 2 term approximations, there was some difficulty in obtaining a converging

solution. The addition of the third term overcame this problem. In this respect the extra

terms are significant.

2.4 Conclusions

In this chapter a new radar scattering method has been developed and tested. This

new method was compared to several established methods in order to validate this new

technique. Several cases were run and findings indicated that the results of the new

method agreed quite well with previous methods. The utility of this new method is that
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the scattering problem from an infinite surface can be solved in a more efficient manner.

The results obtained can then be used in conjunction with testing different target-detection

algorithms.
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Figure 2.1 Scattering geometry for periodic surfaces.
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Figure 2.2 Infinite, conducting sinusoidal surface scattering geometry.
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Figure 2.3 Induced surface current on one period of infinite, conducting sinusoidal

surface for TB excitation at 2.95 GHz. Angle of incrdence and scattering

85° from vertical axis.
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Figure 2.9 Short input pulse, synthesized by inverse fourier transformng a 1/8 cosine

tapered, uniform spectral response in the frequency band of .8 - 12.98

GHz.
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sinusoidal surface for TB excitation in the frequency domain. Periodic
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Figure 2.18 Transient backscattered electric field from incident pulse for 11 period

conducting sinusoidal surface for TB excitation. ( L = 1.0m, h = .25m, (1)0

= 45° )
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Freq. 101121 1
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10 10.6:

10
9.73

‘0 9.4:

40 9.81

x"

‘0 10.49
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(‘0 10.22

\\

70 10.38
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8'0 10.55
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9'0 10.88

\_\

10'0 71.67

\\

”'0 11.64
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12'0 11.97
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Table 2.1 Matrix fill time comparison for Stoke’s scattering problem.

Fill Time (secs) for Different Number of Terms

Freq. (GHz) 1 2 3 4

_____________________J_____

 

 

 

 

 

 

 

 

 

 

 

       

1.0 10.65 3.57 2.03 1.76

2.0 9.78 3.13 1.05 1.26

3.0 9.43 3.02 1.70 1.32

4.0 9.83 3.02 1.70 1.36

5.0 10.49 3.02 1.75 1.43

6.0 10.22 3.13 1.82 1.43

7.0 10.38 3.18 1.85 1.43

8.0 10.55 3.35 1.87 1.48

9.0 10.88 3.40 1.92 1.48

10.0 71.67 33.89 1.93 1.48

11.0 11.64 3.40 1.92 1.53

12.0 11.97 3.68 1.98 1.59
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Chapter 3

Review of Target Detection and Scattering Techniques

3.1 Introduction

Considerable effort by researchers at MSU has been devoted to the detection and

discrimination of radar targets using the extinction pulse (E-pulse) technique [3]-

[4],[9],[20]-[22]. This chapter will review the E-pulse discrimination scheme as

implemented at MSU. Particular attention will be placed on the detection of radar targets

in a sea clutter environment using a stepped-frequency ultra—wideband (UWB) radar in

conjunction with the E-pulse technique. Several new examples will be presented to

illustrate and validate the E-pulse detection technique. The purpose of this review is to

lay the foundation for the material in chapters 4 and 6. In chapter 4 the E—pulse method

will be used for a new target detection algorithm. Chapter 6 will use the E-pulse method

in conjunction with cepstral analysis for target identification. In section 3.4 a review

of the numerical methods to determine the electromagnetic scattered fields for perfectly-

conducting, 2-dimensional, finite-length surfaces will also be reviewed.

Section 3.2 of this chapter reviews the theoretical foundation of the E-pulse

method for radar target detection in a sea clutter environment. In section 3.3 several

examples for a band-limited signal will be used to illustrate this technique. The final

section will present the theoretical methods that will be used for calculating the induced

current on, and scattered field, from a perfectly conducting sea-like surface of finite

length. Difficulties such as computer memory limitations and computational speed will
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be discussed.

3.2 Review of Target Detection Using the E-pulse Method

Detection of objects located above a disturbed sea surface has been studied in

considerable detail at MSU. Detection, using conventional radar, becomes difficult when

the clutter signal from the ocean surface becomes large compared to the target return.

 
Interest in UWB radar for target detection arises from the ability to reduce the

background clutter and enhance the overall resolution capabilities of the radar [23]. With

a high-resolution, time—domain radar, the dominant scattering events can be separated,

thus allowing the clutter signal to be reduced and the target signal to be extracted. By

  using a UWB system, the periodic nature of the sea clutter return can be reduced,

increasing the probability of target detection.

 
For a surface profile that is approximately periodic in nature the time-domain

scattered field response from the surface is also approximately periodic. If a radar

measurement is made at time T and the two-way transit time across the range bin is TR

then the scattered field will be available in the time range '1: <t< “t? +TR. The clutter

signal from the surface profile in this time range bin can be modeled as a sum of N

damped sinusoids [4]

N

r(t) = Zane°”tcos(t0nt+¢n) t<t<t +TR (3-1)

n=1

where an and (1)” represent the amplitude and phase of the nth scattering mode,

s" = on + j 0)” represents the complex frequency of the nth mode. By using the

approximately periodic nature of this waveform, a clutter reducing transmit waveform
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(CRTW) [3] can be created which, when either transmitted or used in post-processing,

will reduce the background clutter yet preserve the target signal.

A CRTW e(t) is a waveform of finite duration TE that, when convolved with the

sea surface clutter return r(t), results in a null response given by

T+TR

60‘) = e(t)*r(t) = f r(t’)e(t—t’)dt’ = 0 T+TE<I<T+TR (3.2)

1'

Application of the Laplace transform to (3.2) leads to the following condition for creating

the CRTW

C(s) = E(s)R(s) = o (3.3)

where 13(5) and R(s) are the Laplace spectra of e(t) and r(t) respectively. Hence a

condition for creating the CRTW [24] is

E(s=sn)=E(s=sn*)=O n=1,2,...N (3.4)

where s; is the complex conjugate of sn.

Numerical construction of the CRTW is performed by expanding the waveform

e(t) in a set of K basis functions as [20]

K

e(t) = Z akgkU) (3-5)

k=l

where {gk(t)} is an appropriate set of basis functions. Substituting the expansion from

(3.5) into the convolution integral of (3.2) and taking inner products with a set of

weighting function {Wm} gives
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If t+7k

[VS akf f gk(t') r(t—t')Wm(t) dt dt’ = o m = 1,2,...,M (3.6)

k=1 :’=o 1: +15

Using (3.6), a solution for ock for almost any choice of TE ("forced" E-pulse solution) can

be found by choosing M = 2N and K = 2N+1. For this condition (3.6) becomes an

inhomogeneous matrix equation with solution for any choice of TE that does not cause the

matrix to be singular. Furthermore, the evaluation of the integral in (3.6) can be

simplified by using rectangular pulse basis functions and weighting impulse functions.

Different values for TE result in significantly different CRTW waveforms. The

choice of TE can have a significant effect on the constructed E-pulse and the extracted

resonant frequencies [4]. A suitable choice of TE is one that yields the minimum squared

error per point between the original data r(t) and a reconstructed waveform f(t) . In this

situation, the following must be minimized over the sample interval

6 = “r(t) —r‘(t)ll = Elm.) —f(t,-)]2 (3.7)

where

N . A

f(t) = Zdneo"tcos(d>nt+¢n) (3'8)

n=1

The extracted frequencies sn = 6n + jcbn can be found by solving for the E-pulse basis

amplitudes in (3.6) and then using the relation given by (3.4). This leads to a polynomial

equation of the form

2N+1

2 ocka = 0 (3-9)

k=l
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where Z = e 'SA and A is the basis function width.

Once the natural frequencies are determined, a least-squares fitting routine is

applied to (3.7) and (3.8) to yield the amplitude and phase terms for the reconstructed

waveform. Different values of TE will of course lead to values of a that differ. The value

of TE can be varied to construct the waveform that yields the smallest value of 8. In this

process, the E-pulse amplitudes, frequencies, and best fit reconstructed waveform are

obtained.

3.3 E-pulse Target Detection Using Band-limited Signals

The use of the CRTW technique to detect the presence of a target embedded in

a sea surface clutter environment has previously been reported using a baseband

implementation [22]. The following examples will illustrate the validity of the technique

for the case of band-limited signals.

The theoretical pulse responses of two finite-length, perfectly-conducting, sea

surface models with surface profiles shown in Figure 3.1 were computed (see section 3.4)

for an incident wave whose electric field was polarized parallel to the surface crests (TE-

polarization). The incident and scattering angles were both 12.5 degrees with respect to

the horizon. The moment method was used to compute the frequency-domain response

in. the frequency range 0 to 14 GHz. A stepped, ultra-wideband signal was simulated by

band limiting the scattered field spectra with a GMC window (f(2 = 11 GHz, T = .5 nsec,

see Appendix A) shown in Figure 3.3. This window limited the frequency response to

the band 9-14 GHz, with a 3 dB bandwidth of 1.2 GHz (about 11% of the center
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frequency of 11 GHz). The time-domain representation of the incident pulse, shown in

Figure 3.4, is obtained by applying an inverse fast Fourier transform (IFFT) to the tapered

frequency spectrum. The band limited spectra for the sinusoid and double sinusoid

surface are shown in Figure 3.5. Also, the size of the sea surface models was chosen to

allow comparison with measurements taken within an anechoic chamber, and do not

match the dimensions of actual sea surfaces.

After the time-domain signals for the surfaces were computed, the measured

response of a five inch long missile target was added. The missile amplitude was scaled

to produce a prechosen target-to-clutter ratio (TCR) defined as the ratio of maximum

target signal strength to maximum clutter signal strength (excluding the response from the

leading edge of the finite length surface). Figure 3.6 shows the superposition of the

missile and clutter signals for the two surfaces. From this figure it is obviously difficult

to discern the presence of any target from the band-limited background clutter. Using the

least-squares minimization fitting routine (section 3.2), the CRTWs created for each

surface are shown in Figure 3.7. The convolution of the CRTWs with the clutter/target

combinations are shown in Figure 3.8. The presence of the target is clearly enhanced

after application of the CRTW convolution. For each surface, the missile can easily be

discerned from the clutter background.

3.4 Review of Theoretical Scattering Methods for Finite-Length, Perfectly-

Conducting Sea Surfaces

This section reviews electromagnetic scattering from finite-length, perfectly-

conducting surfaces. The numerical solution of an, electric field integral equation using
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the method of moments will be formulated for the case of scattering from surfaces having

surface roughness in one dimension.

Figure 3.9 shows a plane wave impinging on a perfectly conducting surface. The

polarization of the electric field is parallel to the crests of the surface (TE-polarization)

and the angle between the x-axis and the propagation vector is given by (1)0. The time-

varying electric field E,i impressed upon the surface generates a z-directed induced

current Kz(x) on the conducting surface. These currents in turn generate a scattered

electric field E: given by [14]

L2

E5(5) : _anfKZ(x/) H52)(kl5 _ §/|)L(x’)dx/ (3.10)

Z

Ll  
where H52) represents a Hankel function of the second kind, p and 6’ represent the field

and source points respectively, and K(x) represents the induced surface current density.

The propagation constant and impedance of the medium are symbolized by k and 11

respectively. The differential line element length is given by L(x)dx and the limits of

integration for the surface are LI and L2. The field and source points can be written in

terms of their coordinates as

5 = pcosa )2 + psinoc )7 (3-11)

fi’ = x02 + f(x’)y‘ (3“)

where p represents the distance from the origin to the field point, or represents the

scattering angle measured from the x-axis, and f(x) represents the surface height. Finally,

the differential line element length can be written as
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L(xr)dxt : 1 +fl(x)2 dx/ (3.13)

To determine the surface current, the following boundary condition must be

applied at the surface of the perfectly conducting surface

Ezs(xa)’) + Ezi(xa)’) = 0 x,y 6 surface (3-14)

Combining (3.14) with (3.10) yields the following integral equation

L

f K206)1’1’.§2)(k\/(x-JC’)2 + (rm—r(t)? ) L(x’)dx’

L
l

 

(3.15)

= i Ez‘(x,f(x)) Lrsstz
kn

The surface current density can be expanded as a finite series of terms taking the form

N

Kz(x') = 2 an Kn(x’) (3.16)

n = 1

where K,(x’) represents the current basis functions. Next, point-matching is applied at

N discrete points xm in the interval from L, to L2. The integral equation in (3.15) can

now be written as

 

N L2

2 an I Kn(x’) H52)(k¢(7nl-x’)2 + (f(xm) -f(x'))2) L(x’)dx’

”=‘ Ln
(3.17)

= i Ez‘txmjtxm» m =1,...,N
kn

The above equation can be written in matrix form as

N

ZanAmn=b
m m=19'°-9

N
(3.18)

n=1.

where

L2

A... = f 19.06)11'.§2’(I<((—x..-x’)2 + (f(xm)-f(x’))2 )th'>dx' (3.19)

L
l
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A": f Hflk

m
l
]
,

The self-term (m = n) can be appr

isa straight line having width w"
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The relation in (3.22) for the self

A
film

For small arguments the hankel f

Hf’ru) = 1

wherey= 1.781. Evaluation of ‘

yields

mm

Farnon~diagonal elements, the ex

 



 

bm = ire," (xm, f(xm)) (3.20)

kn

If the interval between LI and L2 is divided into N segments of length A and center x",

a pulse basis function can be defined as

l x -
n

_A_ A

Kn(x’) = 2 " 2 (3.21)

0 elsewhere

With the pulse-basis function defined in (3.21) the matrix term given by (3.19) becomes

 

A

” 3

Am= f Hizlkfin-x'r+<f(x,,,)—f(x')>2)th')dx' (3.22)

A

V?

The self-term (m = n) can be approximated by assuming that the segment between points

is a straight line having width wm given by

 

w = ([AZ + [f(x ——“—) -f(x +3) 12 (3.23)
m m 2 m 2

The relation in (3.22) for the self term becomes

wm/Z

A... = f H;Z>(k(x/() dx’ (3°24)
—wm/2

For small arguments the hankel function becomes [18]

Héz)(u) z 1 —j-%ln(-Y—2£) for “<1 (315)

where y = 1.781. Evaluation of the integral in (3.24) with the relation given by (3.25)

yields

A = w [1—j3(1n(flwm)—1)] (3.26)
at: 4

mm m

For non-diagonal elements, the expression given by (3.22) can be approximated by simple
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rectangular rule integration as

All] : ’1‘?ka (

Evaluation of the matrix e

basis function amplitudes given

the pulse basis function amplitu

etaluated using (3.16) and (3.10

field approximation should be c

can be expanded as

for large arguments the Hankel f

Substituting (3.28) into (3.29) 2

argument yields

Hf’tkta - 6'!)

Substituting the relations given b

(3.10) becomes

 



 

rectangular rule integration as

 

An... = 1‘1’.§2)(kt/(JC,,,-x,.)2 + (f(xm)-f(xn))2 )L(xn)A (3.27)

Evaluation of the matrix elements in (3.26) and (3.27) is needed to solve the pulse

basis function amplitudes given by the solution of the matrix equation in (3.18). Once

the pulse basis function amplitudes are determined, the scattered electric field can be

evaluated using (3.16) and (3.10). However, to simplify the evaluation of (3.10) a far

field approximation should be considered. In this case, the Hankel function argument

can be expanded as

klp’ - 6’l z k(p — (x’cosoc +f(x') sinor)) (3-28)

For large arguments the Hankel function can be expanded with the following relation

113%) s P e’j“ (3.29)

Substituting (3.28) into (3.29) and using only the p dependence for the amplitude

argument yields

. —'k

H§2)(kif5 — 5'1) .. l f!— 67,—. warmed maps...) (3.30)
TB

p

Substituting the relations given by (3.16),(3.21), and (3.30) the scattered field given by

(3.10) becomes

 

. “'k
- I , .

128(6) z ‘7] ‘élg- e I P 2 an 1‘ e}k(xcosa +f(x)sma) L(X’)dx’ (3.31)

\i 113

  

 



 

   

which for rectangular rule inte

.- 7
E.(p>=-n"—

1!

The determination of the

sstem of equations in many u

solution of large linear systems

computers. A typical linear syste

requires at least 2 Mbptes of real

complex arithmetic and 4 Mbyte

Doubling the number of equation

leading to memory resource prob]

louse some sort of virtual memorfi

Very attractive due to the large

memory and that found on the ha

problem using the spatial decomp:

If the process of calculat

necessary to store the entire mat:

into a number of subsections 0

scattering object separated from i

adjacent subzones carry tanger

electromagnetic field boundary cc

one side of the interface must be

 



 

 

which for rectangular rule integration becomes

5 jk e‘jk" N jk(x cosa +f(x )sina) 332

E(f>’)e-n — Zane n " L(xn)A (.)

Z 87: fl n=1

 

The determination of the surface current involves finding a solution to a large

system of equations in many unknowns. A typical problem often encountered in the

solution of large linear systems is the memory constraint imposed by most desktop

computers. A typical linear system composed of 512 equations in 512 unknown variables

requires at least 2 Mbytes of real memory to store the matrix values for single precision

complex arithmetic and 4 Mbytes of memory for double precision complex arithmetic.

Doubling the number of equations and unknowns requires four times as much memory,

leading to memory resource problems for small systems. One solution to the problem is

to use some sort of virtual memory management scheme. However, this alternative is not

very attractive due to the large amount of time required to swap data between real

memory and that found on the hard. disk. Another approach, taken here, is to solve the

problem using the spatial decomposition technique (SDT) [25].

If the process of calculating the matrix elements is fairly fast, it may not be

necessary to store the entire matrix. In the SDT method the scattering object is divided

into a number of subsections or subzones. Each subzone is considered a distinct

scattering object separated from its nearest neighbor by a virtual surface. Furthermore,

adjacent subzones carry tangential electric and magnetic virtual currents. The

electromagnetic field boundary conditions requires that the tangential virtual currents on

one side Of the interface must be equal to, but opposite from the other side. An integral
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EX (3) - X
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JJ

S1” = f

C"

I

H916. Kzn(x ) represents the surf

lhe contour of integration over th

lellshand side of (3.35) the total e)

excitation and the additional tet

  



 

equation solution, using the method of moments, is applied to each subzone. An

approximate solution to the problem is determined by sequentially scanning through all

the subzones, and then the solution is refined through successive approximations until

some stopping criteria is satisfied.

Consider again the electric field integral equation formed by substituting (3.10)

into (3.14). A compact representation of this integral equation can be written with the

aid of the operator $131” [25] as

$91” [Kz(x’)] = Egg-5)
(3.33)

where

281” = fkaéZ)(k(5-6’))L(x’)dx’ (3.34)

C

and C represents the contour of integration over the limits of the conducting surface. If

the surface is divided into N subzones, the electric field integral for the ith subzone can

be written as [25]

N

Eggs) — Z gcfj [Irma/)1 = gaff [Knot/)1 (3.35)

n=1

where

at; =f€1Ht§2)(k(6-t3"))L(x’)dx/ (3.36)

C
I!

Here, K,n(x/) represents the surface current density over the nth subzone, Cn represents

the contour of integration over the nth subzone, and (3 is located on subzone i. On the

left-hand side of (3.35) the total excitation on spatial subzone i is given by the plane—wave

excitation and the additional terms due to the other subzones. To implement the
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algorithm, the value of i starts at 1 and the current only on subzone 1 is calculated. by the

method of moments. The algorithm then shifts to subzone 2 where the current on this

subsection is calculated. This process sequentially steps through each subzone until the

current for each subsection on the entire surface has been calculated. Once the full sweep

has been completed an approximate solution for the surface current has been obtained.

Successive sweeps across the surface lead to a convergent iterative process until some

stopping criteria is satisfied.

The advantage of the SDT method is that the current on electrically large objects

can be solved on a computer system with a modest memory capacity. For example, if

an electrically large scattering surface is broken into Np discrete points, then the system

matrix is of size Np x Np. However, by using the SDT method the surface can be broken

into N subsections of NL points, where NL = Np/N. Now the system matrix is of size NL

x NL. Hence, the memory limitation problem can be managed nicely by breaking the

surface into enough subsections.

To illustrate the use of the above technique the scattered field from a simple

sinusoid surface was computed. The surface consists of 255 segments with the incident

wave and scattered field calculated at 30 degrees with respect to the horizon. The

polarization of the incident field was parallel to the crests of the surface (TE polarization).

The surface geometry consists of 11 periods, a period length of .1016 1n, and a peak to

peak wave height of .0254 meters. The surface was divided into a different number of

sections to determine the number of iterations and computational time to solve for the

current. All computations were performed on a Pentium-100 system (24 Mbytes). The
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iteration stopping criteria for all work was set at a relative tolerance of 10“. Table 3.1

shows the computational results for three different frequencies. The results of this

example illustrate the effectiveness of this technique. Dividing the surface into three or

five segments does not lead to longer computation time and requires less memory to do

the calculations. However, dividing the surface into too many segments can lead to

longer computation times. This can be seen for the case where the surface has been

divided into 15 segments.

A second example consists of dividing the same surface into 500 segments and

running the same test. Table 3.2 shows the computational results for three different

frequencies. The results in this table suggest that this technique is very effective for the

number of surface segments used. The computation time varies for different numbers of

surface segments but not enough to suggest any large increases in computation time.

3.5 Conclusions

This chapter reviewed two important topics which will be used throughout this

thesis. First, the E-pulse technique was presented. Several examples were presented

illustrating the application of the E-pulse method to the detection of target in a sea-clutter

environment. Next, the numerical solution to the electric field integral equation for

scattering from a finite-length, perfectly-conducting, 2-dimensional surface was reviewed.

The use of the spatial decomposition technique was presented and several sample test

cases were described. The spatial decomposition technique is extremely useful for

computer systems with a limited amount of memory.
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Table 3.1 Spatial decomposition iterative scheme efficiency results for scattering

from 255 segment sinusoid surface

Ns/Np num. of iters. comp. time matrix storage

(sec) (kbytes)*

f = 3.0 GHz

1/255 1 15 1016

3/85 12 21 112

5/51 12 15 41

15/ 17 35 36 5   
f= 3.1GHz
 

 

 

 

   

 

 

 

 

     

1/255 1 15 1016

3/85 11 19 112

5/51 13 17 41

1 15/17 29 31 5

f= 3.2 GHZ

1/255 1 15 1016

3/85 ll 19 112

5/51 l4 19 41

15/17 34 35 5

 

* double precision complex arithmetic (16 byte arithmetic)
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5/100 1

10/50 ;
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Table 3.2 Spatial decomposition iterative scheme efficiency results for scattering

from 500 segment sinusoid surface

Ns/Np mum. of iters. comp. time matrix storage

(sec) (kbytes)*

f = 3.0 GHz

1/500 1 107 3906

2/250 5 81 977

4/ 125 15 103 244

5/ 100 16 94 156

10/50 23 104 39

i f = 3.1 GHz

1/500 1 108 3906

2/250 4 65 977

4/ 125 16 110 244

5/100 15 88 156

I 10/50 24 108 39

f = 3.2 GHz

1/500 1 107 3906

2/250 5 80 977

4/125 15 103 244

5/ 100 15 88 156

10/50 24 109 39    
 

* double precision complex arithmetic (16 byte arithmetic)
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Figure 3.2
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Figure 3.4 Time domain representation of incident pulse.
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Figure 3.7 Constructed CRTWs for (a) single sinusoid surface and (b) double sinusoid

surface.
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Figure 3.9 TE scatter field 0h.
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Figure 3.9 TB scatter field geometry.
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Chapter 4

Enhanced Target Detection in a Sea Clutter Environment

4.1 Introduction

A basic problem faced by on-board ship radar systems is the detection of a sea-

skimming missile irrnnersed in background clutter from the sea-surface. Interest in ultra-

wideband (UWB) radar systems arise from their potential use for target detection. The

use of an UWB system becomes more important when the signal returned by the target

is small compared to the background clutter. Using the increased bandwidth

(characteristic of UWB radar) and the periodic nature of sea swell, a clutter reducing

transmit waveform (CRTW) can be created which will eradicate the clutter return and

enhance the target response [22].

A new technique, based upon E-pulse concepts [24], has been devised which

allows detection of low signal targets in a sea-clutter environment. One of the inherent

difficulties in using the classical E-pulse method is that when an attempt is made to

eradicate merely the sea-clutter return, both the sea-clutter and target response are

attenuated, resulting in a poor target to clutter ratio (TCR). A new approach to the

problem is not to eradicate the clutter altogether but to maximize the target to clutter

energy ratio.

The content of this chapter will be divided into several sections. Section 2

presents the theory and algorithm deve10pment for target detection using the new CRTW

technique. The basic ideas behind the CRTW development will be presented as well as
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qualitative arguments supporting the usefulness of this new technique. Finally, a block

diagram summarizing the basic algorithm for target detection will be presented.

The new CRTW technique will be shown to be quite effective. However, one of

the drawbacks of this technique is in the construction of the CRTW. The CRTW is a

function of many parameters and therefore an optimal solution requires the use of a global

optimization routine. Section 3 will discuss a genetic algorithm solution to the

optimization problem.

Several examples will be presented showing the usefulness of this new CRTW

technique in sections 4 and 5. The first example uses the measured clutter return from

a highly conducting sea-surface model, in conjunction with the measured scattered return

from a small missile model. A CRTW is constructed and applied to a combined sea-  surface/target return data set. This first example, presented in section 4, is designed to

show that this new technique works for a simple static situation. Since the effect of a

changing sea-surface is extremely important, a second example presented in section 5

considers a more realistic model that can evolve over time. In this case, a time-

simulation of an evolving sea-surface was created and the scattered fields were

numerically calculated. Using a measured missile model, a CRTW was calculated for the

initial sea-surface. A simulation was then performed in which a missile traveling over

the evolving sea-surface was detected using the CRTW technique. Results of that

simulation show the effects of an evolving sea-surface on the CRTW technique and the

need for periodic updates to an initial CRTW.

Target detection using the new CRTW technique involves the computation of
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convolution energy ratios. The convolution energy ratio is a function of time and time-

window size. At certain points in time, the energy ratio will take on maximum values

as a target enters the radar system’s range bin. The window size defines the domain of

the integral over which the convolution energy is calculated. The goal of section 6 is to

determine the effect of window size on the convolution energy ratio during the detection

step of the CRTW algorithm.

CRTW construction is based on an anticipated or expected target; i.e., the CRTW

is optimized for a specific target. This, however, raises an important question: will the

CRTW be effective in detecting other targets of similar size or configuration? Section

7 will address this topic.

The effect of multipath and target/sea-surface electromagnetic coupling on the

detection problem will be discussed in section 8.

Finally, section 9 will compare the new CRTW technique to the coherent

processing clutter reduction technique as discussed by Iverson [26].

4.2 Theory

Consider a UWB radar system illuminating a finite portion of the sea surface

where a target is anticipated. If the two-way transit time of the radar signal across the

finite portion of the sea-surface is W, then the transient scattered field is available in the

time range 1: < t < t+W, where t is the time of measurement. A CRTW, based on E-

Pulse concepts, can be constructed if the clutter return from the sea-surface can be

modeled as a series of complex exponentials
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N

C(t) = Z AneQn’ 1:< 2‘ <1,- +W (4.1)

n=—N

where A,1 and Qn are complex parameters appearing in complex-conjugate pairs.

Furthermore, the CRTW e(t), like the E-pulse, is a waveform of finite duration TE which

when convolved with the sea-clutter signal yields the null result

r+W

r(t) = e(l)*C(t) = f e(t/)e(t—t’)dt’ = 0 r+TE< t <r+W (4.2)

17

Hence, only a small signal will be returned if the CRTW is radiated in the presence of

sea-clutter.

One of the problems arising in the construction of the CRTW is that a target

signal embedded in the clutter return is also reduced, often to such a point that the target-

to-clutter ratio is not really improved. An alternative to (4.2) is to construct a CRTW

such that the following energy ratio is maximized

 

t-t-A/2

f {e(x)*[c(t+x)+T(t’+x)]lzdx
_ A A

/ _ r A/2 __ __ .
e(t,1:,t) — “M2 TE+ 2 < t <W 2 (4 3)

f {e(x) *C(‘E +x) lzdx

t—A/2

In this case, the energy ratio is computed in a window of length A centered at time t. T

is the time response of an anticipated target and t’ is a parameter which time shifts the

target response within the time range bin of the clutter signal. A qualitative argument

SUpporting the use of (4.3) can be made by observing that the term in the denominator
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should be quite small as give by (4.2). On the other hand, the numerator contains two

terms: the convolution of the CRTW with the clutter return and the convolution of the

CRTW with the time-shifted target response. Once again, consider the term involving the

CRTW/clutter convolution to be small, but hopefully the second convolution will not be.

The net result is that the energy ratio may be significant for the correct choice of e(t).

To envision the detection process, the ensuing procedure must be followed. First,

at some initial time to a measurement is made of the sea-clutter waveform c0(t) = C(T0+t).

A pro-recorded response T(t) of the anticipated target is then added to the measured sea-

clutter waveform. Next, a CRTW is constructed to maximize the energy ratio a(t,t0,t’)

in (4.3). In this case the energy ratio is a function of the parameters t and t’ where t

represents the position of the energy window and t’ corresponds to the target time shift.

Careful observation of (4.3) also shows that the energy ratio is a function of the time

window width A. The optimal positions of tm and tm’ represent the window position for

maximum energy and optimal target position for detection. In most cases it is expected

that tm = t,,,’.

Once e(t) has been determined, detection can progress by measuring the sea-

surface return at some later time t > to. At this time an energy ratio given by

t+A/2

{e(x) *C(‘C +x)}2dx

"' z “A” T A< <W-~A 4.4e(t) mm 5+2 t 2 ( )

] {e(x) *c(t0+x)}2dx

t—A/2

is computed. If no target has entered the observation bin and the sea surface remains

essentially stationary, the energy ratio will be unity for all t. Given that the denominator
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term in (4.4) remains small, the value of E(t) should be significantly greater than unity

when a target enters the range bin. The value of E(t) should be large for t corresponding

to the target position and should reach a maximum value when the target reaches the

position corresponding to t,,,.

It is important to consider the effect of an evolving sea-surface on EU). For t

> to, the sea-surface will be different than that used to compute e(t) and the energy ratio

computed using (4.4) will slowly change. As EU) rises above unity, the ability to

detect a target in the range bin will degrade. It is therefore necessary to periodically

recompute e(t). Figure 4.1 shows a flowchart for the detection process.

4.3 Computational Considerations

The construction of a CRTW for the new target detection scheme involves

maximizing the ratio given in (4.3). The CRTW, modeled. as a sum of N rectangular

basis functions with amplitudes ork, can be expressed as

N

300 = 2 “kg/(00 (4'5)

k=l

where l T T

1. —NE(k—1) < x < X?

3.3/Ax) = i (4.6)

0, elsewhere

 

The energy ratio given by (4.3) is dependent on the following: (a) E-pulse basis function

amplitudes ork, (b) E-pulse duration TE, and (c) target response time shift t’. In addition,

the window duration A and number of rectangular basis functions N will effect the value
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of 8 calculated in (4.3). However, the author did not choose to Optimize (4.3) with

respect to these variables, but regarded them as fixed during the optimization process.

The process of numerically optimizing (4.3) is a computationally expensive

problem and choosing an appropriate solution technique requires several considerations.

First, the amount of computer time required to find the solution can be extremely

important. Second, but probably more important, is the convergence of the solution to

a global maximum. This, however, can be computationally slow for an expression that

is a function of many variables and contains many local extreme values. It is quite

evident that it may be quite difficult to get both speed. and global optimization. A

possible alternative is to design some hybrid method whereby the problem may be solved

by applying a global search routine to target a global maximum and then applying a

gradient search algorithm to determine a better solution. By itself, a gradient search

algorithm has extreme difficulty finding a "best" solution since this type of algorithm

often gets trapped in local minima. In addition, these types of algorithms require some

sort of initial solution guess to get started. A hybrid method can be used to produce a

"seed" or initial guess for the gradient search routine.

A global optimization scheme should be used to find those values which maximize

(4.3). One scheme often used is the genetic algorithm (GA)[27]. This method solves

problems based on the ideas of heredity and evolution of the fittest. A GA maintains a

population of N individuals known as chromosomes. Each chromosome within the

pOpulation can be represented by a data structure containing M bit strings each of length

L bits. In analogy to genetics, each bit string is referred to as a gene. Furthermore, the
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bit string representation in each gene is an encoding of the actual problem design

parameter. A problem containing M design variables can be encoded as ML bits on a

single chromosome. Figure 4.2 shows the relation between different genetic data

structures used in this analysis. Each chromosome from the population represents a

potential solution to the optimization problem. By calculating a fitness value associated

with each chromosome, a new population can be formed which selects fit individuals and

discards those with weak traits. Also, traits from fit individuals can be mixed in a

process called crossover. In addition, bit mutations can occur at random throughout the

p0pulation. Each new generation is formed through the processes of selection, crossover,

and mutation. Successive generations will tend to create more fit chromosomes and

hOpefully after a number of generations the genes will contain the optimized variable

settings.

The GA is initiated by filling each gene with random bit information. This must

be done for the entire population of N chromosomes ( where N is an even number ).

Next, each chromosome is evaluated to give some measure of its fitness value. This is

done by decoding the binary gene strings into actual design parameters. Let the variable

max

]xj represent a design parameter defined on [ijm,Xj The variable xj is coded as a

bit string of length L called g, and recovered through

. X?” -— X .mi" L
: mm 1 J ' 1‘1 4.7xj X] + ————-———————2L- 1 12:; 81,1 2 ( )

where ng is the lth bit of gene gj. Using the decoded gene values, a user defined

function, such as (4.3), is evaluated. After all the individuals in the population are
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evaluated, the most fit chromosomes are selected. A simple selection scheme involves

calculating an expected allocation value defined as

e, = N114]: 17,)“1 (4-8)

where Fk represents the fitness value of the kth chromosome. Next, [ek] values of the kth

chromosome are copied to the new breeding population. Here, square brackets indicate

the integer part of the enclosed value. The remaining elements of the breeding population

are chosen at random with probability ek - [ek].

Following the selection process, a new population is created by mixing inherited

traits from the population pool. This is done by randomly selecting or mating N/2 pairs

of chromosomes from the chromosome pool. The chromosome pairs are bred with user

defined probability PC by swapping bit string information at a point along the chromosome

data chain. This point, known as the crossover point, is a random integer from 1 to NC-l.

Here NC is the chromosome length. Finally, a random chosen bit is mutated with

probability Pm as bit string swapping is taking place. Following selection, crossover, and

mutation, the new population is ready for its next generation. The above steps are

repeated for a predetermined number of times. Figure 4.3 shows a flowchart for the

genetic algorithm.

4.4 Stationary Surface Demonstration

To demonstrate some of the ideas presented in the preceding section, the scattered

fields from two highly conducting sea—like surfaces were measured. The surfaces,

consisting of aluminum foil adhered to styrofoam [12], have the cross—sectional shape
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shown in Figure 4.4. The scattered fields from the two-dimensional surfaces were

measured within an anechoic chamber in the band 1 to 17 GHz using 1601 frequency

points. The frequency-domain data was then windowed using a cosine taper function with

shape parameter 1: = 8 (see Appendix A) and then transformed into the time domain

using an IFFT to give the clutter signal co(t). The dimensions of the surface were chosen

to allow measurements in the anechoic chamber.

The first surface, known as a Stoke’s wave [19], is characterized by steep slopes

and is a simple model used to simulate periodic ocean waves. The Stoke’s representation

is discussed in some detail in section 2.3.]. Figure 4.4 shows the case of a simple

cycloid of 10 periods. Each period for this surface is .1778 m and the wave height is

.0496 m. Using an electric field parallel to the wave crest (TE polarization), and an

incidence angle of 100 from the horizon, the scattered field for the Stoke’s wave is shown

in Figure 4.5. As can be seen, the scattered field is dominated by reflections from the

main crests of the Stoke’s wave. The second surface, also consisting of 10 periods, is a

double sinusoid and was measured under the same conditions as the Stoke’s wave. This

surface is characterized by two-scale roughness. The wave profile is give by

y(x) = .025(1 —cos 35.4x) + .06sin 177x (m). The scattered field for this surface is

shown in Figure 4.6. Once again the scattered fields are dominated by reflection from

the sea—wave crests. A 10 cm long scale-model Phoenix missile model was used as the

expected target. The scattered field from this target is shown in Figure 4.7. In this

measurement the electric field was perpendicular to the long axis of the missile and the

angle of incidence was again 10° with respect to the long axis of the missile.
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Using the target and clutter responses scaled to unity, the CRTWs shown in

Figure 4.8 were constructed by maximizing the ratio given in (4.3). The actual

construction of the CRTW (maximization of (4.3)) was implemented using a genetic

algorithm. To simulate the detection response, the missile scattered field was scaled by

20% of the clutter maximum value (TCR = -14 dB) and added to the sea-clutter surface

response. For the Stoke’s wave the target response was added to the clutter response at

two locations: t = 4.9 nsec and t= 7.8 nsec. For the double sinusoid surface the target

response was added at locations t = 5.6 nsec and t = 11.0 nsec. The convolution energy

ratio response given by (4.4) was computed for each surface. The results are shown in

Figure 4.9 and Figure 4.10 for the Stoke’s and double sinusoid waves, respectively. Also

included in these figures is the summed target and clutter response given by c(r+x) in

(4.4). Figure 4.9 shows that when the target is located at t = 5 nsec the energy ratioE

reaches 22 dB and the target is easily detected. On the other hand a target located at t

= 8 nsec has a lower value E = 3 dB indicating that this is not the best location to detect

the target. The energy ratio corresponding to the double sinusoid (Figure 4.10) shows

similar patterns. At t = l 1 nsec the ratio is 9 dB indicating a large jump and hence target

detection. In contrast, at t = 6 nsec the value of E is much smaller and not the best

location for a target to be detected. In both figures, points outside the convolution

window have a value of EU) equal to unity (0 dB). This follows since the summed

Signal used in the detection scenario is identical to that used to create e(t).

As discussed in section 4.2, a CRTW designed to reduce only the clutter response

frequently reduces the target signal to such an extent that the target to clutter ratio in the
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resulting convolution response is not improved. This effect can be seen using the

example of the Stoke’s wave given above. Figure 4.11 shows the CRTW constructed to

eliminate only the sea-clutter return. The convolution of this waveform with the sea-

clutter only response and the combined target/sea-clutter response are shown in

Figure 4.12 and Figure 4.13 respectively. Figure 4.12 clearly shows a significant

reduction in the sea-clutter response; however, Figure 4.13 shows a significant reduction

in both the sea—clutter and target response. In this case, the reduction in both the sea-

clutter and target response leads to a very poor target to clutter detection ratio.

Computation of the convolution energy (4.4) is shown in Figure 4.14. If Figure 4.14 is

compared to Figure 4.9, then several problems associated with constructing the CRTW

using only the sea-clutter return can be seen. First, their is a significant reduction in the

magnitude of the convolution energy ratio. In addition, the number of and position of the

peaks in Figure 4.14 are significantly different than those in Figure 4.9. These findings

indicate that this CRTW has limited usefulness even though a great deal of effort was

needed to calculated the waveform.

4.5 Simulated Sea-Surface Demonstration

A more realistic sea-surface profile has been proposed by Kinsman [19]. An

evolving sea surface profile y(x,t) can be computed using the stochastic model

00

y(x,t) = fcos[—g—2—x — or + (I>(o)]\/[A(o)]2do (43)

g
0

where (I) ( 0) is a phase shift randomly distributed between 0 and 27:. Here the Neumann
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spatial frequency spectrum is used

[A(o)]2 = C; 0’66'282°_2U—2 (4-10)

where U is the wind speed in m/sec, g = 9.81 m/sec2 is the acceleration due to gravity,

and C = 3.05 mz/secs. A typical spectrum generated using 20 knot winds is shown in

Figure 4.15. A numerical measure of the sea-surface evolution can be obtained by

calculated the covariance function at a fixed position on the surface. The covariance

function [19] may be written as

H(tj,tk) = 'ZifrAmnzcosro (tk —tj)]do (4.11)

0

In this case, an ensemble of functions {y(t)} is observed at times tj and tk at a fixed

position. It is important to note that the covariance is only a function of the observation

interval. This follows from the time-invariant statistics or stationarity of the process. For

a 20 knot wind, Figure 4.16 shows the covariance function in terms of the observation

interval T. For T = 0 the covariance can be written as

_ =1H(tj,rk—tj) 2 f [A(o)]2do (4.12)

0

Integrating the spectrum over all frequencies gives a measure of the total energy in the

wave field, i.e.

°° 4.13

E = f[A(o)]2do ( )

0

Comparing (4.12) and (4.13) it is seen that

1
E = ~5H(tj,tk=tj) (4.14)
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In this case the covariance for a step interval of 0 is directly related to the wave energy

through (4.14). Since the energy can be calculated from (4.13), it is seen that the energy

is directly related to the wind speed through (4.10). The point corresponding to T = O

in Figure 4.16 coincides with twice the energy given by (4.14). Since the covariance

function is an indicator of sea-surface evolution, Figure 4.16 illustrates the progression

of the sea as a function of time-separation T at a given point. As shown in this figure,

the covariance value decreases as a function of time separation. From this figure it is

seen that after about 2 seconds the covariance has dropped to about zero and never

returns to its original value, although it does slowly creep up and then returns back to

zero. With the covariance information it is possible to get some idea of how often the

scattered field must be remeasured. From Figure 4.16 the measurement must certainly

be updated more often than once every two seconds. A better update rate would be at

least once or twice a second.

A typical surface profile and scattered field generated. by the Kinsman model is

shown in Figure 4.17 (sea height is not to scale). The scattered field for a PEC with this

profile was computed using a 2-d Green’s function and moment method solution (refer

to chapter 3, section 4). The polarization is TE and. the incidence angle is 10 degrees

from the horizon. Due to computational constraints the sea-surface was scaled down by

a factor of 50 (from lOOOm total length to 20 meter total length) and the field solved for

using 1000 segments. A total of 200 frequency points were computed in the band .5 ~

1.5 GHz.

To determine the effects of an evolving sea-surface on the CRTW detection

85

 

 



 

phone, the following seen

generated using (4.9) at inte

scattered field was calculated

Phoenix missile model was

computed from the surface pro

scaled to a TCR of -14dB and

the position of the missile wit

that the missile was flying at

evolving sea surface profile 3

Using the summed res

was computed for each time s

where it is assumed that the

simulation. At t = O the missil

has not changed, and therefore

dB). At t = .25 see the surface

this case the energy ratio is no

surface continues to evolve th

t= .75 see the target enters th

the target. Since the baseline

been detected with a margin 0

 

lhesimulation, the effect of be

Att= 2.0 sec the sea surface

 



 

 

 

 

 

technique, the following scenario was devised. A series of sea-wave profiles were

generated using (4.9) at intervals of .25 seconds. Each surface was scaled and the

scattered field was calculated numerically as described above. The response from the

Phoenix missile model was scaled to match the clutter response and a CRTW was

computed from the surface profile at r = 0 sec. Next, the missile response was amplitude

scaled to a TCR of -14dB and added to the evolving sea surface response. In this case

the position of the missile with respect to the sea surface was determined by assuming

that the missile was flying at 600 knots. The left hand side of Figure 4.18 shows the

evolving sea surface profile and the missile position (indicated by the small arrow).

Using the summed response and the initial clutter response, the energy ratio E(t)

was computed for each time step. This is shown on the right hand side of Figure 4.18

where it is assumed that the CRTW computed at r = 0 does not change during the

simulation. At t = O the missile has not yet entered the range bin and the clutter signal

has not changed, and therefore the energy ratio computed from (4.4) must be unity (0

dB). At t = .25 see the surface has evolved but no target has entered the range bin. In

this case the energy ratio is no longer unity but has reached a value of 3 dB. As the sea

surface continues to evolve the baseline energy ratio (max value) continues to rise. At

t = .75 sec the target enters the range bin and EU) reaches a max value of 20 dB near

the target. Since the baseline value of EU) is about 5 dB at t = .75 see, a target has

been detected with a margin of about 15 dB above the baseline level. Continuing with

the simulation, the effect of both the moving target and evolving sea surface can be seen.

At t = 2.0 see the sea surface has evolved to the point where only a 10 dB margin exists
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between the baseline clutter ratio and the target ratio.

4.6 Target Detection and Window Size

The detection of any target using the clutter reducing transmit waveform procedure

involves computing convolution energy ratios. The calculation of the convolution energy

ratio involves integrating over a time-window interval. Both the placement and size of

the time-window interval in the radar’s system range bin will affect the value of the

convolution energy ratio. At certain points in time (corresponding to different points of

the scattered return) the convolution energy ratio will possibly take on large values

indicating the presence of a target. The purpose of this section is to determine the effects

of window size on the convolution energy ratio during the detection phase of the CRTW

algorithm.

The study of the window-size effect on the convolution energy ratio parallels the

investigation in sections 4 and 5. First, the backscattered field from a highly conducting

Stoke’s surface was measured inside the anechoic chamber at MSU. In addition, the

backscattered field was measured from a small missile model to simulate an anticipated

target. A CRTW was then constructed from these two measurements. A synthesized

composite return was constructed by scaling the missile return and adding it to the

measurement from the Stoke’s sea surface model. The detection section of the CRTW

algorithm was then applied to this composite signal using a variable window width to

calculate the convolution energy integral. In this procedure the investigation concentrates

only on the effects of the window width since the simulated sea surface does not change
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in the detection step. The second example involves calculating the theoretically scattered

field from an evolving sea surface. Two time steps were used in the scattered field

calculation. The first time step was used in the construction of a CRTW. The next time

step was used to generate a composite clutter/target return to be used in the detection

procedure. Using a variable window size in the detection step the effect upon target

detection for non-static clutter background could be studied.

A simple Stoke’s surface model has been described in section 4. The Stoke’s

wave model is a 2-d electric conductor of wavelength 17.78 cm and wave height of 5.08

cm. The measured return from the surface was initially done in the frequency domain

using an HP network analyzer and amplifier (see Appendix A). The frequency range used

in the measurement was from 1-17 GHz using 1601 data points. The electric field of the

incident radiation was parallel to the wave crests and the direction of propagation was

inclined 10 degrees from the horizontal with 0 degrees representing grazing incidence.

The frequency-domain return was then windowed (using a cosine taper waveform) and

transformed into the time domain using an IFFT. The surface and transient scattered

return are shown in Figure 4.4 and Figure 4.5 respectively.

A simple Phoenix missile model approximately 10 cm in length was used for the

anticipated, target. This model was chosen due to its availability from a model kit and

the physical similarity to an Exocet-type missile. A measurement similar to the Stoke’s

surface was made on this missile. The time—domain return from this model is shown in

Figure 4.7. Using the normalized returns from the sea surface and the target a CRTW

was constructed using (4.3). This constructed CRTW is shown in Figure 4.8. The author
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elected to realize the CRTW by using a genetic algorithm. The reason behind this

selection was the ease of use since no initial guessing is required other than a range of

values. It must be kept in mind that this algorithm is not an efficient method for real-

tirne use.

As a detection simulation, the missile response was scaled to 20% of the clutter

maximum value (TCR = -14 dB) and added to the clutter signal at t = 6 nsec.

Figure 4.19 shows both the original clutter response and the summed response. The

expanded view gives a better idea of the effect of adding the target return to the surface

return.

Next, the convolution energy was calculated using (4.4). The convolution energy

for a window width A = .5 nsec is shown in Figure 4.20. As can be seen, for positions

removed from the target the convolution energy ratio is unity (0 dB). For points near the

target the energy ratio is about 19 dB. This large jump in value indicates the presence

of a target. In this example the energy window was chosen to be the same as that used

to calculate the CRTW. To see the effect of a different energy window a value of A =

.8 nsec was chosen and the convolution energy ratio recomputed using (4.4). In this case,

the effect of widening the energy window is to lower the convolution energy ratio to

about 6 dB at the peak (see Figure 4.21).

A series of different values of A were used to compute the convolution energy

ratio with (4.4). Figure 4.22 shows a three dimensional graph of the results. As can be

seen from this figure, the peak value of the convolution energy ratio decreases for larger

values of the energy window. Also, the single peak spreads out for small values of the
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energy window ( e.g. values less than .5 nsec).

From the results of the preceding paragraphs it might be suggested that a small

window size should be used. An important parameter missing from the preceding

analysis is the problem associated with an evolving sea surface. To investigate this

problem, two sea-like surfaces were computed from the wind driven model proposed by

Kinsman. Two surfaces, generated with wind speed of 20 knots, are shown in

Figure 4.23. The first surface was generated at an initial time of t = 0 sec. The second

surface is generated at a subsequent time step t = 1.25 sec. Notice that the vertical in

Figure 4.23 is not drawn to scale, the total length of the wave is 1000 meters, and the

wave height is 3.3 meters. The scattered fields for each surface were numerically

computed using 2-d Green’s function and the method of moments (refer to chapter 3,

section 4). Due to computing constraints the surfaces were scaled down by a factor of

50, and the frequency range was set at .5 - 1.5 GHz with 200 points. Using the scattered

field from the initial sea surface and the target return from the Phoenix missile model

(scaled appropriately), a CRTW was computed using (4.3). The CRTW for this case is

shown Figure 4.24.

Next, the missile model response was scaled in amplitude to TCR = ~14 dB and

added to the clutter return from the surface (at t = 115 nsec) in the second time step.

Finally, target detection was attempted by computing E(t) with a window A = 4 nsec.

The result is shown in Figure 4.25. This figure clearly shows a target, but the evolved

sea surface has raised the maximal baseline value of e(t) to about 10 dB. Thus, the target

is detected with a margin of about 10 dB. Using different values for the window size,
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the convolution energy ratio €(t) can be recomputed. The results are shown in

Figure 4.26. The significant feature in this figure is that a wide window will broaden and

lower the target values for 5(1). On the other hand the maximal baseline value ofE( t)

 
is also lowered. Therefore, some care should be taken for a small window size in regards

to false detection. If a small Window size is used it is also advisable to update the

CRTW more often.

4.7 Application of CRTW Techniques to Different Target Geometries

A clutter reducing transmit waveform can be constructed using the measured

return from a surface (clutter producer) and the return from an anticipated target. The

expected target can be measured in the lab or calculated theoretically. The CRTW

produced will maximize the ratio of target to clutter return at some point along the

surface return for a specific target. Since a particular target is anticipated an important

question raised is, can the CRTW be effective in detecting other targets?

This situation can be studied be measuring the return from several different targets  and the return from a stationary surface. A CRTW can be constructed using the surface

return and the scattering from one of the measured targets. The CRTW detection

algorithm can then be used with the returns from a combination of the stationary surface

and the different targets. 
The scattered return from a Stoke’s surface representation has been discussed in

the previous sections. The surface and transient return are shown in Figure 4.4 and

Figure 4.5 respectively. Several highly conductive missile models were constructed and
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measured in the anechoic chamber at MSU. The missile models used for this study are

shown in Figure 4.27. The missiles are labeled as A, B, and C from top to bottom

respectively. This notation will be used throughout this section. Missile A is a Phoenix

missile which has an appearance similar to that of an Exocet. Missiles B and C represent

generic cruise missiles of the same geometry but slightly different size. The normalized

time-domain returns from these models are shown in Figure 4.28.

The CRTW for each missile was created using a genetic algorithm. The CRTW

corresponding to the return for the surface and each target are shown in Figure 4.29 -

Figure 4.31. As can be seen from these figures each CRTW is unique to the particular

missile return it was constructed from.

A detection scheme using a CRTW designed for a particular target should be quite

effective for detecting that target. On the other hand, if a different target return is

measured, the detection scheme (using a CRTW designed for the original missile) may

not work as well. If target identification is not particularly important, then there may be

some advantage in having a CRTW scheme that is not sensitive to different target

geometries. In this case differences may be characterized by missile size and control—

surface geometry. This could be important if the return from a missile is not static but

quite different depending on radar to missile geometry.

To determine the sensitivity of the CRTW technique, different combined surface~

target returns in the time domain were generated. This was essentially done by taking the

time-domain return. of the Stoke’s surface shown in Figure 4.5 and adding a time~shifted

version of the targets shown in Figure 4.28. In addition to time shifting, the magnitude
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of the normalized scattered target return was reduced by 90 percent. Figure 4.19 shows

a combined return that was generated using target A. As shown in the inset, the target

was located between peaks 5 and 6. An expanded View of the inset shows the difference

between the return from the surface only, and from the surface and target. Target B and

C were also added to the Stoke’s surface at the same position as target A, but the data

was stored in different files.

Applying the detection algorithm for a CRTW designed for missile A for each

combined target/surface return results in the response shown in Figure 4.32. This figure

shows the convolution energy ratio expressed in dB as a function of position along the

surface. If no missile were present, the response should be flat at 0 dB with a stationary

surface. Figure 4.32 clearly shows a large jump in the response indicating target

detection. More significant is that missiles B and C are also detected ( remember, the

CRTW was designed for missile A). Figure 4.33 and Figure 4.34 show similar results

as Figure 4.32 except Figure 4.33 is based upon a CRTW designed for missile B and

Figure 4.34 is based upon a CRTW designed for missile C. The significance of all three

plots points to the lack of sensitivity to missile size or geometry. One of the main

reasons for this lack of sensitivity is that the CRTW is constructed for a particular clutter

producing surface return. For this matched surface return the denominator in (4.4)

should be close to zero, therefore making the response quite large. Since the detection

scheme is somewhat insensitive to target type, this method should not be used for target

identification. It is expected that for an even smaller measured bandwidth, target

detection will still work but identification is out of the question.
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4.8 Multipath Effect on Target Detection

Previous sections in this chapter have considered several examples where the

transient scattered electric field from the target/surface pair was formed by adding the

individual transient fields from the target and the surface. By scaling the relative

amplitude between the target and surface return, the TCR in the composite return could

easily be controlled. One problem associated with this technique is that it neglects the

electromagnetic coupling interaction between the surface and the target. More important

however, is the absence of multiple excitation due to reflection of the incident wave from

the surface, i.e. the multipath effect. If the multipath effect is significant, then the

scattered field from the target/surface pair may be quite different from the transient field

formed by adding the two individual fields.

The impact which the multipath effect has on the new CRTW detection scheme

is investigated in this section. Several different approaches were taken. First, the

theoretical scattered field from a cylinder/Stoke’s surface pair was calculated for several

different surface heights and cylinder positions with respect to the surface. The

calculations were of the transient fields from the target and surface separately and then

the surface/target pair with the multipath effect. A second approach was to measure the

scattered fields from a surface/target pair in the anechoic chamber at the MSU EM Lab.

The scattered field from several different surfaces was measured with and without a small

scaled missile model located at different positions with respect to the surface. In both

approaches a CRTW was calculated from the separate transient fields from the target and

surface. Using this CRTW, the convolution energy ratio was calculated from the return
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of the surface/target pair. This surface/target pair return includes two cases. First, a

composite return was formed by adding the separate target and surface return. Second,

the scattered field was formed by including the multipath effect. By considering both

cases, a comparison can be made showing the effect of multipath and electromagnetic

interaction between the surface and target.

Figure 4.35 depicts the 2-dimensional scattering geometry for a cylindrical target

located above a Stoke’s surface. The incident plane wave is polarized with its magnetic

field parallel to the surface crests (TM). The enclosed surface shown in Figure 4.35 (a),

consists of a Stoke’s wave having N periods (where N is an odd number), surface height

h, and individual wavelength L. The sides of the enclosed surface consist of half-circles

of diameter t and the bottom is a flat surface. The position of the scattering target with

respect to the surface is shown in Figure 4.35 (b) with the y—axis coincident with the

center peak on the Stoke’s surface. The incident angle (1),, shown in Figure 4.35 (a), is

measured with respect to the x-axis.

A far-field approximation to the scattered field was theoretically calculated using

a method of moments solution to the magnetic—field integeral equation (MFIE) which is

valid only for a closed surface [18]. The calculated field was computed in the backscatter

direction for 320 frequency points starting at 1.0 GHz at a step size of .025 GHz. The

transient field was determined by windowing the frequency data and then transforming

to the time domain using an IFFT. For all trials a Gaussian modulated cosine window

was employed with frequency and shaping parameters of f0 = 5.0 GHz, and T = .25 nsec

respectively (see Appendix A for window description). The surface wavelength L for
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each trial was set to .1016 m, the number of periods N was set to 11, and the diameter

of the side half-circles was set to .0254 m. Also, the radius of the cylinder R was set to

.005 m. The value for the variable R was determined by trial and error to get a

reasonable value for the TCR (about -3 to -5 dB) for a surface height h of .0254 m. For

the scattering calculations the top and bottom of the surface were divided into 200 points

each, the sides and cylinder were divided into 16 and 32 points respectively. Finally, the

scattering angle was set to d)i = 20° for all trials.

Several scattering calculations were performed by varying the height h of the

surface for a fixed cylinder position. After that, the height of the surface was fixed. and

the position of the cylinder was varied both as function of height yC and range xc, and the

field computed.

Figure 4.36 shows the normalized transient scattered field from the Stoke’s surface

alone and from the surface/target pair with the multipath effect and electromagnetic

coupling interaction. For this case, the cylinder was located .0254 m above the surface,

and was horizontally displaced .0508 m to the right of the central peak. As shown in

Figure 4.36, the two returns overlap exactly before the incident wave strikes the target (at

about 4.4 nsec). After this event, the composite return differs from the surface-only

return. Figure 4.37 shows the difference between the composite return and the surface

only return. The response of the cylinder is clearly shown as well as the later effect from

the multipath effect.

To determine the effects that the multipath effect has on the detection algorithm

the transient response of t'h surface only and the cylinder only were used to construct a
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CRTW. Using the calculated CRTW and the surface plus target response, the convolution

energy ratio was calculated for the detection phase of the CRTW algorithm. Figure 4.38

shows the convolution energy ratio as a function of time. The curves shown in this figure

were calculated using (4.4) for an energy window width of .25 nsec. The dashed culve

was generated by calculating the convolution energy ratio for the target plus surface

response having no electromagnetic interaction. This was done by adding the surface

only transient response and the cylinder only transient response. Both curves indicated

a strong convolution energy ratio peak of about 14 dB occurring at about 4.6 nsec

(convolution time). The origin of the secondary peaks are due to the multiple reflections

between the cylinder and the surface crests. One simple path the scattered field can

follow is from the cylinder to the surface crest and then back to the observation point.

Another path is from the surface crest to the cylinder and then back to the observation

point. Also, multiple scattering events can occur between the cylinder and the surface

crest before the scattered field goes back to the observation point. In each case the

multipath scattering events occur after the initial scattering from the cylinder.

Figure 4.39 and Figure 4.40 show the convolution energy ratio calculations for

Stoke’s surfaces having heights of .0127 m and .00635 111, respectively. In both cases,

the size and position of the cylinder have not changed. Both figures clearly show a well

defined convolution energy ratio peak and the secondary peaks associated with the

multipath effect. For the small surface height shown in Figure 4.40, the convolution

energy ratio peaks at nearly 20 dB. This result can be expected since the size of the

Cylinder does not change but the surface height has decreased by a factor of 4 (compared
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to h = .0254 111). However, the convolution energy ratio shown in Figure 4.39 shows a

smaller peak than in Figure 4.38 even though the surface height has decreased by a factor

of 2 (as compared to h = .0254 m ). Although this is a bit unexpected, it is not too

surprising since the TCR difference is not that great ( from -5.31 dB in Figure 4.38 to -

3.63 dB in Figure 4.39).

Another important factor to consider for these different cases is where the transient

peaks of the cylinder lie with respect to the peaks from the scattering surface. For

overlapping peaks (i.e. surface peaks overlapping target peaks) the convolution energy

ratio will be smaller. The convolution energy ratio for the multipath scattered field for

the three different surface heights are combined in Figure 4.41.

The effect upon the detection process of different target heights was also

investigated. This was done by fixing the Stoke’s surface parameters and varying the

target height yc. Three different target heights were considered: .0635 m, .0889 m, and

.1143 m . In each case, the height of the Stoke’s wave was set to h = .0254 m and the

x-coordinate of the cylinder was fixed at xC = .0508 m. Figure 4.42 shows the transient

scattered fields from the surface alone and from the surface plus target with the multipath

effect for a target height of yC = .0889 m. The dashed curve clearly shows the target

position and some of the interaction effects. Figure 4.43 shows the different between the

two curves in Figure 4.42. Similar figures for a target height of .0635 in are shown in

Figure 4.36 and Figure 4.37. Also, corresponding figures for a target height of .1 143 m

are shown in Figure 4.44 and Figure 4.45. Using the difference figures, the effect of the

target and interaction is clearly seen. For an evolving surface it would be much more
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difficult to distinguish the target by just taking the difference between the two curves.

After creating a CRTW from the surface only transient response and cylinder only

transient response, the convolution energy ratio was calculated for each of the composite

target/surface pairs. Figure 4.46 shows the convolution energy ratios for the different

target heights. Once again, a well defined peak indicates the presence of a target.

Associated with the main peaks are the secondary peaks corresponding to the multipath

effect. The change in the convolution energy value for the different target heights is a

function of the electromagnetic interaction and the relative peak location between the

target and surface. In Figure 4.47 the interaction effect has not been included. In this

figure the peak values are very close in value. Therefore, the effect seen in Figure 4.46

is caused by the electromagnetic interaction distorting the signal enough to effect the

convolution energy value calculation.

The position of the target can also be varied along the surface. In this case, the

height of the surface and target are fixed and the value of x0 is varied. Figure 4.48 shows

the scattered return from the Stoke’s surface alone and from. the combined. Stoke’s

surface/target pair with the multipath terms. The surface height and target height were

set at .0254 m and .0635 m respectively. The target was placed directly over the central

Stoke’s peak by setting xC = 0.0 m. Figure 4.49 shows the difference between the two

curves in Figure 4.48. For comparison, Figure 4.36 and Figure 4.37 were calculated for

a target position between the surface peaks at .0508 1n. In Figure 4.48 the target return

is clearly lined up with surface peak return. In addition, the close proximity of the target

to the surface peak causes a greater interaction between the surface and the target. To
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see the effect upon detection, a CRTW was calculated, and the convolution energy ratio

was determined for the composite return shown in Figure 4.36 and Figure 4.48.

Figure 4.50 shows the results. For a target located extremely close to a surface peak the

convolution energy ratio is much lower as shown by the dashed curve. Figure 4.51 shows

the convolution energy ratio calculation for the case when the electromagnetic interaction

term is neglected. Here, the position of the target over the peak makes it much more

difficult to detect the target.

The scattered electric fields from various scaled sea-surface models have been

measured in the anechoic chamber at MSU. A Phoenix missile model has also been

placed above these surface and the resultant electric field measured. Figure 4.52 shows

the relative geometry between the missile and sea-surface model using during the

scattering measurements. The incident electric field was polarized such that the electric

field is parallel to the wave crests at an incident angle of 100 from the horizon. A

Phoenix missile model, approximately 10 cm in length, was position at a height of 12"

above the crests of the surface. Two missile positions with respect to the peaks were

chosen for the measurements. In the first case the missile was placed directly above the

surface peak (position 1) and in the second case the missile was placed between the peaks

(position 2). Figure 4.4 shows the surface profiles used during the measurements.

Section 4.4 discusses the parameters required to generate these surfaces.

The time-domain scattered field from the Phoenix missile model is shown in

Figure 4.53. This response was synthesized from a frequency domain measurement in

the anechoic chamber at MSU. The frequency domain response was measured in the
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frequency band from 1 GHz to 17 GHz at a step size of .01 GHz. The frequency domain

data was windowed and then transformed to the time domain using an IFFT. A cosine

taper function with a shape parameter of ‘C = 8 (see Appendix A) was used to window all

the data.

The construction of a CRTW requires the transient response from the anticipated

target and the initial sea—surface return having no target present. Figure 4.54 and

Figure 4.55 show the transient scattered return from the Stoke’s and double sinusoid

surface for an incident angle of 10°. The measurement process and windowing were

identical to that of the Phoenix missile model. Using the data shown in Figure 4.53 -

Figure 4.55, a CRTW was constructed for the Stoke’s surface and for the double sinusoid

surface.

The position of the target’s transient return peaks with respect to the transient

peaks of the scattering surface is extremely important for target detection. To see this,

the transient scattered return from the Phoenix missile was amplitude scaled by a factor

of .09, time shifted, and added to the transient response from the Stoke’s surface (TCR

= -23.2 dB). Next, the maximum convolution energy ratio, using the Stoke’s wave

CRTW (see Figure 4.56), was calculated for the composite return as a function of missile

time shift. Figure 4.57 shows the results for these calculations. In this figure, there is

nearly a 17 to 18 dB difference in the convolution energy detection ratio. For the double

sinusoid surface the magnitude of the Phoenix missile was scaled by .05, time shifted, and

added to the double sinusoid return (TCR = -4.75). Figure 4.59 shows the maximum

values of the convolution energy ratio using the double sinusoid CRTW (see Figure 4.58)
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as a function of missile time shift. In this case there is nearly a 25 dB difference in the

detection ratio.

In the preceding discussion no multipath or electromagnetic interaction effects

were included. The measured transient return from the surface/missile pairs is shown in

Figure 4.60 and Figure 4.61 for the Stoke’s and double sinusoid surface. Each figure

includes the surface only return and the return from the composite surface/missile return

for the missile in position 1 or position 2. With the composite return (including

electromagnetic interaction) the convolution energy ratio was calculated for each surface

and each missile position. Figure 4.62 shows this ratio for missile position 2 on the

Stoke’s surface. Similarly, Figure 4.63 shows the results for the double sinusoid surface.

The peak convolution energy ratios for the Stoke’s and double sinusoid surface are 10 and

14 dB respectively. The secondary peaks correspond to the coupling between the target

and surface. For position 1, the convolution energy ratios were also calculated for each

surface and are shown in Figure 4.64 and Figure 4.65. For both the Stoke’s surface and

the double sinusoid surface the convolution energy ratio has been considerably reduced.

This is most prevalent in Figure 4.64 where the effects of the interaction are as great as

the target itself. However, in Figure 4.65 the convolution. energy ratio may still be large

enough to detect the target, although for a rapidly evolving sea surface this would

probably not be the case.

The effect due to the target-surface coupling have been illustrated using both

theoretically calculated scattering data and measured data. Although the interaction

between the surface and the target does effect target detection, the relative position of the
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target with respect to the surface wave is probably more important. For all cases where

the target scatter return did not coincide with a surface crest return the detection scheme

was able to find the target. The detection algorithm was able to detect the target even

in the presence of the mulipath effects.

4.9 Coherent Processing Clutter Reduction

A clutter suppression technique useful for moving targets on a static background

clutter has been discussed by Iverson [26]. In this technique, a set of M pulse returns of

N samples each are collected. The ith pulse return si(k) is composed of both background

clutter and target return. A clutter suppressed signal §z(k) can be formed by subtracting

the cross-range average from each pulse return, i.e.

M

§i(k) = Si(k) — 112 Zsj(k) k=1...N, i=1...M (4.15)

i=1

A little reflection shows why this formula should work. For a given sample point k, the

clutter from all the M pulse returns is simply averaged. This average value is then

subtracted from the sample point k for each pulse return. The net effect is to suppress

any clutter present in the signal. For a static background clutter, clutter suppression will

improve for increasing values of M. Following the clutter suppression step, the resulting

clutter suppressed signal should be aligned and added so that coherent integration can be

achieved. The chief problem associated with clutter suppression in the sea environment

is that the clutter environment is far from static. For a slowly evolving sea surface
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Iverson’s method may work by using a moderate number of pulse returns M in a finite

time interval. On the other hand, if the sea surface is evolving at a faster rate, then the

pulse returns must be sampled at a higher rate.

An alternative form for (4.15) can be used for evolving background clutter. If a

moving window of discrete width L is applied to a subset of the pulse returns, then (4.15)

can be written as

. (L-l)

lr+_

54k) = six/c) - % Z we k = 1 N (4.16)
M

J=z,- 2

where ir is the pulse response index corresponding to the center of the window. In (4.16)

the cross-range average value is computed over the range of the window and this value

is subtracted from the pulse return corresponding to the center of the window. For a

changing clutter return, it is expected that the pulse returns within the window will

probably fluctuate about the pulse response at the center of the window. This is an

important point since subtracting the cross-range average from a pulse retum located at

the edge of the window will not lead to good clutter suppression results. Also, the size

of the window may be an extremely important factor. If the window size is too large,

then poor performance can be expected since the sea surface (and the clutter return) can

change appreciably over the window’s time space.

To demonstrate the use of Iverson’s modified technique, the scattered field was

theoretically calculated from an evolving sea surface which was generated from a

stochastic model given by Kinsman. As in section 4.5, the scattered. field from the

evolving sea surface was calculated over a 2.0 sec interval every .25 seconds. Figure 4.66
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shows the scattered return from the clutter/target combination. Each horizontal line in the

figure represents time-domain samples from the scatter response over some interval of

time; successive lines represent a series of scatter returns with the first return on the

bottom. The sensor (radar) is located on the left and successive missile locations are

shown on the graph. A time window using three successive measurements was used to

calculate the cross range average. After application of the clutter suppression process a

second scene, shown in Figure 4.67, was generated to show the movement of the target

across the signal space. As can be seen from the second figure it is very difficult to

distinguish between clutter and missile return. In this case the time step is most likely

too large for the rate of sea surface evolution.

To remedy the above problem a second simulation was also performed to see if

a smaller time step could lead to an improvement in the clutter suppression problem.

Figure 4.68 shows the scatter return and missile position for the same sea-surface

generated in the previous simulation. using the Kinsman model. In this case 10 pulse

returns were sampled over a .45 sec duration with the time interval AT = .05 seconds.

Once again a pulse return window containing three successive pulse returns was used to

calculate the cross-range average. Figure 4.69 shows the results of the clutter suppression

process using the smaller time step. In this case the target is clearly distinguishable from

the background clutter. Since the calculation given by (4.16) is extremely simple, this

algorithm is very useful if the time step between successive pulse returns is small. As

compared to the new CRTW technique this method. is extremely simple and easy to

implement for real-time applications.
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4.10 Conclusions

This chapter has presented a new target detection technique based upon the E-

pulse method. The motivation for doing this chapter was to overcome some of the

difficulties associated with the conventional use of the E-pulse detection method. Several

important topics were presented in this chapter. First, the theory behind the new detection

scheme was described. Next, the genetic algorithm was presented and described in detail.

The author has found this algorithm to be robust but quite slow. To test the new CRTW

algorithm several examples were presented showing the effectiveness of this method. A

static sea-surface demonstration was presented showing proof of concept. Next, a

dynamic sea surface was modeled in order to show the effect of a more realistic sea-

surface environment and the need to regularly update the CRTW. The effect from sea—

surface/target coupling on the detection algorithm was also studied. Several theoretically

generated test cases and measured results were presented. The effect of the convolution

energy window size on the detection phase of the CRTW algorithm was presented. To

see if the detection scheme was tolerant to different target geometries several scaled

missile models were measured in the anechoic chamber. The scattered return from these

models was used in conjunction with the return from a sea-surface model to generate a

CRTW and to test the detection phase of the CRTW algorithm. This study showed that

the detection algorithm is quite tolerant to some variation in the target’s scattered return.

The final topic covered in this chapter is the coherent processing clutter reduction

technique. This method was tested and found to work remarkably well provided the

update rate is sufficiently fast. In addition, this technique can easily be applied to real-
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Chapter 5

Cepstral Analysis and Radar Target Response

5.1 Introduction

A challenging problem encountered in radar system technology is the detection

and/or identification of airborne targets in a highly cluttered environment. Advancement

in the ability of radar systems to transmit and analyze signals of very short duration has

enhanced both the quality and quantity of target information [1]. Recognition of potential

airborne threats is based upon a system’s ability to analyze specific signatures associated

with that target. One technique used to identify targets is based on the uniqueness of a

target’s complex frequencies in the late-time transient scattered signal [4]. Consider the

transient EM field scattered by a perfectly conducting, finite size radar target when

illuminated by an incident EM pulse. The scattered retum from the target can be

modelled as having an early-time component fe (t) and. a late-time component fl(t) , such

that the total scattered field is given by

f0) = fe(t) + f,(t) (5.1)

A simple model for the early-time component is [42]

N

fett) = Z f.<t-T.> (5'2)
n=l

where fn(t) is the pulse response of the n‘h scattering center located. at temporal position

Tn. The late-time component can be written as

M

fl(t) = Z ameomtcos(wmt +d>m) t > TL (5.3)

m=l
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where {Sm = om + j mm} are the target natural frequencies and TL is the beginning of

late time. The scattered return from the early-time signal is aspect angle dependent.

However, the target’s natural frequencies are aspect angle independent and unique to the

target, thereby providing a target identifier.

Inherent in the generation of these complex frequencies is the measurement of

both magnitude and phase from the target scattered return. In general, a knowledge of

spectral magnitude does not allow the calculation of the phase and vice-versa. Hence, the

transient signal cannot be recovered with only spectral magnitude or phase. Nonetheless,

under certain conditions a relationship does exist between the real and imaginary parts of

a signal’s spectrum. For a real, causal signal, the real and imaginary parts are related

through a Hilbert transform integral [28],[29]. Typically, the magnitude of a signal’s

frequency spectrum is measured, rather than the real or imaginary part, and a somewhat

more restrictive approach must be used. If a finite length sampled signal is causal, and

both the poles and zeros of its z-transform lie inside the z-plane’s unit circle (the

minimum phase condition) then the phase and logarithm of the magnitude can be related

through a Hilbert transform. This relation is certainly useful if only the magnitude

response of the spectrum is available. On the other hand, a certain amount of caution is

needed if these transforms are blindly applied. to any signal.

An alternate approach for calculating the minimum, phase signal is to use the

cepstrum approach [28]-[29]. In this approach an attempt is made to recover the original

transient signal using only the spectral magnitude. This method employs the fast Fourier

transform (FFT), thus requiring considerably shorter computation time than the Hilbert
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integral approach. The use of this technique has found specific applications in such

diverse fields as speech and image processing, seismology, and acoustics [30]-[32]. A

unique application of this method is to reconstruct a target’s transient scattered field from

an ultra-wideband radar signal. However, in order to apply this new methodology to an

ultra-wideband radar signal, some fundamental questions must be answered about the

scattered signal.

Two questions concerning the characteristic and application of cepstral analysis

to the above signal models should be examined:

1. How must fn(t) and sn behave so that fe(t) and. fl(t) are minimum phase signals?

What is the significance of these waveforms being minimum phase?

2. Under what circumstances can fe (t) and fl(t) be obtained fi‘om |Fe(<o) l,

lF,(oo)l or lF(o>)|? HereFe(oo) = Flfe(t)},Fl(w) = 9{fl(t) } , and

F ( (0) = .9{f(r) } . That is, is it possible to use cepstral analysis to separate the

early and late-time portions of a radar signal?

This chapter will attempt to answer these questions as rigorously as possible, and

many examples will be presented for clarification. It will be shown that in many

instances, cepstral analysis will work remarkably well even for a non-minimum phase

signal. Hopefully, a set of guidelines or rules of thumb can be developed which will help

determine if the cepstral technique can be used for reconstruction of the time—domain

scattered return of a radar target. The body of this chapter will be divided into several

sections. In section 2 background material is presented covering the necessary theory to
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understand the basic ideas of cepstral analysis. Late-time characterization is presented

in section three. Next, the early-time response is discussed in section four. Section five

discusses the use of cepstral analysis to separate the early and late-time portions of a

radar signal. The final section summarizes the major points in this chapter, and suggests

some further areas of study. The ideas presented in this chapter will be applied to target

identification in chapter 6.

5.2 Cepstral Analysis - Theory

Two simple, real causal sequences are shown in Figure 5.0 and Figure 5.1. In

both figures the poles and zeros associated with the z-transform are shown as well as the

magnitude and phase responses obtained from the discrete time Fourier transform (DTFT).

The important feature to notice is that the modulus of the Fourier transform is the same

for both sequences, but the phase is not. These simple examples illustrate that the input

sequence for a given magnitude response is not unique. To construct the input sequence

using only the magnitude response, certain restrictions must be applied on the input which

in turn affect the placement of the poles and zeros in the z-plane.

To derive a relationship between the magnitude and phase, it is quite instructive

to see if some relationship exists between the real and. imaginary part of the spectral

response. A real, causal sequence x[n] can be written in terms of the sum of an even and

odd non-causal sequence as

x[n] = xe[n] + x0[n] (5.4)
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xe[n] = %[x[n] + x[—n]]

(5.5)

x0[n] = %[x[n] - x[—n]]

A little reflection shows that the causal sequence can be written entirely in terms of the

even part as

x[n] = xe[n]°w[n] (5.6)

where the window function is just

2, n>0

w[n] = 1, n=0 (5-7)

0, n<0

The real part of the Fourier transform can be obtained by applying the DTFT to xc[n].

The result of the transform is

oo

2: xelnlz'"
n=-w

XR(e,-..) II

CD

2 xe[n](coswn — jsinwn) (5-8)

n=~w

00

Z xe[n]coso>n

n=-0°

where z = ej “’. Hence, if the real part of the spectral response is known, xc[n] can be

calculated by taking the inverse Fourier transform. Once this is determined, xc[n] can be

used to determine x[n] from (5.6) and (5.7). Finally, a forward DTFT will yield both the

real and imaginary part of the spectrum. Figure 5.3 shows a block diagram of the

process. The restrictions placed on x[n] is that it be causal and stable. In this case all

the system poles must be located within the unit circle, since the region of convergence

for a stable causal sequence lies outside the unit circle.

179

  

 
 

 
 



 

 

Taking the natural

Consider (5.10) to

restriction that the

in the minimum p

with X(ej‘°) = 0,

stable sequence th

must lie with the u

is properly windov

corresponds to the

t[n] can he get

transform will yie

exponential can be

One final inverse

diagram of the prt

sampled sequence

is implemented

periodicity in the

 



 

 

A similar argument can be used to derive a relation between the magnitude and

phase of the transform. Consider the complex spectrum

Xteje) = txrete) rem-we“) (5.9)

Taking the natural log of (5.9) yields

are”) = log lXteI‘e) l + jargmm) (51“)

Consider (5.10) to be the transform of a causal stable sequence fin] with the additional

restriction that the zeros also lie within the unit circle. This additional restriction results

in the minimum phase condition. Since the real part of X(ej“’) = log |X(ej“’)| diverges

with X (ej“) = 0, no zeros must exist within the region of convergence. For a causal,

stable sequence the region of convergence lies outside the unit circle; therefore, all zeros

must lie with the unit circle. fin] can also be written in terms of an even sequence that

is properly windowed as in the previous argument. In this case, the even sequenceJEe[n]

corresponds to the inverse transform of the log of the spectrum’s modulus. Using re [11] ,

fin] can be generated by using the window function given in (5.7). A forward

transform will yield the complex spectrum If (em) = log X(6’8). Finally, the complex

exponential can be applied to log X(6”) to yield the original input spectrumX(ej°’).

One final inverse transform will yield the original sequence. Figure 5.4 shows a block

diagram of the process. In this diagram, the transforms have been written in terms of a

sampled sequence in the time and. frequency domain; hence, the discrete Fourier transform

is implemented with the FFT. As is well known, sampling in one domain will force a

periodicity in the other domain with a period determined by the sampling rate. By taking
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the inverse FFT of the Spectrum’s modulus, the cepstrum (see below) becomes periodic

and aliased. To compute fin], a new window function defined by the following equation

must be used

2, 1 s n < N/2

w[n] = 1, n=O,N/2 (5-11)

0, M2 < n s N —1

One note of caution is that aliasing will occur, which is a function of the number

of the sampling rate in the frequency domain. In this case the final sequence fin] will

not be an exact duplicate of the input sequence x[n]. A higher sampling rate in the

frequency domain will yield a better approximation to the input sequence.

The sequence c[n] is known as the real cepstrum and can be obtained with the

following equation

c[n] = FFT"(log |th] |) (5.12)

Where |X [k] I is simply the magnitude of the input signal spectrum. Using the window

w[n] defined in (5.1 l), the minimum phase sequence fin] can be computed using the

following relation

fin] = FFT—1(eFFT(w[n]c[n])) (5.13)

An accurate reconstruction of a signal using the cepstral analysis technique

requires the minimum phase restriction: all poles and zeros of the signal’s z-transform

must lie within the unit circle. Certainly, most signals will not be minimum phase.

However, if the system can be modeled. as minimum phase, the cepstral analysis
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technique should be able to reconstruct the original signal using only the magnitude of

the spectral response.

One important property of minimum phase sequences concerns the location of

energy concentration [29],[33]. The energy from m+1 samples of a finite length

sequence is defined by the following relation

m

E(m) = Z |x[n]|2 (5.14)

n=0

By Parseval’s theorem, two sequences having the save spectral magnitude have the same

total energy content. However, for a minimum phase signal the energy is concentrated

near the beginning of the sequence. So, for signals x[n] and Xmin[n] having the same

spectral magnitude, the following relation holds

i lx[n]|2 -<- Z penininil2 for all m (5.15)

”=0 n=0

A sequence can be considered minimum phase-like if most of its energy is concentrated

near the origin ( n = 0 ).
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5.3 Late-Time Analysis

The late-time signal can be modelled using a sum of damped sinusoid components

as given by (5.3). Consider a time-sampled sequence whose sampling period is T. The

time variable t can then be written in terms of a sequence index n and sampling period

T as

t = nT (5.16)

The corresponding time-sampled sequence is then

M

flii’l] = Z Cman': cos(an + (pm) (5.17)

where "1:1

am — eo’"T (5.18)

Qm = me (5.19)

In order for the minimum phase reconstruction to match the original signal (neglecting

aliasing), the poles and zeros of the sampled signal’s z-transform must lie within the

z-plane’s unit circle. The z-transform for an N-point sampled sequence given by (5.17)

is just

Nel

F,(z) = Zfiinlz‘" (5-20)

n=0

For any finite-length sequence, the above polynomial contains N-l poles at the origin.

However, the zeros of the above polynomial are not easy to find. More properly, bounds

on the zeros are difficult to establish. By expanding the z-transform polynomial (5.20)

can be written as
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F,(z) = 71—1 [f,[0]z’V‘1 +f,[1]zN‘2 + +f,[N—2]z +f,[N—1] ] (5.21)

Z

For f,[0] e O, the above polynomial, whose coefficients are given by (5.17), has N-l

I‘OOIS.

Consider the simple case of a purely damped sequence given by the following

relation

M

f,[n] = Z cm(am)" (5.22)

m=1

For 0 < am< 1 (corresponding to —oo< om< 0 ), successive values of the sequence in

(5.22) are related with the following inequality

fl[n+1] <f,[n] n = 0,1, N—2 (5.23)

For an Nlh degree polynomial of the form

P(Z) = aNZN + aN_]zN’l + + alz + a0 (5.24)

where (10 < a] < a2 < < aN, the Kakeya-Enestrom theorem [34] states that all zeros must

lie within the z-plane’s unit circle. Using this theorem, a simple damped sequence given

by (5.22) is minimum phase and a cepstral reconstruction should match the original

sequence if the sampling rate is high enough to avoid any aliasing effects.

To illustrate the above ideas, a simple 32-point ,single-mode (M=1) sequence was

constructed with damping constant a1 = .9, and amplitude coefficient cl = 1.0 . The

frequency-domain response was formed by taking a 512-point FFT of the input signal.

The appending of zeros to the input sequence in forming the frequency response limits

any problems associated with aliasing. Using only the magnitude of the frequency
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response, a minimum phase reconstructed signal was formed [35]. Figure 5.5 shows the

original sequence and its cepstral (minimum phase) reconstruction. As expected, the

reconstmcted sequence matches the original sequence. Taking the z-transform of the

original 32-point sequence and plotting the zeros1 in the z-plane gives the result that all

zeros lie within the unit circle (see Figure 5.6). Note that all the poles are located at the

origin due to the finite length of the signal sequence. None of the following z-plane plots

will show the pole locations.

A second example of a decaying sequence consisting of two modes is shown in

Figure 5.7. In this case a 32-point sequence was formed from one mode having sequence

parameters aI = .7 and c] = 1.0 and the other sequence having parameters a2 = .9 and c2

= .5. This combined sequence was transformed to the frequency domain using a 512-

point transform and the subsequent magnitude response was used to reconstruct the

original sequence. As Figure 5.7 clearly shows, the original sequence and the

reconstructed minimum phase sequence match nicely. This again should be expected,

since all the zeros corresponding to the z~transform of the original sequence are located

inside the unit circle as shown in Figure 5.8.

For the case of a purely damped signal the cepstral reconstruction technique works

extremely well if aliasing problems caused. by low sampling rates are avoided.

Unfortunately, the late-time model proposed consists of a sum. of damped sinusoids. For

a sum of damped sinusoids of arbitrary parameters it is difficult to put bounds on zero

' lIn the following z-plane plots, zero locations were determined by computing the

eigenvalues of the companion matrix associated with the polynomial equation [34],[36]-

[37]. All calculations were performed in MATLAB.
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locations in the z-plane. In fact, it is quite easy to show with a simple example that a

sampled damped sinusoid sequence may not be minimum phase. Consider a single mode,

64-point sequence with parameters given by c1 = 1.0, a1 = .95, Q, = 1.0, d), = 80.0".

Figure 5.9 and Figure 5.10 show the sequence and the zeros of the z-transform

respectively. Figure 5.10 clearly shows a zero well outside the unit circle (the other zeros

are inside the unit circle). In this case the original sequence is not a minimum phase

sequence. However, if the magnitude of the frequency response is obtained (using a 512—  
point transform) and used to construct the minimum phase sequence using cepstral

reconstruction a nice match results between the original sequence and the minimum phase

reconstruction.

As another example, consider the same signal as in the previous example but with  
a damping parameter of al = .99. In this example the signal sequence damps out more

slowly. Figure 5.11 shows this new sequence as well as its minimum phase

reconstruction. Once again, the reconstructed sequence is a good rendition of the original

sequence. The z-plane zero plot (Figure 5.12) shows a single zero outside the unit circle

indicating an original sequence that is not minimum phase.

Both of the previous examples show that strict observance of the minimum phase

condition is not always necessary to reconstruct a sequence that matches the original

Signal. One of the key characteristics of the minimum phase sequence is the

concentration of the signal’s energy at the beginning of the sequence. For the damped

sinusoid more energy is located early in the life of the signal, indicating a minimum

phase-like approximation. For a non-damped sinusoid (i.e. the damping parameter > 1)
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a simple example will show that the cepstral reconstruction behavior does not match well.

Consider a 64-point sequence using only a single mode with cl = 1.0, al = 1.2, Q, = 1.0,

and d), = 0.0. Figure 5.13 and Figure 5.14 show the original sequence and the z-transform

zero locations respectively. Figure 5.14 clearly shows the non-minimum phase nature of

the original sequence with all the zeros outside the unit circle (commonly denoted as

maximum phase). For this sequence , the concentration of energy occurs late in the

signal sequence, a feature that is clearly not minimum phase. The cepstral reconstruction

(after obtaining the magnitude response with a 1024-point FFT) is shown in Figure 5.13.

In this case the minimum phase sequence does not come close to matching the original

sequence. A damping coefficient with values greater than unity is a real problem if the

correct sequence is to be reconstructed from the magnitude of the frequency response.

For radar returns in the late-time, a damping ratio greater than unity should not be

expected.

The next example shows a. composite damped sinusoidal signal consisting of three

modes. The first mode consists of parameter values cl = 1.0, aI = .987, (2' = .1645, and

d), = 0.0. The second mode has parameters c2 = 1.0, a2 .9935, (22 = .366, and (1)2 = 0.0.

The third mode consists of a signal having parameters c3 = 1.0, a3 = .978, S23 = .4945,

and (1)3 = 0.0. The natural frequencies were obtained from actual measurements.

However, the author chose the magnitude and phase coefficients. Using the above data

a 128-point sequence was constructed. An FFT consisting of 2048 points was used to

generate the magnitude response. Figure 5.15 shows the original sequence as well as the

minimum phase reconstruction. In. this case the match between the two sequences is
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extremely close. A plot of the zeros for the z—transform is shown in Figure 5.16. In this

example nearly all the zeros are inside the unit circle. However, due to a few zeros

barely outside of the unit circle, the original sequence is not minimum phase.

In the previous example, all phase terms were set to a value of zero. The effect

of non-zero phase terms can be seen by considering a similar example. Once again,

consider a composite damped sinusoidal signal consisting of three modes. The first mode

consists of parameter values cI = 1.0, al = .987, Q, = .1645, and d)l = 30.0. The second

mode has parameters c2 = 1.0, a2 = .9935, $22 = .366, and (1)2 = 45.0. The third mode

consists of a signal having parameters c3 = 1.0, 33 = .978, Q3 = .4945, and (p, = 90.0.

Using this data a 128-point sequence was constructed. An FFT consisting of 2048 points

was used to generate the magnitude response. Figure 5.17 shows the original sequence

as well as the minimum phase reconstruction. In this case the match between the two

sequences is much worse than in the previous example. This plot not only shows a phase

shift between the two waveforms, but also a difference in the waveform shapes. A plot

of the zeros for the z-transform is shown in Figure 5.18. In this example there are more

zeros outside the unit circle than in the previous case. This example illustrates the

ambiguity in the phase terms for cepstral reconstruction. Even though the original

waveform was not duplicated, cepstral reconstruction may still be a powerful tool for

target identification.

The capability to identify a specific target depends on the ability to recover

specific signatures associated with that target. One technique used to identify a target is

based on the uniqueness of a target’s complex (natural) frequencies in the late-time
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transient scattered signal. If a waveform is composed of a sum of damped sinusoids the

minimum-phase technique may or may not be able to reconstruct the exact input

sequence. However, if the natural frequencies contained in the reconstructed waveform

match those in the original sequence then it should be possible to use the minimum-phase

technique for target identification. A simple example will be used to show if the natural

frequencies in a signal remain unchanged in the minimum phase reconstructed waveform.

 The extracted, natural frequencies for the previous two examples were calculated using

an E-pulse/least-squares fitting algorithm (see chapter 3). Four cases from the previous

two examples can be considered. The first case is the 3-mode, zero—phase, input signal.

The second case is the 3-mode, zero-phase, composite signal obtained by cepstral

reconstruction. The third case is the 3-mode, non-zero phase, input signal. The final case

is the 3-mode, non-zero phase, composite signal obtained by cepstral reconstruction.  Table 5.1 shows the extracted frequencies for each case. The frequencies used to generate

the input signals is case 1 and 3 are also shown. In every case, the extracted frequencies

closely match the original values. As shown in Figure 5.17 the reconstructed waveform

does not match the original sequence for the non-zero phase case. However, the results

in Table 5.1 show that the extracted frequencies for case 4 match the original frequencies

very closely. This is a very nice result, indicating that the cepstral reconstruction

technique will probably work very well in conjunction with the E-pulse target

identification algorithm.

A late-time signal modeled using (5.3) can be reconstructed using the minimum

phase cepstral technique even though the original sequence is not minimum phase.
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However, the late-time signal has an energy concentration nature similar to that of a

minimum phase signal. It also should be kept in mind that a small sampling interval

should be used to avoid aliasing. In the above examples, a small sampling interval in the

frequency domain was used which lead to very good cepstral reconstruction. However,

measurements taken at or near the Nyquist rate will not lead to good results using the

cepstral algorithms.
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Zero locations with respect to the unit circle for a single mode minimum

phase decay sequence.
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Figure 5.7 Multi-mode decay sequence representing a minimum-phase signal and its

cepstral reconstruction.  
z—plone

 

 

 

 
Figure 5.8 Zeros with respect to the unit circle for a multi-mode minimum phase

decay sequence.
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Figure 5.9 Single mode damped sinusoid signal illustrating a non-minimum phase

signal and its cepstral reconstruction.  
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Figure 5.10 Zeros with respect to the unit circle for a damped sinusoid non—minimum

phase sequence.
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Figure 5.12 Zeros with respect to unit circle for the second example of a damped

sinusoid non-minimum phase sequence.

197

 

 
 

 



A
m
p
l
i
t
u
d
e

Figure 5.13 Si

1'6 '

FiguFe 514 Z

 
 



 

1.0E-l-005 —

 

 

 

  

:l

:t

t . .

3 Original Sequence

_I --- Cepstral Reconstruction

ql

_ i

5.0E+OO4 — i

_ i

~ I
_. 1 ~

‘ l H

(I) ‘ I r i

“O : 1| r i

3 i i ,.

+2 ‘ I r i f X /\ AS __ A A

_ _ I V

O. _ I l \ ,

E _ I r \_,

_ | I

<1: _ t l

.. I r

_ I t

_ I I

_ if

—5.0E+004- lI

‘1.OE+005 TlIIIllllllllTllllllllIllllll|

0.00 1.00 2 00 3.00

Time (nsec).

Figure 5.13 Single mode signal illustrating a maximum-phase signal and its cepstral

reconstruction.

 
 

° 0

0 o

0 o

0 o

0 o

C o

o o

o o

o o

o o

o

 
 

Figure 5 14 Zeros with respect to the unit circle for a maximum-phase srgnal.
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Figure 5.16 Zeros with respect to the unit circle for a composite damped sinusoid

signal.
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Table 5.1 Natural frequencies obtained from the E-pulse/least squares extraction

algorithm for composite sinusoidal input signals have zero-phase and non-

zero phase components.

 

 

  
 

   

! Case Number Complex Complex Complex

Frequency #1 Frequency #2 Frequency #3

1 .9870 + .1645j .9935 + .3660j .9780 + .4945j

2 .9870 + .1645j .9935 + .3660j .9780 + .4945j

3 .9870 + .l645j .9935 + .3660j .9780 + .4940j

4 .9872 + .1660j .9921 + .3675j .9758 + .4920j

Original Values .9870 + .1645 j £235 + .3660 j .9780 + .4945 j   
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5.4 Early-Time Analysis

A simple model for the early-time component was introduced in the introductory

section. A sampled, early-time signal sequence for M scattering centers can be written

as M

fem] : £1 -fi(n-mi) (5.25)

i:

where n is the sample index and mi represents the index corresponding to ith scattering

center at temporal position Ti. Clearly, for a general pulse response it will be very

difficult to determine whether (5.25) corresponds to a minimum phase sequence. In

addition, a determination that each pulse response in (5.25) is minimum phase is no

guarantee that the composite signal is minimum phase. This can easily be seen by

forming the z-transform polynomial for each pulse response and finding the zeros.

However, the zeros of the composite z-transform polynomial will not necessarily

correspond to the zeros of the individual components. Since a minimum phase signal has

energy concentration characteristics described in the previous two sections, it is quite easy

to create a composite early-time signal having energy characteristics that are not minimum

phase.

The discussion to follow assumes that the individual pulse responses can be

represented as a discrete pulse of amplitude ai over one sample interval. This response

can be written as

(5.26)

.- (5.27)
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The z-transform of (5.26) is given as

ai
Fi(z) = — (5.28)

’"i

z

which is minimum phase.

On the other hand, if all the pulse responses are considered, the z-transform of the

composite response is

M a.

F(z) = Z —n:- (5-29)

i=1zi

 
which is generally not minimum phase. Consider a two pulse sequence (M = 2) in which

the first pulse is characterized by parameters a1 = 1.0, ml = 2 and the second pulse has

parameters a2 = 2, and m2 = 3. The z-transform of this sequence is just

m) = i, (2 + z) (5.30)
Z

This polynomial clearly has a root outside the unit circle at z = -2. At this point, no  
conclusion should be made that a cepstral reconstruction will fail to reproduce a close

match to the original sequence; however, some caution should be considered.

An important question to ask is whether a sequence does exist that is minimum

phase. Consider the case where

(5.31)a >a2>a >...>a
1 3

and

m1 < m2 < m3 < < mM_1 < mM (5.32)
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If the conditions in (5.31) and (5.32) are met, then the Kakeya—Enestrom theorem states

that the zeros of (5.29) must all lie within the unit circle. Consider the simple 4—point

sequence shown in Figure 5.19. As can be seen, this sequence is decaying and easily

satisfies the minimum phase requirements. Using a 128-point FFT, the spectral

magnitude response was generated and “used to form the minimum—phase reconstruction

of the original pulse sequence. As shown in Figure 5.19, the reconstructed sequence

matches the original sequence quite well. Figure 5.20 shows the zeros corresponding to

the z-transform of the original sequence; in this case all zeros lie inside the unit circle.

The previous example has all the sample pulses equally spaced. Another example

using a 16-point sequence with unequally spaced pulses is shown in Figure 5.21. The

zeros corresponding to the z-transform of this sequence are shown in Figure 5.22. The

points in each signal have been connected to visually enhance the separation of the

waveforms. Once again the input sequence in minimum phase; hence, there is a good

match between the original sequence and the cepstral reconstruction shown in Figure 5.21

(1024-point FFT used to generate the frequency response). This example illustrates the

correct placement of pulse locations for a minimum phase signal.

What happens when the sequence of pulses is not a decaying sequence? In

general, for a sequence of pulses that does not behave in a decaying manner, a cepstral

reconstruction will not yield the original sequence. However, if the original sequence has

energy concentration characteristics similar to a minimum phase signal, better results can

be expected. A few simple examples will illustrate the problems posed by some very

simple signals.
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Figure 5.23 shows a series of five pulses embedded in a 32-point input signal. In

this sequence, a much larger pulse is located late in the input waveform. Therefore, it is

expected that the signal is non-minimum phase and cepstral reconstruction will fail to

reproduce the original sequence. This result is indeed the case, as shown by the cepstral

reconstruction in Figure 5.23 and the location of zeros outside the unit circle in

Figure 5.24. The location of the zeros indicate that this signal has characteristics of a

maximum phase signal [29]. In this case, the cepstral reconstruction algorithm will

reverse the input waveform. This simple example illustrates just how badly the cepstral

reconstruction can be for some time sequences.

A final example of a simple 32-point sequence using five pulses is shown in

Figure 5.25. This sequence is very similar to the measured early-time responses of

aircraft with two engines mounted on each wing (see Figure 5.44). If the direction of

propagation is perpendicular to the fuselage, the first two pulses represent the two engines

on one wing, the middle pulse corresponds to the return from the fuselage, and finally the

low amplitude pulses represent returns from the engines that are shadowed by the

fuselage. It would quite useful if the cepstral reconstruction would be able to provide a

good representation of the original signal. However, as Figure 5.25 shows, the

reconstructed signal does not match the original sequence. Figure 5.26 shows the zero

locations of the z-transform clearly indicating a non—minimum phase signal. In this

example, the use of cepstral reconstruction to reproduce the original waveform leads to

very disappointing results. Clearly the input signal in this example can not be reproduced

without phase information.
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The analysis presented above indicates that the early-time component is very

difficult to reconstruct using only the magnitude of the spectral response. This technique

should not be used for any type of imaging algorithm where correct spatial representation

of the signal is critical. However, the use of the early-time response could be useful for

target identification. One benefit of the cepstrum technique is that the largest point of the

transient signal is usually place first (at the origin). This might be used to find the

beginning of early time which has been notoriously difficult to find, especially in the

presence of some noise.
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Figure 5.19 Simulated early-time and its cepstral reconstruction using a 4-point 4-pulse

minimum-phase sequence.
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Figure 5.20 Zeros with respect to unit circle for simulated early—time 4-point 4-pulse

minimum-phase sequence.

207

  

 

 



Figure 5.21 f

l

  



 

5.00

 

 

  

3

4.00 E

: Original Sequence

I --- Cepstral Reconstruction

<1) 3.00 5
.0 ..

3 _

7‘: I

E 2
E 2.00 E

1.00 E

0.00 A IIIIIIII IIIIIIil‘hrr‘l’rl‘l’ifiiiliii‘rkri’ill

0.00 0.2'0 0.40 0.60 0.80

Time (nsec)

Figure 5.21 Simulated early—time and its cepstrum reconstruction using a 16-point 4-

pulse minimum-phase sequence.
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Figure 5 22 Zeros with respect to unit circle for simulated early-time 16-point 4-pulse

minimum-phase
sequence.
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Figure 5.23 Simulated early-time and its cepstral reconstruction using a 32-point 5-

pulse non minimum-phase sequence.
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Figure 5.24 Zeros with respect to unit circle for simulated early-time 32-point 5—pulse

non minimum-phase sequence.
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Figure 5.25 Simulated early-time and its cepstrum reconstruction using a second 32-

point 5-pulse non minimum-phase sequence.
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Figure 5.26 Zeros with respect to unit circle for simulated early—time second 32-point

5-pulse non minimum-phase sequence.
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5.5 Separation of Early and Late Time

The previous sections discussed some of the characteristics of early-time and late-

time cepstral reconstruction if only the magnitude of the frequency response is present.

As demonstrated, the minimum phase reconstruction obtained from lF1(a)) | yields a

very good realization of the late-time component. On the other hand, the minimum phase

reconstruction obtained from lFe(oo) | generally yields poor results for the early-time

component due to the extremely non-minimum phase nature of the signal. In both cases

a poor reconstruction will occur if aliasing is not taken into account. One question

begging to be answered is the following: Will a cepstral reconstruction using the

composite magnitude spectrum |F((o) | yield a good realization of the actual signal?

More importantly, will the early and late-time components separate using the minimum

phase reconstruction? One way to look at this problem is to remember that a minimum

phase signal has its energy concentrated earlier in the time sequence. Normally, the

early—time component contains a higher concentration of energy whereas the late-time

component is a decaying signal whose energy is concentrated later in. the time sequence.

Therefore, a minimum phase reconstruction. should yield a fairly good representation of

the original signal. On the other hand, reconstruction of the early-time component will

not necessarily be correct. A possible rule of thumb to use is that the reconstructed early-

time component will occur before the late-time component. Furthermore, the

reconstructed late~time component should be a fair representation of the actual late—time

signal.

To separate the early and late-time components from the composite spectral
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magnitude |F(oo) l, two options are available. First, simply obtain the time—domain

representation using a minimum phase reconstruction and then separate the early and late-

time components with an appropriate window. A second option is to filter the composite

spectral response |F( no) [ into a separate early-time frequency component |Fe( w) | and

late-time frequency component |F[(00) l. Once this is done, a minimum phase

reconstruction can be applied to each spectrum to yield an approximate fit to the early

and late-time components. This technique will require some a-priori knowledge of the

spectrum -- i.e., which part of the spectrum contributes to the early and late-time

components. One of the real problems occurs when there is a great deal of overlap in the

spectral energy for the early and late-time components. Of course, this problem also

occurs even when using both magnitude and phase to reconstruct the transient response.

The following analysis will present several examples showing cepstral reconstruction

using the composite spectrum and then filtering the spectrum into early—time and late-time

frequency components. The spectrum for the first two examples was created from a

simple, multiple thin—wire scattering routine. For these two examples, the scattering target

was a simple thin-wire aircraft made up of fuselage, wings, and tail (see Figure 5.27).

Two different polarizations were used: in one case the E-field was perpendicular to the

fuselage (but parallel to the tail and wings), in the second case the E-field was oriented

45 degrees with respect to the fuselage. The third example consists of a scattering

measurement from a highly conducting scaled B—58 aircraft model.

Figure 5.29 shows the spectral magnitude of the scattered field from a thin-wire

aircraft for an electric field polarized nonnal to the fuselage but parallel to the wings and.
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tail. The figure contains both the raw spectral response and a spectrum formed by

windowng the raw data with a Gaussian modulated cosine (GMC) window having

parameters fC = 0 GHz and, T = .06 nsec (see Appendix A). Figure 5 .30 shows the time-

domain representation of this windowed spectrum computed using both the magnitude-

phase reconstruction and the magnitude only reconstruction. In this example there is a

good match between the late-time components using the minimum phase reconstruction.

A low-frequency filter was applied to the raw spectral data in an attempt to

capture late-time frequency information. Figure 5.31 shows the raw frequency data and

the filtered output. The filter consists of a GMC window (fc = 0 GHz, T = .3 nsec). The

output of the filter consists of one large late-time resonant mode (from the aircraft’s

wings ). Figure 5.32 shows the time-domain representation of the filter’s response using

both the magnitude—phase reconstruction and the magnitude only reconstruction. As can

be seen, there is a good match between the late-time components using the minimum

phase reconstruction.

An attempt was made to filter out the early-time component from the composite

frequency spectrum. Using a 1/8 cosine taper window function (see Appendix A) the raw

spectral data and filter output are shown in Figure 5.33. The resulting filter output shows

the elimination of the low frequency resonant mode. However, this filter may have

eliminated too much frequency data from the high end of the spectrum. The time~domain

representation of the filter output is shown in Figure 5.34. Once again a comparison is

made between the time domain obtained using both magnitude and phase reconstruction

and the magnitude only reconstruction. The match between the two representations is not
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perfect, but the main peaks in each case line up. Some improvement might be expected

depending on the filter chosen, but in most cases a match is quite unlikely.

The computation of the scattering from the simple wire frame aircraft was also

repeated for an electric field polarized 45 degrees with respect to the aircraft’s fuselage.

In this case, a new resonant mode due to the aircraft’s fuselage appears in the frequency

spectrum. Figure 5.35 shows the raw data frequency spectrum and the windowed

 spectrum computed using a GMC window (fc = 0 GHz, T = .06 nsec). The time-domain

reconstruction for the windowed spectrum is shown in Figure 5.36. As can be seen more

early-time signal exists for this polarization. For the cepstral reconstruction, the early-

time component as a whole is in the proper position but the components do not match

well with the magnitude-phase reconstruction. In addition, the late time is affected by the

presence of more early-time signal.

Figure 5.37 and Figure 5.38 shows the late-time frequency filter output and the  
time-domain transform outputs respectively. The low frequency filter used a GMC

window with the same parameters as in the previous case. There is quite good agreement

between the magnitude-phase reconstruction and the cepstral reconstruction. Also note

that some early-time components exist in the time-domain signal due to the filter

selection.

The early-time frequency filter response and time-domain transform representations

are shown in Figure 5.39 and Figure 5.40 respectively. The early—time frequency filter

uses a V8 cosine taper window exactly like the previous example. Once again the

cepstral reconstruction does not match the original sequence obtained from both the
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magnitude and phase frequency components. Also the filter did not adequately remove

all the late-time components.

The final example is a measured frequency response for scattering from a. scaled

B-58 aircraft model. For this particular case the incident electric field is incident on the

side of the aircraft and polarized 45 degrees with respect to the roll-axis (see insets in

following figures). The raw frequency data was measured from .5 to 5.5 GHz. This

presents some problem for the cepstral reconstruction routines which require frequency

data down to 0 GHz. A usable spectrum was obtained by applying a 1/8 cosine taper

window to the raw frequency spectrum and zero filling the low frequency. Although, care

should be taken in zero filling frequency data for cepstral reconstruction ( remember the

use of the logarithm function ) the cepstral routines do check for this condition and set

the values to a small non-zero value. Figure 5.41 shows the frequency data and

Figure 5.42 shows the time-domain representation using both the magnitude—phase

frequency response and the magnitude only response. The plots in Figure 5 .42 show once

again a good comparison for the late-time periods and. a fairly good early—time match.

Figure 5.43 and Figure 5.44 show the low~pass filter and time-domain

reconstruction respectively. The low-pass filter used was a GMC window (fC = 0 GHz,

T = .4 nsec). The time-domain cepstral, reconstruction shows a good match with the

magnitude~phase reconstruction. Finally, Figure 5.45 and Figure 5.46 show the early-time

filter results. Figure 5.45 shows the filter output which was obtain by windowing with

a 1/8 cosine taper window. The minimum phase reconstruction shown in Figure 5.46 is

surprisingly good. Although this does not occur in general, under certain conditions the
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early-time scattered response is nearly minimum phase.

In each example, the late-time component using cepstral reconstruction is a good

representation of the actual signal using the composite frequency response. The early-

time component does not keep its temporal order under a cepstral transform due to the

non-minimum phase character of the early—time signal. The filters presented above are

quite crude but they do show that a late-time component can be filtered and reconstructed

using only the magnitude of the spectrum. The early-time component is much more

difficult to work with -- both due to the non-minimum phase character and the difficulty

of constructing a good early-time frequency filter.
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Figure 5.27 Thin wire aircraft model.
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Figure 5.28

  



 

 

  

 
 

Figure 5.28 Planar view of B-58 scaled aircraft.
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Figure 5.29
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Figure 5.29 Frequency response magnitude for scattering from a simple wire aircraft.

E-field polarization perpendicular to fuselage.
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Figure 5 30 Transient scattered field for wire-frame aircraft using magnitude/phase

transform and magnitude only transform.
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Figure 5.31 Late-time frequency filter response for scattering from a wire frame

aircraft. E-field polarization perpendicular to fuselage.
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Figure 5.32 Transient scattered. field for late-time response for wire-frame aircraft.

222

 



0.00

_
_
_
_
_
_
_
_
_
.

3

0

0.01 -

Figure 5.33

O

m

.0

 

 



 

0.06

 

 

 

   

    
 
 

0.05 “I Raw Spectrum

5 ---- Windowed Spectrum

g E
3 0.04 E _.

7': '_' E

C ..

o. _:_ L I
20 o 03 —_‘_ a —'

<1) 3

> :

'43" :

2 0.02 :

<1) :

Di :

E F‘

0.01 -3 ,' ‘,

Z I t

_ I ‘

I I I

Z A /’/ /‘\\’~

l1/ITTTIII Illlrrrll llllllIlllllllll‘l‘lllllllllli—“I

Omono 5.60 io.'oo 15.00 20.00 25.00

Freq (GHZ)

Figure 5.33 Early-time frequency filter response for scattering from a wire frame

aircraft. E-field polarization perpendicular to fuselage.
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a wire-frame aircraft.
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Figure 5.35 Frequency response magnitude for scattering from a wire frame aircraft.

E-field polarization 45 degrees with respect to fuselage.
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Figure 5 36 Transient scattered field from wire frame aircraft using magnitude/phase

transform and magnitude only transform.
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Figure 533 Transient scattered field for late-time response from wire frame aircraft.
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wire frame aircraft.
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Figure 5 4] Measured frequency response magnitude for scattering from B-58 aircraft

model.
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Figure 5.42 Transient scattered field. from B-58 aircraft.
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5.6 Conclusions

Some important results have been demonstrated for radar target responses and

cepstral reconstruction:

1. Minimum phase conditions2%be guaranteed for any scattered radar signal

including the late-time component.

2. Although the minimum phase condition is rarely met exactly, cepstral

reconstruction can be used to obtain the late-time component of the target

response.

3. Early and late time can be separated using the composite spectrum and the

filtered components.

4. The early-time signal obtained by cepstral reconstruction will not match that

obtained from using both the magnitude and phase components of the frequency  
spectrum

 Since the late-time component can be obtained from only the magnitude of the

frequency spectrum , this method should work in conjunction with E-pulse target

detection algorithms. Early-time reconstruction performs poorly and the cepstral method

should not be used in conjunction with any imaging techniques. Two future issues could

possibly be worked on : First, better filtering algorithms to separate late and early-time

components. Second, some consideration should be given to the analysis of the late-time

features directly in the cepstral domain.
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Chapter 6

Application of Cepstral Analysis to Radar Target Discrimination

Using E-Pulse Cancellation

6.1 Introduction

In a typical radar target discrimination problem, an attempt is made to identify a

Specific target from a set of target features or signatures. These features can be obtained

from an analysis of the measured time-domain response. If the spectral waveform of the

unknown target is measured, an inverse Fourier transform can be applied to obtain the

time-domain representation. However, if only the modulus of the spectrum is available,

a different approach must be used to reconstruct the time-domain waveform. Using the

methods of cepstral analysis, an approximation to the time-domain waveform can be

obtained. A set of target discriminants (signatures) obtained fi‘om scattering calculations

or controlled measurements must be obtained prior to applying the discrimination scheme

to an unknown target. For this study, a set of discriminant features were obtained from

the time~domain waveform using the Fourier transformed spectrum. A target data base  was built and later applied to the cepstrally reconstructed unknown radar-target

waveforms.

Chen, et a1, [20]—[2 l ], [38] have developed a target identification method using the

E-pulse discrimination scheme. In this method an E-pulse wavefonn is constructed

which, when convolved with the late-time pulse response of a matched target, results in

the annihilation of the natural resonant modes excited by radar illumination. However,

the convolution of the same E-pulse with a target having a different resonant structure
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does not result in a null convolution response. Hence, a data base of E-pulse waveforms

can be constructed which, when convolved with a matched target, results in the null

response. In order to effectively use the phenomena of E-pulse cancellation, an

automated target discrimination scheme has been devised [9] which does not need to rely

on a visual inspection of the convolved responses. The use of the ideas in the automated

target discrimination scheme will be discussed and used in this chapter.

An unknown target waveform can be interrogated by E-pulse library waveforms

to determine if any of the target files match the unknown target. In this scheme a time-

domain representation waveform is used. A spectral response of the unknown target in

conjunction with an inverse Fourier transform yields the transient response. If only

information on the modulus of the spectral response is known, a different method must

be used to get the time-domain waveform. The approach taken in this study is to use the  ideas of cepstral analysis to reconstruct a transient response approximation. Although

there have been many applications of cepstral analysis, the reconstruction of the late-time

response from short pulse radars has not been investigated. A useful investigation into

cepstral theory can be found in Openheim and Schaefer [29]. Much of the investigation

in this chapter is based upon the work done by these authors.

A reconstructed waveform formed from a cepstral reconstruction algorithm will

probably not match a waveform generated using both magnitude and phase information.

However, a perfect match between the two waveforms may not be necessary for the target

detection scheme to work. If the target’s natural resonant modes exist within the late-time

Portion of the minimum-phase reconstructed signal, then the E-pulse discrimination
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scheme should be able to identify the target. Chapter 5 has shown that the reconstructed

late-time response, using cepstral analysis, approximates the true late—time response in

many cases. Since the natural resonance modes are derived from this late-time reSponse,

the use of target discrimination using cepstral reconstruction should be effective. In

addition, the reconstructed natural frequencies often match the true natural fi‘equencies

even though the reconstructed waveform does not exactly match the original signal. Keep

in mind that the scattered return does not pass the minimum-phase condition necessary

for cepstral reconstruction. This even applies to the late-time return. Practically,

however, since the late-time return is decaying, it is minimum-phase like and the

reconstructed signal works quite well.

The work which follows will be divided into several sections. First, a short review

of E-pulse and cepstral analysis theory will be presented. Second, a description of a  target discrimination algorithm will be discussed. Finally, numerical examples will be

presented showing the performance of cepstral analysis in regards to target discrimination.

The performance of the discrimination scheme is evaluated using both numerically

derived scattering data and experimentally measured results from practical target models.

6.2 Theoretical Background

The scattered transient return due to a short-pulse signal incident on a radar target

can be characterized by an early-time and a late-time response. The late-time response

can be modeled as a sum. of N damped sinusoids in the following manner

N

f(t) = Zane°~’cos(wnt+¢n), I>:r, (6.1)

n=1
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where s" = on + j (unis the nth aspect independent natural resonant frequency, an and (1),,

represent the aspect dependent magnitude and phase, respectively, and T] represents the

beginning of the late-time period.

An E-pulse e(t) is a real waveform of finite extent TE, that, upon convolution with

f(t), results in a null late-time response

C(t) = e(t)*f(t) s 0, t>TL=TI+TE (6.2)

Since the natural resonant frequencies are aspect independent, the target response f(t) can

be measured from any aspect angle and the null late-time convolution should be obtained.

The condition in (6.2) implies a particular set of zeros for the E-pulse in the frequency

domain, i.e.

E(S) = $60)} = 0 for s = Sn and s = s; (6.3)

n = 1,2,...N  
where E(s) is the Laplace transform of e(t), and sn represent all possible natural-mode

frequencies of the particular target excited by an incident wavefomr. If the complex

numbers 3,, are known for a particular target, the E-pulse can be constructed by expanding

e(t) in a set of basis functions (usually rectangular pulses) by applying (6.2) and

determining the amplitudes of the basis functions. If the resonant frequencies are not

known, an E-pulse extraction technique based on the method of least squares [39] or

genetic algorithm [40] can be used to find the basis function amplitudes and the resonant

frequencies. An E-pulse can be constructed for each anticipated target and added to an

E-pulse data base. Next, the response of an unknown target u(t) is convolved with each

E—pulse in the data base. If the zeros of a particular E-pulse match the resonant
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frequencies found in the late time of the unknown target, a null convolution response

indicates a target match. If E(s) does not contain zeros at all the natural frequencies, then

the convolved waveform will be non-zero, indicating a poor match.

In order to achieve target discrimination using the E-pulse method the unknown

target response u(t) must be measured. A measured spectral response can be transformed

to the time domain using a Fourier transform. For a magnitude-only spectral response

cepstral reconstruction (see Chapter 5, section 2) can be used to form an approximation

to the transient scattered signal. Certain restrictions, known as the minimum-phase

condition, are required for an exact replication of the true time-domain signal. For a

discrete spectrum having N = 2m points defined by X [k] = [X [k] | ej ”3““, the real

cepstrum is given by

c [n] = FFT“( log [X[k] l) (6.4)

Using the window function given by

2, 1 s n < N/2

w[n] = 1, n = 0,N/2 (6-5)

0, N/2 < n sN—l

the minimum phase sequence may be computed as

X[n] z FFT—1(eFFT(W[nIc[nI) ) (6.6)

The evaluation of (6.4) and (6.6) can be done very quickly using the FFT. However, one

must be sure to avoid complications caused by aliasing.

If the original causal stable sequence is given by x[n] is minimum phase, then the

poles and zeros of its z-transform must all lie within the unit circle in the complex plane.

All the poles of any finite length sequence have poles at the origin. For most finite
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length, sampled sequences the zeros do not lie with the unit circle. This even applies to

the sampled values from the late-time model given by (6.1). However, for a strictly

decaying sequence it is easy to show that the minimum-phase criteria is met (refer to

Chapter 5, section 2). For sinusoidally decaying sequences, the minimum-phase condition

is not met but the reconstructed sequence may be a good approximation to the original

sequence. In this case most of the zeros lie within the unit circle. On the other hand, a

sequence that is exponentially growing has all zeros outside the unit circle and a

minimum-phase reconstruction is clearly wrong. The following target discrimination

scheme will use a simple program that calculates the cepstral coefficients and the

minimum-phase reconstructed signal.

6.3 Target Discrimination Algorithm

An E-pulse must be generated for each expected target. The expected target return

upon which the E-pulse is based must be carefully measured over a set of different aspect

angles. An alternative would be to calculate the scattered fields for fairly simple

scattering geometries. In either case, several aspect angles are required to make sure that

all the natural resonant modes are excited and included for the E-pulse construction.

Construction of the E-pulse e(t) is performed by expanding the E—pulse e(t) in a set of

basis functions as [20]

K

e(t) = ZakgkU) (6.7)

k=1

where {gk(t)} is an appropriate set of basis functions. The convolution integral in (6.2)
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can be expanded as

TE

e(t) = f e(t)f(t—1:)dt = 0 t> TI+TE (6-8)

0  

Using the basis functions in (6.7), substituting this into (6.8), and taking inner products

with a set of weighting function {Wm} gives

K

E akf f gk(T)f(t-t)wm(t) (It (It: = 0 (6.9)

k=1 r=0 TI+TE
 

where TW describes the end of the measurement window.

Using (6.9), a solution for 0tk for almost any choice of TE ("forced" E-pulse

solution) can be found by choosing M = 2N and K = 2N + 1. In this case (6.9) becomes

an inhomogeneous matrix equation with solutions for any choice of TE that does not cause

 
the matrix to be singular. The use of rectangular pulse basis functions and weighting

impulse functions causes the integration in (6.9) to become much simpler.

Different values for TE result in significantly different E-pulse waveforms. The

choice of T“ can have a significant effect on the constructed E-pulse and the extracted

resonant frequencies [4]. One suitable choice of TE is that which yields the minimum

squared error per point between the original data f(t) and a waveform f(t) constructed

using the extracted natural frequencies, amplitudes, and phases. In this case TE is chosen

to minimize the following value over the sampled interval from TI to Tl + TW

6 = llftt) —f‘o> ll = 2 lat.) -f<t.>12 (64°)
1
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where

N A

f(t) = Z a, 6°"tcos(d>nt + (fin) (6.11)

n=1

The natural frequencies s" = 0n + jrbn can be found by solving for the E-pulse basis

amplitudes in (6.9) and then using the relation given by (6.3). For rectangular pulse basis

functions this leads to a polynomial equation of the form

2N+1

0:ka = o (6.12)
k=l

where Z =e’5A and A the basis function width. Once the natural frequencies are

determined a least-squares fitting routine is applied to (6.10) and (6.11) to yield the

amplitude and phase terms for the reconstructed waveform. Different values of TE will

of course lead to values of s that differ. The value of TE can be varied to yield the

waveform having the smallest value of a. In this process, the E-pulse amplitudes, natural

frequencies, and best fit reconstructed waveform are obtained.

In this chapter, E-pulses are constructed from the transient response waveforms

for several different targets. The waveforms were generated using an inverse Fourier

transform with magnitude and phase spectral information that was theoretically calculated

for some targets and measured for others. Target discrimination, performed by the E-

pulse method, requires the convolution of each E-pulse with an unknown target waveform.

For this study the unknown target waveform was generated from a minimum phase

realization of magnitude only frequency data. A measure of the amount of signal present

in the convolved late-time response c(t) is given by the E—pulse discrimination number
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(EDN) [9]

EDN =[ f c2(t)dI][fEe2(t)dt]‘1 (6.13)

where W represents the time window over which the signal is convolved. Equation (6.13)

is simply a measure of the deviation from the expected value of zero late-time energy.

To use the above quantity, the E-pulse is convolved with the unknown target waveform

beginning at TL. If a target exists in the data base matching the unknown waveform, the

convolution energy should be zero, whereas the other E-pulses will produce non-zero

values of convolution energy in the late time. In actual situations, the convolution energy

for the matched target will not be precisely zero due to noise, problems in constructing

correct E-pulse waveforms, or incorrect waveform construction. The EDN having the

lowest value should then be chosen as the matched target. A quantitative measure

comparing all the EDN values in the data—base is given by the E—pulse discrimination

ratio (EDR)

EDR(dB) = 10 1ch10 { 75% } (6.14)

Hence, the E-pulse yielding the minimum EDN value has an EDR of 0 dB while other

E-pulses contribute values greater than 0.

6.4 Numerical Results

This section will describe the application of the E-pulse discrimination scheme to

two sets of data. The first set of scattering data was generated. from a simple thin-wire
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scattering program. E-pulse waveforms were generated for this data set, after which a

series of scattering targets were tested for identification matching. The second data set

consists of scaled aircraft and missiles measured in the anechoic chamber at MSU. Once

again, E-pulses were constructed for these targets and several "unknown" targets were

tested for target matching.

Backscattering data was generated for simple thin wires of length l = 8.0, 8.5, 9.0,

9.5, 10.0, 10.5, 11.0, 11.5, and 12.0 cm. Scattering data was generated using a frequency-

domain method—of-moments solution. Piecewise-sinusoidal basis functions and the thin

wire approximation were employed with Galerkin’s method. The length-to-radius was

fixed at a ratio of 1000 for each wire. The complex backscattered fields were calculated

at 256 equally spaced frequencies between .05 GHz and 12.8 GHz (Af = .05 GHz). The

spectrum was windowed with a Gaussian modulated cosine (GMC) function (fc = 0.0

GHz, T = .1 nsec, see Appendix A) and then inverse Fourier transformed using a FFT to

obtain a time-domain waveform. The effect of windowing in the frequency-domain

results in the backscatter transient response from a Gaussian pulse for the incident wave.

The pulse, p(t), as a function of time can be written as

po) = ewe/e (645)

where r = .l nsec was chosen giving a pulse width of about .2 nsec between the 4% of

maximum points. Figure 6.1 shows the magnitude of the window function applied to

each wire—scattering spectrum. Figure 6.2 shows a time—shifted incident pulse
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corresponding to the inverse Fourier transform of the spectrum shown in Figure 6.1.

For each wire, the backscattering responses were computed for two incident

angles: (1) broadside incidence with the E-field parallel to the long—axis of the wire, and

(2) 45 degrees off of broadside with the E-field in the same plane of incidence. As

discussed above, a set of E—pulses was generated for each wire (based on the two incident

angle calculations) using a hybrid E-pulse/least-squares method [39] with the magnitude

of the spectrum used to generate the E-pulses. A set of transient waveforms was

generated using the minimum phase reconstruction algorithm. These transient waveforms

then became the unknown target responses. Figure 6.3 and Figure 6.4 shows a

comparison between the transient response generated using both magnitude and phase

(using an IFFT) and generated from the minimum phase reconstruction for the 10.0 cm

wire for broadside and 45 degrees from broadside incidence. Figure 6.3 shows a very

good match between the two reconstructions in both late and early time. In Figure 6.4

 the match is not quite as good.

An E-pulse data base library was generated for the radar target discrimination

scheme. Table V shows the E—pulse identification and description to be used in. the

subsequent figures. Ilavarasan and Ross [9] determined the start of late time based upon

when the wave strikes the leading edge of the target (Tb), the maximal transit time of the

pulse across the target (T,,), and the pulse width (Tp). The late time was then calculated

as

T, = T, + T], + 2T, (6.16)

Their target data base consisted of values for TD and T1r for each target. To calculate Tb
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in the presence of noise, a threshold detector scheme was used. The present analysis did

not consider noise, and late time was visually estimated. The purpose here was not to

analyze the automation process but to determine if the minimum-phase reconstruction

responses could be used in the discrimination scheme.

Figure 6.5 shows the EDR values for an unknown target generated from the

broadside transient response of the 10.0 cm wire. The values in this figure were

generated by convolving the unknown target response with each E-pulse in the data base.

As discussed earlier, a matched target will be indicated by an EDR value of 0 dB. To

compare the effect due to a target represented only by spectral magnitude, the EDR values

also were generated for the Fourier transform (mag/phase) reconstruction. The curve with

square icons show the EDR response for the magnitude/phase reconstruction whereas the

curve represented with the triangular icons is the magnitude only reconstruction. For both

waveform reconstructions the correct target is identified. As expected, the unknown

target using the minimum phase reconstruction has a lower response curve.

Figure 6.6 and Figure 6.7 show similar curves for different cases. In Figure 6.6

the EDR response for the 10.0 cm wire for an incident angle of 45 degrees is shown. In

Figure 6.7 the EDR response for the 9.0 cm wire is shown for broadside angle of

incidence. In both cases, the correct target in the data base has been identified. Also, the

minimum phase reconstructed target does not match the data base as well as the

magnitude/phase reconstruction.

The resonant frequencies created from the E-pulse construction algorithm for the

10.0 cm wire are shown in Figure 6.8. Also shown are the natural resonant frequencies
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extracted from the minimum phase reconstructed waveforms. In both cases, the resonant

frequencies were derived using aspect angle calculations at 0 and 45 degrees. The

numeric values along the plotted symbols indicate the late-time energy order of each

natural resonant frequency. A value of 1 indicates a higher energy than 4. Since no

noise was considered in this analysis, the E-pulse construction was quite accurate and the

minimum phase reconstruction was also good. Therefore, the natural frequencies agree

very well.

A similar target discrimination simulation was performed on data from measured.

target scattered—field responses. Five scaled models of similar physical size were

measured in the MSU anechoic chamber. Figure 6.9 shows the scale models used in the

measurements. All measurements were performed in the frequency domain using an

HP872OB network analyzer. The system response was removed using the theoretical

response of a l4-inch diameter calibration Sphere (refer to Appendix A). The frequency

band used was from .5 to 5.5 GHz at a frequency step size of .0125 GHz. The scattering

field is slightly bistatic and the incident electric field is polarized. in the plane of the

aircraft wings or along the roll axis of the missile. Five angles of incidence were

measured for each model: 0°, 30°, 45°, 60°, and 90°. An angle of 0° indicates a nose-on

incidence direction whereas 90° indicates broadside. The frequency spectrum responses

were next scaled to reflect actual aircraft size ratios. For this analysis the F-14 frequency

response was not scaled and the other model responses were scaled to reflect changes in

the models physical size. The model’s physical size would need to be scaled in the

following manner to reflect the correct ratios: B-58 - 1.34x, f18 - .9x, missile #1 - .27x,
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missile #2 - .3 8x. It should be noted that the rrrissiles were generic and the intent of their

scaling was to create a missile smaller than the aircraft.

The low frequency band containing no data ( 0 GHz to the low end of the

measurement ) was quadratically interpolated to zero amplitude at zero frequency. The

phase was interpolated using a minimization linear fit scheme. The extrapolated data was

added for two reasons. First, the effect of subsequent windowing can be reduced

significantly ( less ripple in the time domain). Second, the minimum phase algorithm

requires information down to zero frequency. Next, the transient response from each

model was weighted by a GMC window and then inverse transformed using the fast

Fourier transform or minimum phase reconstruction algorithm. The GMC window was

centered at fc = 0.0 GHz and the pulse width parameter T for each target was: B-58 -

.268, F14 - .2, F18 - .18, missile #1 - .054, and missile #2 - .076 nsec. Different values

for the pulse width parameter were chosen to use as much of the scattered field. spectrum

for each target as possible. The shape of the incident pulse formed as a result of  windowing is similar to that in Figure 6.2. The selected values of T give a time-domain

pulse width for each target as (see (6.15)): B-58 - .536, F14 — .4, F18 - .36, missile #1 -

.108, and missile #2 - .152 nsec.

Figure 6.10 and Figure 6.11 show the windowed frequency response and transient

waveform for the BS8 aircraft respectively. The incident angle was measured 45° from

the nose of the aircraft. The frequency response shows at least two resonant peaks

corresponding to the natural resonant frequencies of the target. Figure 6.10 shows the

loss of high frequency information lost due to windowing. To use higher frequency
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information one can either modify the window (with subsequent time-domain problems)

or measure over a wider bandwidth. The time-domain response is shown in Figure 6.11.

Both the IFFT response (using magnitude and phase information) and the minimum phase

reconstruction are shown for comparison. In this case there is a fairly good match

between the two responses - especially in the late time.

Figure 6.12 through Figure 6.19 show the frequency and time-domain responses

from the other targets. The transient responses for the F14 and F 18 show a poor match

between the magnitude/phase reconstruction and the cepstrum reconstruction. However,

the complex frequencies may have enough similarity for the target identification scheme

to work. Figure 6.17 and Figure 6.19 show excellent agreement between the transient

response generated from the magnitude/phase reconstruction and the magnitude only

reconstruction. This is probably due to the simple nature of the scattering geometry of

the missile.

Using the time-domain transient responses generated from the IFFT, an E-pulse

data base was constructed. The data base consisted of the five measured targets. Each  
E-pulse was constructed. with five different incident angles to insure that all resonant

modes would be represented. However, only the broadside measurements were used for

the missile models. To determine if the discrimination scheme would work, the measured

responses for the B-58, F-l4, and F—l8 at 45° incident angle and broadside missile

measurements were used for the unknown target. The frequency-domain response was

transformed to the time domain using both the full spectrum IFFT and the minimum

phase reconstruction. Table VI shows the E-pulse discrimination ratio for each
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"unknown" target as a function of the E-pulse in the target data base. In each case the

response was matched with the correct target. However, due to the low EDR values it

is doubtful whether the procedure would work in the presence of more noise, although

some noise is already in the measurement process. One can see this for the case of the

F-14 response, where the F-18 was nearly identified as the correct target with a margin

of 3.5 dB for the IFFT response and a margin of only 1.7 dB for the cepstral

reconstruction. This probably could be expected due to the similar size and geometry for

the models. The table also clearly shows that the aircraft will not be identified as the

missiles. However, there is a higher chance that the missiles could be identified as

aircraft. This is most likely caused by some overlap of the missile’s natural resonant

modes with the higher resonant modes of the aircraft. On the other hand, the low

resonant modes of the aircraft will not overlap any of the mssile’s natural resonant modes.

Figure 6.20 through Figure 6.24 show the natural resonant frequencies found using

the magnitude/phase reconstructed response and the magnitude only transient response.

If the time-domain responses matched exactly, then the resonant modes should also

match. As shown in the earlier figures, the transient responses do not match exactly in

the late-time period, and therefore one shouldn’t expect an exact natural frequency match.

In each figure, the complex frequencies are almost equal; however, the damping factors

(real parts) do not match as well.

One of the difficulties in using the E-pulse discrimination scheme is creating the

E-pulse data base. A great deal of time can be spent trying to generate a good set of E-

pulse waveforms, but difficulties arise when using any type of measured data having some
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noise. One of the most troublesome areas deals with keeping the damping factor less than

zero - a positive value being non-physical. However, in creating an E-pulse waveform

using the least-squares method, higher order modes may be used to obtain a better fitting

reconstruction. Usually this gives a better fit, but at the cost of adding modes with

positive damping factors. Clearly, positive damping factors are not correct, but if higher

order modes could be added with negative damping coefficients the resulting E-pulse

would be a better candidate for the discrimination data base. Several constrained natural

frequency—extraction routines have been studied by researchers at the EM Lab, most

notably genetic algorithms [40]-[42]. The major problem with the genetic algorithm is

the computationally expensive algorithm resulting in a large amount of time to calculate

the resonant frequencies. On the other hand the genetic algorithm usually does not

become trapped in any type of global minimum or does not really require an initial guess.

However, one must gain some experience in selecting some of the correct parameters as

in every type of minimization problem.

6.5 Conclusions

The use of cepstral analysis has been applied to the target discrimination problem.

Several numerical examples were presented to show the performance of cepstral analysis

in regards to target identification. The performance of the discrimination scheme was

evaluated using both numerically derived scattering data and experimentally measured

data from scaled aircraft and missile models. Cepstral analysis worked extremely well

for the theoretically generated data. In the case of the measured data there was some
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degradation due to the difficulty in constructing a good E-pulse. Difficulties associated

with E-pulse construction will also affect any type of target discrimination scheme using

the E-pulse method. This case shows the importance of the measurement process in

obtaining a good data free from unwanted noise or other signal components.
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Table 6.1 E-pulse identifiers and descriptions.

E—pulse identification E-pulse description I

 

 

A 8.0 cm wire E-pulse

 

8.5 cm wire E-pulse

 

9.0 cm wire E-pulse

 

 9.5 cm wire E-pulse

 

10.0 cm wire E-pulse

 

10.5 cm wire E—pulse

 

11.0 cm wire E—pulse

 

E
Q
T
I
I
T
I
U
O
U
U

11.5 cm wire E-pulse

  I 12.0 cm wire E-pulse  
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Figure 6 16 Frequency domain scattered-field response of missile #l for a broadside

measurement.
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Table 6.2 E-pulse discrimination ratio (dB) for each library E-pulse as a function of

input waveform response.

Target data base response

Input Response B-58 F-l4 F-18 misl misZ

B-58 0.0 7.8 13.2 29.2 26.5

F-14 19.0 0.0 3.5 40.4 40.5

F-18 32.7 21.9 0.0 44.7 41.9

misl 14.6 8.2 6.8 0.0 15.3

mis2 20.7 18.9 11.4 33.2 0.0

B-58i 0.0 7.8 13.0 24.1 25.7

F-l4i 16.7 0.0 1.7 31.8 32.1

F-l8* 21.6 12.0 0.0 36.2 35.1

misl" 14.0 7.2 5.9 0.0 14.1

mis2i 17.7 17.3 9.5 31.3 0._(_)__      
 

* = indicates a minimum phase reconstruction
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Figure 6.20 Complex frequency locations for late~time response of B—58
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Chapter 7

Conclusions

7.1 Summary

This thesis has presented a number of topics related to the application of ultra-

wideband (UWB) radar to the detection and discrimination of radar targets. Both the

detection and discrimination algorithms are based on the E-pulse method. A new

detection technique has been introduced which can be used to detect the presence of sea-

skimming missiles in a sea-clutter environment. The new detection technique has been

introduced in order to overcome some of the difficulties associated with previous

implementations of the E—pulse detection method. A discrimination scheme, based on the

E-pulse method, has been developed which uses the late-time portion of a target’s

transient signal. This scheme differs from previous work done by researchers in the EM

Lab at MSU by using the methods of cepstral analysis to construct a close approximation

to the late-time portion of a target’s transient response using only the modulus of a

target’s spectral return. One problem often encountered in the theoretical study of

detection techniques is the generation. of theoretically calculated radar returns for a sea-

like surface. Therefore, a new numerical method to compute the scattered return from

an infinite, perfectly-conducting, periodic surface has been developed.

Scattering from most types of sea-like surfaces is very computationally expensive,

requiring large amounts of computer memory and fast processing capabilities. In Chapter

2, a new numerical-scattering method has been developed and tested. This new method
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calculates the scattered field in the far zone from a perfectly-conducting, periodic surface

of infinite extent. The periodic surface, characterized by surface roughness in one

dimension, is illuminated by a plane wave whose electric field is parallel to the surface

crests (TE excitation). Due to the periodicity of the surface, a periodic current model has

been used to develop an electric field integral equation. The integral equation was

numerically solved using the method of moments with rectangular-pulse basis functions.

Using several test cases, this new algorithm was compared to several established methods

in order to validate the new technique. The performance of the new method was tested

by recording the combined array fill and solve time as a function of the number of

approximation terms used in the algorithm. Finally, the new technique was used to

generate the scattered field from a sinusoidal surface having a wavelength of 1 meter.

The importance of this new algorithm is that it can be used to generate scattering data for

use with different target detection schemes.

Several important conclusions in regard to computational considerations can be

made for the new scattering algorithm. First, the scattering from a finite-length surface

can be approximated by the periodic current method. The new method decreases the

computation tim by a factor of 10 to 20 as compared to the non-periodic solution using

the method of moments for the EFIE. Second, the amount of computer memory required

is significantly reduced due to the periodic nature of the solution and the use of a single

period of the scattering surface. Due to the increase in computational speed and reduction

in memory this new method can be applied to a surface having a dimension nearly ten

times larger than used in the past. For research in the lab at MSU most surface have
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been restricted to approximately 1000 surface segments and an overall surface length of

1 to 2 meters. For a 2 meter surface length consisting of 10000 surface segments the

frequency range must also be restricted to a maximum value of about 15 GHz (if 10

surface segments are used per wavelength). Using the new methodology it becomes

possible to compute the scattered field from a surface with an individual wavelength of

about 1 to 2 meters in the same frequency range and using about 1000 surface segments

for a single period. In this case the computational time and memory requirements will

be the same as before, however a much larger surface period can be used.

The detection of a sea-skimming missile in a heavily cluttered sea enviromnent

is an extremely important problem for the navy. Previous researchers in the EM Lab

have tackled the problem using the E—pulse method. Chapter 3 reviewed the E-pulse

target detection scheme. The theory for this method was developed and several test cases

using non-baseband scattering data were presented. Another topic reviewed in Chapter

3 was the numerical solution to the electric field integral equation for scattering from a  
finite~length, perfectly-conducting, 2—dimensional surface. This discussion was included

since a large number of scattering calculations were performed in this thesis for finite

length surfaces. The computation of the electric field uses the method of moments with

rectangular pulse basis functions. The use of the spatial decomposition technique was

also applied. to the basic scattering algorithm. Although this method was not developed

at the EM Lab, the implementation allowed the author to solve larger scale scattering

problems. Implementation of the spatial decomposition algorithm did not change the

 
computational speed, but the technique was shown to be very useful for problems
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requiring large amounts of computer memory. Several examples were used to illustrate

the method and data was presented showing the amount of memory and computer time

required to successfully run different size scattering problems.

In the E-pulse detection technique, a finite duration waveform (E—pulse) is

generated which, when convolved with a target/clutter response signal, effectively

eradicates the clutter component of the signal to allow for detection of the embedded

target. A great amount of care and experience is needed to create an effective E—pulse.

One problem often encountered is that the convolution of the B-pulse with the combined

target/clutter response will attenuate both the clutter and target, resulting in a poor target

to clutter ratio. Chapter 4 discussed a new detection algorithm, based on the E-pulse

method, that overcomes this problem. The new algorithm generates a clutter reducing

transmit waveform (CRTW) which is designed not to eradicate the clutter altogether but

to maximize the target to clutter energy ratio.

The theory for this new CRTW technique was presented in Chapter 4. The

numerical calculation of an effective CRTW becomes a global maximization problem.

These problems are inherently difficult to solve so a genetic algorithm was applied to the

CRTW construction problem. A detailed implementation of the genetic algorithm was

discussed including computational considerations. The chief problem facing the use of

the genetic algorithm is its inherently slow convergence time.

To test the effectiveness of the CRTW algorithm several examples were presented.

The first example used the measured clutter return from a perfectly conducting sea-surface

model in conjunction with the measured scattered return from a scaled missile model.
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A CRTW was constructed and applied to a combined sea-surface/target—return signal.

This first example was designed to show the effectiveness of this new detection technique

for a static situation. A second example considered an evolving sea surface using a more

realistic sea-surface model. A time simulation of an evolving sea surface was created and

the scattered fields were numerically calculated. Using a measured missile model, a

CRTW was calculated for the initial sea-surface state. A simulation was then performed

in which a missile traveling over the evolving sea surface was detected using the CRTW

technique. Results of that simulation showed the effects of an evolving sea surface on

the CRTW technique and the need to update the CRTW.

A CRTW is created from the measured return of a clutter producer (sea surface)

and an anticipated target. The effect of return from different target types on the detection

scheme was also studied in Chapter 4. Early detection of an antiship missile depends on

the CRTW method being tolerant to variations in a missile’s scattered return. These  
variations can be due to roll-stabilized flight-control systems, missile configuration

changes, or variation in the incident and scattering angles. To test the tolerance of the

CRTW method to different target geometries, the scattered returns from several different

missile models were measured in the anechoic chamber at the EM Lab. A CRTW was

created from the scattered return of a sea surface and one of the measured targets. The

CRTW detection algorithm was then applied to the combined return of the sea surface

and different targets. In every test the CRTW detection algorithm was able to detect each

target with only slight variations in the calculated convolution energy ratio.

The detection variable known as the convolution energy ratio paramaterizes the
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effectiveness of the CRTW detection algorithm. A large value indicates the presence of

a target. For no target this variable has a value of 0 dB (for a non-evolving clutter

background). The calculation of the convolution energy depends on the selection of a

proper energy window size. The topic of energy window size was also discussed in

Chapter 4. The use of a narrow window allows for finer range resolution of the target

threat. However, a narrow window can lead to a higher probability of false detection in

the presence of an evolving sea surface. Nonetheless, a narrow window can be used if

the CRTW is updated at a high rate. A wider energy window will broaden and lower the

value for the convolution energy ratio, including the maximal baseline value from the

scattering surface.

An important topic for sea-surface scattering is the multipath interaction between

the sea surface and the target. The creation of the CRTW involves using the sea-clutter

return having no target contribution and a calculated or measured return from an

anticipated target. In the detection process, the target/clutter return is not derived from

a simple combination of the individual returns. There can be significant coupling between

the target and surface, including multipath effects, which effect the measured return. To

see the effect on the detection algorithm, the scattered return from several different sea-

surface models was measured. These models included the Stoke’s surface and the double

sinusoid. The response from a small missile model was also measured. With the sea-

surface and. missile return a CRTW was created. Next, the missile and target were

measured together. Several measurements were performed by placing the missile at

different locations with respect to the wave crests and at different heights above the sea-
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surface models. Using these measurements, the CRTW detection algorithm was applied

and the convolution energy ratio was calculated. In every test, the CRTW detection

algorithm was very effective in finding a target that was located over a wave trough.

However, the effect of the interaction was clearly evident in the convolution energy

waveforms. For a target located close to a wave crest the detection algorithm was not

able to find the target.

A final topic covered in Chapter 4 was the use of a clutter suppression technique

known as coherent processing clutter reduction. This technique, discussed by Iverson, has

been used for detecting moving targets on a static clutter background. The basic

algorithm was modified for a non-stationary clutter background. Several simulated tests

were performed for a missile flying over an evolving sea surface. The coherent

processing clutter reduction technique was shown to be very effective if the sea-clutter

return could be measured at a high rate. The most appealing characteristic of this

technique is the simple nature of the algorithm, making it ideal for real-time applications.

Several important conclusions regarding the new detection algorithm can be made

at this point. First, the new CRTW algorithm is extremely robust but suffers from the

amount of computer time required to construct the CRTW. Second, the CRTW must be

periodically updated for a changing sea surface. Using the Kinsman sea-surface model

this update rate must occur approximately once a second. Third, the new CRTW

detection scheme is quite tolerant to different target types. This makes the CRTW

method very good for target detection but a poor candidate for target discrimination. The

CRTW method is also very effective in detecting targets even in the presence of the
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multipath phenomena. Finally, the modified coherent processing technique works quite

well for target detection in the presence of a changing background clutter. At this point

in time the author has some reservations about the robustness of this method. However,

this method can easily be used in a real-time application due to the simplicity of the

algorithm.

Construction of the radar transient response can be done using the method of

frequency domain synthesis. In this method, the frequency domain response is calculated

or measured over some bandwidth. Next, an inverse discrete Fourier transform is applied

to the frequency-domain data to generate the transient response. In Chapter 5, the

methods of cepstral analysis were used to reconstruct the transient response using only

the modulus of the spectral response. The purpose of Chapter 5 was to provide the

necessary background for the target discrimination analysis in Chapter 6.

A discussion of cepstral analysis theory was presented in Chapter 5. The topics  
of minimum-phase conditions and energy relations were discussed, and several examples

were presented illustrating the use of minimum-phase reconstruction. The transient

response from an UWB radar can be characterized by an early-time response and a late-

time response. A discussion of the minimum-phase reconstruction for the early-time and

late-time responses was presented. Also, some time was devoted to the separation of the

early and late-time transient response using cepstral analysis. For most signals the

cepstral reconstruction of the early-time response is unpredictable. The late-time

response, although not minimum phase, has an energy-concentration nature similar to that

of a minimum-phase signal. Several examples were presented showing the reconstruction
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of the late-time waveform using only the magnitude of its frequency spectrum. One of

the most important properties for target detection using the E-pulse method is the

uniqueness of a target’s complex frequencies in the late-time portion of the transient

scattered signal. Several examples were used to show that a cepstral reconstruction of the

late-time response contains a good match to the actual complex frequencies.

A target identification scheme using the E-pulse method and cepstral analysis was

developed in Chapter 6. Several numerical examples were presented showing the

performance of cepstral analysis in regard to target discrimination. The performance of

the discrimination scheme was evaluated using both numerically derived scattering data

and experimentally measured results from practical target models. Cepstral analysis

worked very well for the numerically generated data since a very accurate E-pulse could

be calculated. Construction of a good E-pulse from measured data is a much more

difficult task. For the measured data presented in Chapter 6 the cepstral analysis

technique worked quite well. In every case the detection algorithm was able to identify

the correct target, although in several cases the E~pulse discrimination ratios were quite

low.

7.2 Topics For Further Study

There are several t0pics in this thesis which could be the basis for future work.

This section will address several of them.

The new CRTW technique was presented in Chapter 4. Several examples were

presented showing the effectiveness of this new method. The use of data from an actual
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UWB radar would be extremely useful for additional testing of the new detection

algorithm. Not only would this data present the effects of noise and multipath, but it

certainly would provide information about how often to update the CRTW. Also, this

data could be used to thoroughly test the coherent processing detection algorithm.

One of the real problems with the CRTW detection algorithm is the amount of

computer time required to generate a CRTW. Since the CRTW must be updated eveiy

few seconds, the computation of the CRTW must be quite fast. Therefore, a

computationally fast algorithm must be designed if this detection technique is to be

realized. This problem may be very difficult due to the global minimization nature of the

problem.

The effect of multipath and sea-surface/target interaction is a very interesting topic.

One possible area of work is designing a scattering algorithm for a 3-dimensional target

over a 2—dimensional sea-surface waveform. Once again, this could be a difficult problem

and would be computationally slow. However, the generated results will be quite

valuable for use with different target-detection algorithms.

Two chapters were devoted to the application of cepstral analysis to UWB radar

signals and target identification. There are several possibilities for future work in this

area. First, a target identification algorithm could possibly be designed. by working

directly in the cepstral domain. This project would require a great deal of knowledge

and experience with cepstral analysis. Second, more research is needed. in regards to the

resonant frequencies extracted from the late-time portion of the minimum—phase

reconstructed signal. Several examples in this thesis showed that the minimum-phase
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extracted frequencies match the magnitude/phase reconstructed frequencies quite well.

However, there is a significant amount of material here if the problem is analyzed in

greater detail. A final area of research would be in the design and testing of various

filters to separate the early and late-time signal components using cepstral analysis. Once

again, this could possibly be done in the cepstral domain.

291

   

 

 

  



  

APPENDIX  

  



A.1

ngna

use 0

may 1

Henc 
analy

tune

hequ

Incas

exnat

ugnal

recon

magn 
based

becon

t0 acc

Cepstr

 

 



 —_———~ - - ,___ _ a.-- ______F __-_..... - - —— - -

Appendix A

Scattering Measurements

A.1 Introduction

A target identification scheme is based upon a set of target characteristics or

signatures. If these signatures have been derived from scattering measurements, then the

use of an accurate measurement system is essential. The use of noisy or inaccurate data

may be detrimental to the identification process, even making the scheme nearly useless.

Hence, it becomes vital to a detection scheme using the E-pulse method or cepstral

analysis to collect the best possible data.

An E—pulse discrimination scheme requires an accurate measurement of the late-

time portion of the transient response from a scattering target. Extracted resonant

frequencies are derived from the late-time portion of the signal. Hence, poor

measurements will lead to an inaccurate characterization of the scattering target. The

extracted modes become very difficult to calculate from a noisy or inaccurate late-time

signal and may lead to wrong or non-physical values for the resonant modes. The

reconstruction of the late-time portion of a target response using only the spectral

magnitude is also highly susceptible to inaccurate measurements. A discrimination system

based upon the extraction of resonant frequencies from the reconstructed. waveform will

become useless if poor measurements are made. Therefore, it becomes very important

to accurately measure complicated scattering structures in order to verify the utility of

cepstral analysis in conjunction with an E-pulse detection scheme.
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This appendix will describe the frequency-domain synthesis approach [43],[44] for

performing transient measurements. The frequency-domain synthesis method will be

discussed as well as the principal components of the measurement system in the EM lab

at MSU. A discussion of system deconvolution and calibration will be presented. In

order to illustrate some of the concepts an example will be presented. Finally, the topic

of windowing or weighting functions will be examined. Discussion of this topic is

essential since the concept of frequency windowing is used throughout this thesis.

A.2 Frequency-Domain Synthesis and Scattering Measurements in the EM lab

In a frequency-domain synthesis system, the scattered response due to a short-

duration time pulse is synthesized using a frequency—domain measurement made over a

wide bandwidth. The basic idea behind this method is to measure the scattering response

of a stationary target at a large number of frequencies. Once this has been done, the

time-domain response is formed by applying a weighting function to the measure data and

then transforming to the time domain by using an IFFT. The measured bandwidth and

selected weighting function determine the duration and shape of the equivalent input

pulse. Unfortunately, the measured response in a real system does not consist of a

scattered return from just the target under investigation. The measured data also consists

of clutter, noise, and effects due to the system response. To eliminate any effect due to

the system response, a measurement is made of a known scatterer (calibrator). The

measured scattering field from the calibrator can then be compared to a theoretically

calculated response of the calibrator to determine the system response. From this
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information the system response can be eliminated from the desired target measurement.

The frequency-domain synthesis system used at the EM lab is shown in

Figure A.1. This system consists of an anechoic chamber having floor dimensions of

12’ x 24’ and a ceiling height of 12’. The surfaces of the chamber are covered with

pyramidal absorbers having a pyramid depth of 6 inches. Various scattering targets were

placed on a pedestal which was located approximately in the middle of the anechoic  
chamber. This pedestal is made of styrofoam and is nearly transparent to the microwave

frequencies normally used in the measurements (.5 - 18.0 GHz). The frequency-domain

measurements were performed using a Hewlett-Packard HP8720-B Vector Network

Analyzer. Two different configurations were used in the scattering measurements. The

"low-band" configuration used a PPL 5812 10dB broadband amplifier to amplify the

signal from port 1 of the network analyzer to the transmit antenna. This amplifier has  a 10dB gain from .1 to 2 GHz and is powered by an external power source (B&K

Precision DC. Power Supply 1610). A nearly monostatic system was designed by

placing two America Electronics Laboratory (AEL) H-1734 TEM Horn antennas (.5 - 6.0

GHz) approximately 24 inches apart. The "high-band" configuration used a Hewlett-

Packard HP8349B Microwave Amplifier to amplify the signal from port 1 of the network

analyzer to the transmit antenna. A nearly monostatic antenna arrangement consisted of

the AEL H-1498 Wideband TEM Horn Antennas (2.0 - 18.0 GHz). In both

configurations no external amplifier was used to amplify the receiver signal connected to

port 2 of the network analyzer. The transmitting and receiving horns were placed through

openings in a wall of the anechoic chamber approximately 24 inches apart and at a height
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of 60 inches from the floor. The unknown targets and calibrator were located 12 feet

from the horns and at a height of 60 inches from the floor. A 14 inch diameter metallic

sphere was used as the system calibrator. The network analyzer is connected to an

external IBM PC/AT compatible microcomputer which controls the functions of the

network analyzer, the rotating podium, and stores all measurements for later processing.

A.3 Calibration Procedures

The goal of measuring the scattered return from an unknown target is to obtain

the target’s transfer function. As discussed in the previous section, a scattering

measurement also includes transfer functions associated with other system components.

The purpose of this section is to review the calibration procedures used for the

measurements in this thesis. An example will also be included to illustrate these  
procedures. A detailed discussion of the calibration procedure can be found in [6].

Figure A.2 shows the system block diagram for the measurement system in the

anechoic chamber at MSU. The aim of the calibration procedure is to calculate the target

scattering transfer function by using the theoretical response of a known calibration

transfer function. Here, f represents the frequency parameter. The first step in the

calibration process is to make a measurement without any target in the anechoic chamber.

The received signal R ”(f ) for the background. measurement can be modeled as

Rbtf) = S(f){H,,(f) + H.(f>} (AA)

where S(f ) represents the system transfer function, N b (f) represents random noise,

Ha (f) models the transfer function due to direct coupling between the transmit and
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receive antennas, Hc(f ) represents the interaction between the antennas via the anechoic

chamber environment, and f represents the frequency parameter. The system transfer

function can be written in terms of the transfer functions of the receive and transmit

antennas Hr(f) and Ht(f) as

S(f) = H,(f) H,(f) E(f) (A-Z)

where E(f ) represents the spectrum of the input signal.

The next step in the calibration procedure is to measure the response from a

calibration target whose theoretical response is known. For the measurements done in this

thesis a 14 inch diameter metallic sphere was used as the calibrator. The sphere is a very

useful calibrator since a closed form solution for the scattered electric field can be found

in the Mie series. Also, the scattered electric field from the sphere is not a function of

the sphere’s orientation with respect to the incident field. The response from the

calibration target measurement Rc’b (f ) can be written as

R"'”(f) = S(f){Ha(f) + Hc(f) + Hjtf) + Hsi} + NCt’tf) (A3)

where H;(f ) represents the known calibration transfer function, HS: (f ) represents the

interaction between the calibrator and the anechoic chamber, and N“b (f ) is random

noise.

The last step in the measurement process is to measure the response of the desired

target R‘”’ (f ). This measurement can be modeled with the following equation

Reba) = Stf){H,(f) + Hctf) + H.‘(f> + 11.2} + N””(f) (A4)
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where HS'(f ) represents the target scattering transfer function, HS; (f ) represents the

interaction between the target and the anechoic chamber, and N”b (f ) is once again

random noise.

Following the measurement process, the background term can be subtracted from

both the calibration and target measurements. This subtraction yields

Rth) = S(f){H.c(f) + Him} + N“”’(f) - N”(f) (AS)

R‘(f) = S(f){H.’(f) + 11.20)} + N“”(f) — Mf) (An

where R C(f ) and RI (f ) represent the clutter free calibration and target terms. Notice

that the direct and indirect antenna coupling terms Ha(f ) and Hc(f ) have been

eliminated. For a high quality anechoic chamber the random noise terms in (A.5) and  (A.6) can be neglected. The interaction terms Hs:(f ) and Hsi.(f ) in (A.5) and (A6)

represent unwanted signal in the spectral content of RC(f ) and R’(f ).

One method of eliminating most of the interaction in the calibration spectrum is

to transform RC(f ) into the time domain and window out any interaction term that is

delayed beyond the end of the calibrator’s response. The step requires a great deal of

user experience, including knowledge of the target and chamber scattering characteristics.

If the inverse Fourier transform of (A.5) is taken, then the time response rc(t) of the

calibration measurement is

rm) = attend} (M)

Next, an appropriate window function w(t) is applied to (A.7), yielding a windowed time

response rcw( r) as
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rcwm = w(t) rem (A-S)

If the time response r C( t) is written as the sum of a calibrator only time response rsc( t)

and the interaction term rs:( t) , then (A.8) can be written as

rcwm = w(t) {rim + rs:(t)} (A-9)

For a properly chosen window, the interaction term rs:( t) can be eliminated. If r:( t)

is time limited and not truncated by the time window, then (A.9) can be written as

rCW(t) : rsc(t) (A.10)

Applying a Fourier transform to (A.10) yields

Reva) = Rjtf) = Stf) Hftf) (All)

where R” (f ) = .9 { rcw( t) ] . With this result, the system transfer function S(f) can

be written as

so) = 53L) (A.12)

H. (f)

Next, (A.6) can be written as

Hsttf) + H.2(f) = ”ii? (“3)

A time-domain representation of (A.13) can be obtained by applying an inverse Fourier

transform to the above equation to obtain

h.‘(t> + h.‘.(r) = alt’ggg} (AM)
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To isolate the target scattering response, Hst(f ), the time-domain response in

(A. 14) can be time gated as before. hst( 2‘) must be time limited and not truncated by the

window function w(t). Also, the interaction term h3:.( I) must be delayed in time beyond

the target response h;( I).

An example will be used to illustrate the features of the calibration process.

Figure A.3 shows the measured response of a 14 inch diameter calibration sphere

(background subtracted) over the frequency band from 2.0 GHz to 17.0 GHz with a step

size of .01 GHz. After time windowing out the interaction terms between the sphere and

the chamber, the windowed spectral response of the 14 inch sphere is shown in

Figure A.4. Dividing by a theoretically calculated response (see (A.12)) leads to the

calibration curve shown in Figure A.5.

As a check on the calibration process, a 3 inch metallic sphere was measured in

the anechoic chamber. The background-subtracted spectral return is shown in Figure A6.

A windowed response from the 3 inch sphere is shown in Figure A.7. This spectrum was

obtained by time gating out the interaction term in the time domain and then transforming

the time response back into the frequency domain. Finally, the response in Figure A.7

was divided by the calibration curve. The resulting response of the 3 inch sphere is

shown in Figure A.8 along with the theoretically calculated response. This figure shows

quite a good match between the two curves.

  

 



 

 

A.4 Windowing Functions

The use of different windowing functions has been employed in every phase of

this thesis. Therefore, some time will be devoted to this topic. Due to the broad scope

of this topic, only features pertinent to this thesis will be discussed. This section will

present a brief overview of windowing functions and their use. The most common

window functions used in this thesis will be discussed and several examples will be

presented in order to illustrate some of the most import window characteristics.

A window function can be used in a number of ways to modify a time or

frequency signal. For signal processing applications involving the transformation of data

from one domain to the other, the use of proper windowing becomes a necessity. For any

broadband signal which is frequency truncated, a transformation from one domain to the

other usually introduces unwanted oscillations in the transformed domain. If the signal

to be transformed. is multiplied by an appropriate window function, then the number of

oscillations in the transformed domain may be reduced. To see this, consider a

frequency-domain signal F( to) which is multiplied by a windowing function W( to) to ‘

yield the frequency-domain response R(o>). This is given by

R(o>) = W0») F(w) (A-15)

A transformation to the time domain yields the following convolution

r(t) = w(t) *ftt) W6)

where r(t), w(t), and f(t) are the time-domain representations of R((o), W((o), and. F(oo),

  

 



 

 

 



 

respectively. Consider the case where the windowing function is a simple rectangular

window of unit height. The time domain representation of a rectangular window will be

a sine function. With this function, the convolution in (A.16) may yield a highly

oscillatory response. To overcome this problem, a proper choice for the window function

must be selected. The selection of a "good" window function is highly dependent on the

characteristics of the signal. The type of signals derived from measurements or

theoretical calculations in this thesis are usually band-limited with discontinuities at the

endpoints. These discontinuities always cause problems after applying a forward or

reverse Fourier transform. The effects of the discontinuities can be reduced by smoothing

the data at the endpoints by using a carefiilly chosen window.

The ideas in the preceding paragraph can also be used in a slightly different

manner. Take, for example, the use of an ultra-Wideband (UWB) radar. A short pulse

signal is transmitted in order to detect or identify a potential threat. The transient  response of the target can be represented as the convolution of the time-domain input

signal and the target’s impulse response. In the frequency domain, the target frequency

response is formed by multiplying the target’s transfer function with the Fourier transform

of the input signal. In this case, the input signal (in the frequency domain) acts as a

window on the target’s transfer function. Therefore, a window function applied to a

calculated or measured transfer function represents the Fourier transform of a short pulse

that an UWB radar would be transmitting.

Two different window functions have been used in this thesis. They are the cosine

taper and the Gaussian modulated cosine (GMC). These functions were chosen to reduce

  



 

 



 

 

the effects of the oscillation phenomena and to represent the Fourier transforms of the

short pulses for studies in UWB radar phenomena.

The cosine taper function ( also known as the Tukey function ) can be represented

in the frequency domain as

  

 

. 2 1; f-FL r-l FL
sm (ETC AF ) f> 1: FH or f< T

Wtf) = (A.17)

_ F

l f < I 1F” and f > ——L

’L'

where FH and FL represent the highest and lowest frequencies in the band-limited

spectrum, A is FH - FL, and t is a shape factor which must be an even integer. The

standard notation for the cosine taper is U”: cosine taper. Notice that large values of 1:

result in a window that is nearly rectangular.

The GMC window can be represented in the frequency domain as

_fl _ 2 _fl + 2
WGMC(f) = T{ e [(f f.)T] + e [(f f.)T] } (A.18)

where fC is the center of the window and T controls the width of the window. The time-

domain representation of this function can be written as

wGMCU) = cos(n:fct)e”‘(‘/T)2 (A-19)

With the variables fC and T, the shape and position of this window can easily be changed.

This window is ideal for baseband spectral data (data down to DC). For this case, fc can

be set to 0 and the value of T varied. to slowly taper off the higher frequency data.

The best way to illustrate the characteristics of the cosine taper and GMC windows

is through several examples. These examples will be reflective of the type of windows
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used in this thesis. Figure A.9 shows the cosine taper fimction applied to the frequency

band 1.0 GHz to 5.0 GHz for several different values of I. As can be seen, large values

of ‘C form a window that is more rectangular in shape. Small values of "c flatten out the

window leading to a bell shaped curve. The time-domain representation of the curves in

Figure A9 are shown in Figure A. 10. Notice that the curve associated with a large value

of ‘C is highly oscillatory. On the other hand, using a small value of ‘C will lead to a less

oscillatory function, but there will be a loss of spectral information and energy. For a

larger bandwidth signal, the transformed cosine taper window will have an associated

pulse that is narrower. However, the parameter 1: will control the number of oscillations

in the pulse. Figure A.11 shows several cosine taper functions for the frequency band

from 2.0 GHz to 17.0 GHz. Figure A.12 shows the time-domain representations

associated with the transforms of the cosine taper windows. In this figure, the peaks are

much narrower than in Figure A.10, but the oscillations are very similar.

The GMC window is a function of the parameters fc and T. In this thesis, the

selected value of fC depended on whether the frequency band was baseband or non—

baseband. For a baseband signal, the value of fC was set to 0. For the non-baseband

signal, fC was set centered between the high and low frequency endpoints. The

characteristics of this window can be compared to the cosine taper window using the

frequency band 1.0 to 5.0 GHz. Figure A.13 shows several different GMC windows as

a function of the window shape parameter T. More information in the frequency

spectrum is used when using smaller values of T. The corresponding time-domain

representations of the curves in Figure A.13 are shown in Figure A.13. Here, small

  

 



 

values of T are associated with narrow pulses. As compared to the cosine taper window,

the generated pulses can still be oscillatory, and spectral information will be lost for a

window that is too narrow.

For a baseband signal, the GMC window parameter fc is set to zero. This window

was used extensively in the cepstral analysis section (Chapter 5 and 6). A good example

of this window is shown in Figure A.15 for different values of the shape parameter T.

Here, the baseband. ranges from 0 GHz to 5 GHz. All of these windows keep the low-

frequency Spectral information but attenuate the higher components. The associated time-

domain pulses for the windows shown in Figure A.15 are shown in Figure A.16. A nice

feature of these pulses is that all are Gaussian in shape and have no oscillations. The fact

that there are no oscillations makes this window very attractive for baseband signal

processing.

The above examples are very typical of the window functions used in this thesis,

and the frequency bands used in the examples are representative of those used in the

preceding chapters. Parameters associated with each window are explained in the main

body of the thesis.
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Figure A.1 Anechoic chamber using a frequency-domain measurement system at

Michigan State University.

  



 

E (f) Transmitted Field

: : t Antenna Scatterer Mutual Chamber

 

  

  
 

 

        
 

 
 

 

 

 

 

     

 

coupling Interactions Clutter

Transmitting

Antenna

Ham Hs(f) |H,,(f> Hc(f)

R (r) r” + +

R a ' Hr( f) Received Field

Receiver @
Ziggy?

Noise N (f)

Figure A.2 Measurement system block diagram for scattering measurement analysis.

Taken from Ross, [6].
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Figure A.3 Measured frequency response of 14 inch diameter metal calibration sphere.
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Figure A.5 Transfer function for the frequency-domain system using the 14 inch

diameter sphere as a system calibrator.
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Figure A.6 Measured frequency response of a 3 inch diameter metallic sphere.
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Figure A.7 Spectral response of a 3 inch diameter sphere after time-domain gating of

the chamber wall reflections.
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Figure A.10 Cosine taper weighting functions transformed to the time domain. Original

window bandwidth from 1.0 to 5.0 GHz.
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Figure A.13 Gaussian modulated cosine weighting curves as a function of the WlndOW

3.0 GHz.

3
3
2
;
:
q
u
3
9
3
2
3

L
Z

9
.

V
9

.
9

_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
.
2
1
.
.
.
.
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_

n
_

_
I
:

n
u

_
o

u

=

00

10

/
_
_
—

,
/

i
i
i
i

, t
/

_
_
_
_
_
_
=

III-'iIIIII

{

20

I

I
"
"
"
I

'

30

“

“

Frequency (GHZ)

4D

lllllllllllllllllTllll

‘

l

 
5O

 
 



 
 

 

 
  
  
   

 
 

    

1'0: 1.0:

0-5: 0.51

”a? 3 A :
.2 I “>’ :

E 3 *5 :

51:) I 6 :

v 0.0 E“, 0.0 _'

<1) :
a, :

U - '0 I
3 a 3 ..

.4: - .4: -

a :
"a :

E_ _' E _'
< 0.5 _

(‘05-

; fc=3.0 GHz,T=.6 . fc=3OGHz,T=.8

—1.0 I I f I I I T I I I I I I I I I —1.0 I I r T I I i F I 1 I I I I

0.0 1.0 2.0 3.0 4.0 0.0 1.0 . 2.0 3.0 4.0

Time (nsec) Time (nsec)

1.0 :

:
1.0:

0.5 3 :

/‘\ : 0.5“

.02) :
fa :

4.; _ > -

2 — a: —
a) j 2 2

33 00 i 61:) ‘
' ~ v 0.0 —

a : m I
‘ ‘o 3

.4? i 3 -
El ‘ = I. a .

<§—o.5— E_05;
. <1; ' -

’ I. = 3.0 GHz, T = 1.0 g I. = 3.0 GHz, T = 1.2

"i.0 fir I I I I I I I I I l —1.0 I T ' ' l l l ' I I l ' I

0.0 “O 2.'0 3b 4-0 0.0 1.'o 2.0 3.0 4.0

Time (nsec) Time (nsec)

Figure A.14 Gaussian modulated cosine weighting functions transformed to the time

domain. Original window centered at fc = 3.0 GHz.
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parameter T. Center frequency fc = 0.0 GHz.
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