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ABSTRACT
THREE ESSAYS ON THE ELECTORAL MECHANISM
By

Sugato Dasgupta

This dissertation analyzes the efficiency of the electoral mechanism. Two distinct-

but-related topics are addressed in the three chapters.

Chapters one and two investigate the issue of electoral accountability. In the
presence of informational advantages for candidates, we investigate whether the threat of
electoral sanction provides sufficient incentive for candidates to comply with voter demands.
Using formal principal-agent models that combine adverse selection and moral hazard

clements, the theoretical possibility of candidate accountability is demonstrated. The

theoretical ions are b d with evidence from a series of laboratory experiments.

In chapters one and two, rules governing all social interactions are exogenous; that

is, they are taken as given. In contrast, chapter three constructs a formal model that

‘ endogenizes rules. In brief, we posit that political parties in power establish rules so as to
confer benefits upon their constituents. We ask the following questions: What determines

} the nature of the rules in place? When are they flexible and what makes them rigid? We
adopt, furthermore, a comparative perspective and contrast polities in a parliamentary system

1 Viththose in a separation-of-powers system. A surprising mathematical result is proved --
Tules generated in the parliamentary system are more flexible than those produced by the

‘ Separation-of-powers system.
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1. CHAPTER 1: EFFICIENCY IN A MODEL OF ELEC-
TIONS WITH MORAL HAZARD - SOME EXPERI-

MENTAL EVIDENCE

1.1, Introduction

In a well-functioning representative democracy, elected public officials serve to im-
plement some notion of the “collective will.” Periodic elections are the mechanism
by which the electorate disciplines these public officials. In essence, irrespective of
the extent of divergence between the innate interests of the public and the elected
officials, the threat of electoral defeat provides sufficient incentive for the latter
to comply with popular demands. Nevertheless, the degree to which electoral
incentives constrain the behavior of public officials is debatable.

As Austen-Smith and Banks (1989) observe, in an ideal world of complete
information, effective accountability can be easily achieved. The presence of in-
complete information on the part of voters substantially weakens the power of
electoral control. Informational asymmetries arise for at least two reasons. First,

since public officials specialize in the day-to-day tasks of government, they are






privy to more information than the voters. Second, even if all pertinent informa-
tion is readily available, rational voters acquire information only if the incremental
benefit exceeds the resource cost of its acquisition. Since each voter is a small
percentage of the population, the probability of casting a decisive vote is minis-
cule. Thus, the value of information is close to zero and voters choose to remain
rationally ignorant (e.g., Downs (1957) and Ferejohn (1990)).! If informational
asymmetries characterize all real-world democracies, then the appropriate policy
question becomes: how does the quality of available information affect a repre-
sentative democracy?

Researchers have examined this question by constructing abstract election
models that acknowledge, in varying detail, the presence of informational fric-
tions between voters and potential candidates. Theoretical discussions subdivide
into two camps: Barro (1973), Ferejohn (1986), and Austen-Smith and Banks
(1989) consider informational problems from a moral hazard (hidden action) per-
spective; Rogoff and Sibert (1988), Alesina and Cukierman (1990), Reed (1990),
Rogoff (1990), Harrington (1993), and Banks and Sundaram (1993) consider in-
formational problems from an adverse selection (hidden types) point of view. By

"We should note, however, that within a rational choice framework, Ledyard (1986) and
Palfrey and Rosenthal (1985) demonstrate that a single vote may be more relevant than is
generally believed.







computing & model’s equilibrium, the theoretical exercises investigate the effect
of information in an election environment.

The theoretical literature provides intuition regarding the performance of demo-
cratic systems when information is of poor quality but the predictive validity of
such modeis is difficult to ascertain. In fact, electoral outcomes are without excep-
tion dependent on variables such as information structure, utility function char-
acteristics, and the values of rewards and punishments. Yet, data seldom provide
even error-laden measures of these variables.? Therefore, we adopt a different
stance. First, we construct a model of elections that incorporates informational
frictions between the elected public officials and the electorate. Second, we eval-
uate the theoretical model using experimental techniques. Within the structured
environment of a laboratory, it is relatively simple to both induce and systemati-
cally control the values of the parameters of interest. This capacity for variation
allows for a thorough consistency-check of the theory.?

The theoretical setup involves an infinite horizon model of elections comprised

A large empirical literature tests the reduced form comparative static predictions of theoret-
ical political-agency models. Examples include Kalt and Zupan (1990), Lott and Davis (1992),
Lott and Bronars (1993), and Besley and Case (1995a, and 1995b).

3We are not arguing that experimental methods are intrinsically superior to non-experimental
methods. Rather, they are a valid tool for testing theory when naturally occuring data is of
dubious quality. The close relationship between experimental evidence and innovative field
studies is explored in Roth (1991).
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of two candidates and an electorate of homogeneous voters. In each period, the
incumbent candidate for that period selects an effort level from a choice set.
Effort, for example, can take the form of time spent drafting legislation, casework
solicitation and accessibility to constituents. One feature of effort is that only
a fraction of the electorate will be cognizant of how much effort the incumbent
expends (e.g., Stokes and Miller (1962) and Abramowitz (1980)). In sum, there
is a significant moral hazard component to effort.*

In our model, voters estimate the effort level of the incumbent by examining
the realized output (i.e., what projects or policies the incumbent has actually
produced). We model output as being probabilistically dependent on the effort
expended. Consistent with the principal-agent literature, larger effort levels pro-
duce better output realizations on average.> We emphasize that when interpreting
the performance of the incumbent, the electorate never directly observes the ef-
fort level. Rather, since effort level and realized output are correlated, ex post
performance conveys some information to voters about the incumbent’s diligence

in office.
The root of the principal-agent problem is as follows. Effort undertaken by

*For an exposition of moral hazard models, the reader is referred to Holmstrom (1979) and
Grossman and Hart (1983).

5The need to model “good” output realizations as likely signals of “high” effort is explicitly
Tecognized by Milgrom (1981).






the incumbent is privately costly in terms of resources expended (e.g., time).

Therefore, output levels preferrable to the voter impose higher costs on the in-
cumbent candidate. How, then, can the incumbent be induced to expend costly
and unobservable effort? Electoral control is partially accomplished by using the
office-holder’s ambition to discipline her. Specifically, since the incumbent derives
private benefit from holding office, expending effort becomes rational should vot-
ers reward “good” performance by reelecting the incumbent and punish “poor”
performance by electing the opposing candidate. In sum, the institutional struc-
ture of repeated elections provides the electorate with an incentive device with
which to mitigate the informational advantages of the elected public official.®

For the model sketched above, we provide some theoretical guidance regarding
likely electoral outcomes. Given our multi-player, repeated-interactions environ-
ment, there exists an abundance of sequential equilibria. For the purposes of
sharper predictions, we focus on the set of symmetric and stationary sequential
equilibria. Our theoretical predictions fall into two categories. First, we prove the
existence of a continuum of symmetric, stationary sequential equilibria and we ex-
plicitly compute an upper bound on the amount of effort that can be elicited from

CTRLE P e LI T S

®0ur formal model is similar to that of Ferejohn (1986). Voters in Ferejohn’s model confront a
moral hazard problem: they observe incumbent candidates’ actions with some noise. However,
unlike our setup, incumbent candidates in Ferejohn’s model know the consequences of their
actions with certainty: they observe the realizations of noise prior to action choices.







candidates. We interpret the “effort upper bound” as representing the maximal
feasible efficiency of the elections model. Second, holding constant the behavior
of voters, we find that a candidate’s effort level is an increasing function of 1)
the private benefit of holding office, 2) the rate of time discounting, and 3) the
productivity of candidate effort.”

To test the predictions of the model, we conducted a series of laboratory ex-
periments. The experimental sessions were of two sorts. In one-shot sessions, with
the composition of the electorate held fixed, each pair of candidates participated
in only a single election. By contrast, in the repeated-interactions sessions, the
same two candidates participated in a series of structurally identical elections.
Across both session-types, we varied two parameters of interest: 1) the private
benefit of holding office; and 2) the productivity of candidate effort.

The data are consistent with the theoretical predictions of the baseline model.
Our principal findings are twofold. First, given the absence of reelection pressure,
candidates in one-shot sessions were unwilling to expend nonnegligible levels of
effort. Second, in repeated-interactions sessions, average candidate effort was
increasing with respect to both the private benefit of office and the productivity

A e T LR I e

"Productivity of candidate effort is defined as follows. We exogenously increase candidate
effort at the margin and we let productivity be the associated increase in the probability with
which “better” electoral outcomes obtain.






of effort. In sum, candidates exhibited behavioral patterns that were sharply
responsive to incentives implicit in the theoretical setup.®

The remainder of this chapter is organized as follows. In section 1.2 we de-
scribe the experimental model. Section 1.3 provides the analytical solution to the
experimental model. The experimental design for our empirical tests is in section
14 and the results are described in section 1.5. Section 1.6 concludes the chapter
from a substantive perspective. All theoretical proofs are relegated to section 1.7

while tables presenting the empirical results are gathered in Appendix A.

1.2. The Experimental Model

The model explores the interaction between two candidates, denoted by K =
{A,B}, and an electorate of n voters, denoted by N = {1,2,...,n}. The inter-
action spans an infinite sequence of structurally identical periods. Each period
consists of three phases. In phase one, the incumbent candidate for that period se-
lects an effort level from a choice set. In phase two, voters and the two candidates
receive payoffs. In phase three, an election determines whether the incumbent
candidate is reelected. A description of the three phases follows.

S AP P )
"Severa.l resea.rchers in experimental economics have investigated the impact of repeated
t liorating various problems implicit in one-shot games. Examples
include Palf:ey and Rosenthal (1992), Feinberg and Husted (1993), and Davis and Holt (1994).
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1.2.1. Phase One — Incumbent Candidate’s Effort Choice

EBach period, ¢t € Z,, begins with a candidate already in office. We refer to the
current office-holder as the period-t incumbent candidate and we term the remain-
ing candidate as the period-t challenger. Unobserved by either the electorate or
her challenger, the period-t incumbent candidate selects an effort level, denoted
e, from the set E = [0,1).

Once e, is chosen, an output, denoted y;, is stochastically generated from the
two-point set ¥ = {yr, yu }, where yg >y > 0. The following three assumptions
are imposed on the output generation process.

[A.1]) Probability{y, = yu | e:} = 71 + e X (7 — 7).

[A.2] Probability{y, = y;, | e:} = (1 — 7) — e, X (7 — 7L).

[A3) my > mp and m; € [0,1], i € {L, H}.

In the above notation, “Probability{y, = yi|e;}” represents the probability that
the period-t output is y; (y: € {yr,yn}) when the period-t effort is e,. 7y, m,, are
two arbitrarily chosen numbers from the unit interval such that 7 weakly exceeds
71, Assumptions [A.1] and [A.2] jointly ensure that: Probability{y, = yu | e,}+
Probability{y; = yy, | e;} = 1. Thus, subsequent to the choice of e, the ensuing
output must equal either yy, or yg.

The three assumptions assert that, as the effort level rises, there is a corre-






F'— ’ -

sponding increase in the probability that the realized output is the superior out-
come (yg). Specifically, observe that: O [Probability{y: = yu | e:}|/0 e; = (7u—
1I'L) Z 0.

In unambiguous terms, [A.1] - [A.3] define the productivity of candidate ef-

fort. We measure productivity by the increase in the probability of generat-

ing yy corresponding to an exogenous unit increase in the effort level (i.e., 0

[Probability{y: = yx | e:}]/0 e:). Since O [Probability{y; = yx | e:}]/0 e; equals

(g — 1), note that candidate effort is more productive as (my — 7r) is raised.

1.2.2. Phase Two — Payoffs of Players

We now describe the period-t payoffs of the players in the model. The period-
t payoff of each voter i € N is set to y;. By endowing voters with identical
preferences, all aspects of preference heterogeneity are abstracted away.® The
period-t payoff of the period-t challenger is set to 0. Since the period-t challenger
undertakes no task, the normalization is without loss of generality. Finally, the

period-t payoff of the period-t incumbent candidate is given by (B — k X [-’;]),

where B > 0 and £ > 0. The incumbent candidate’s payoff is comprised of two

components: the private benefit of office, summarized by B, and the private cost

%For a general discussion of the effects of preference heterogeneity, the reader is referred to
Ferejohn (1986).







10

2

of choosing effort e; (i.e., k x [%£]).

The chosen payoff functions highlight the principal-agent problem. As the
effort level, e;, is raised, both the probability of generating yx and the private cost
borne by the period-t incumbent candidate increase. Therefore, the electorate and
the period-t incumbent candidate have diametrically opposed preferences over the
set E. The electorate’s (incumbent candidate’s) current payoff is maximized when

e is chosen to be the largest (smallest) value in E.

1.2.3. Phase Three — Election Outcome

Once voters receive their period-t payoffs, they cast their ballots and decide
whether to retain the period-t incumbent candidate. Following the vote, period ¢
concludes.

The majority winner of the period-t election is assigned to be the period-(t+1)
incumbent candidate. The sequence of events in period (t + 1) replicates that of

period ¢.







1.3. Experimental Predictions

In this section, we develop the predictions which logically follow from the model.°
The section is organized as follows: First, we formally define a sequential equi-
librium of the model. Second, we refine the sequential equilibrium by imposing
stationarity and symmetry conditions. Third, we state and briefly discuss the

principal predictions that follow from the model’s solution.

1.3.1. Definition of Sequential Equilibrium for the Model

To define a sequential equilibrium, we introduce the following notation.!! A his-
tory of length ¢, denoted h‘, specifies all public events through period ¢: namely,
the identity of the incumbent candidate in each period, the output generated in
each period and the distribution of votes in the end-of-period election. H* denotes
the set of all possible histories of length ¢t and H® = ¢. For each h* € H*, a partial
history, denoted hi, is a specification that includes all the component elements of
h* except the distribution of votes realized in the period-t election. H! denotes

the set of all possible partial histories of length ¢t and H) = ¢.

For readers uninterested in the details of computing equilibria of the model, much of section
1.3 can be skimmed. The principal implications of the model’s solution are presented in section
133.

1A general description of sequential equilibrium for finite games is given in Kreps and Wilson
(1982). In defining a sequential equilibrium for the model, much of the notation is adapted from
Banks and Sundaram (1993).
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Voter #'s strategy is represented as a sequence of functions v; = (

)

foreach t, v} : Hy — [0,1] is a measurable map that specifies the probability with

oo
o2, where,

which voter 4 casts her ballot in favor of the period-t incumbent candidate as a
function of the partial history hj,. V; denotes the set of all possible strategies for
voter 7 and V' = [Ti) Vi.

For each (vy, ..., v,) = v € V, 7(v) = (r(v)")2, is a sequence of functions where,
for each ¢, r(v): Hj — [0,1] is a measurable map that specifies the probability
with which the period-t incumbent candidate is retained in office as a function of
the partial history hf, and voting strategy v.

Given the effort space of candidates (E = [0,1)), Sz denotes the Borel sets
of E and A(E) denotes the space of probability measures on the measurable
space (B, §g). The strategy for candidate i € K is represented as a sequence of
functions ¢; = (cf)32, where, for each ¢, ¢!: H*"! — A(E) is a measurable map that
specifies the probability measure in A(E) chosen by candidate i if after history
h*1 she is the period-t incumbent candidate. C; denotes the set of all possible
strategies for candidate i and C = Cyx Cp.

For partial history A, € H}; and fixed strategy profile (c,v) € C' x V, Ay (hf;
¢,v) denotes each voter’s expected discounted sum of payoffs over the infinite

horizon, conditional on being at h. Similarly, for history h' € H' and fixed
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strategy profile (c,v) € C x V, {Ai(h%;¢c,v)}ickx denotes candidate i's expected
discounted sum of payoffs over the infinite horizon, conditional on being at A’.
(c,v) is called a sequential equilibrium if and only if after every bl € H} (h* €
H), the voting (effort) strategy of each voter (candidate) is privately optimal.
Specifically, we require the following two inequalities to hold:

[C1v (R e,v) > Av(h; ¢, v_i,;); VO; € V; and Vi € N.

[C2] Mi(hE;c,v) > Ai(hY5c_iy Gy v); VE € C; and Vi € K.

Consider condition [C.1]. Ay (hj;c,v_;, ;) denotes each voter’s expected dis-
counted sum of payoffs over the infinite horizon conditional on being at h! when:
1) candidates adopt strategy c; 2) voters, except for voter i, adopt strategy v_;;
and 3) voter 4 deviates from strategy v; by selecting ¥; instead. If strategy pro-
file (c,v) is a sequential equilibrium, condition [C.1] requires that a unilateral
deviation by voter 7 be unprofitable.

Consider condition [C.2]. X;(h% c_;,C;,v) denotes candidate i's expected dis-
counted sum of payoffs over the infinite horizon conditional on being at h‘ when:
1) the other candidate adopts strategy c_;; 2) candidate ¢ deviates from strategy
¢; by selecting ¢; instead; and 3) voters adopt strategy v. If strategy profile (c, v)

is a sequential equilibrium, condition [C.2] requires that a unilateral deviation by

candidate ¢ be unprofitable.
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1.3.2. Refining the Sequential Equilibrium for the Model

Given the multi-player, repeated-interactions design, there exists multiple sequen-
tial equilibria. For the purposes of sharper predictions, we focus on symmetric
and stationary sequential equilibria in which both candidates play pure strategies.
We impose the following four restrictions on admissible strategy profiles (c, v):
[A4|Fori€ K,t € Z, and h*"! € H*!, cl(h'~!) assigns a probability mass

of one to some point in E.

[A.5] Let ht and ht be any two histories following which candidate i € K is in
office. Then, ¢;(ht) = ¢;(h?). Hereafter, & € E denotes the effort level chosen by
candidate i when she is the incumbent.

(A6l e =25 (= ).

[A7] For each t and hi € Ht, v is such that r(v)'(h;) depends only on the
realized output in period ¢, y,. Hereafter, r(ry) denotes the probability with
which the incumbent candidate is reelected when output equals yz(ys)-

We explain the four restrictions ([A.4] - [A.7]). Assumption [A.4] forbids the
two candidates from randomizing over the effort space, E. If after histories ht and
W candidate i € K is reelected, the subgames following h* and h! are structurally
identical. Assumption [A.5] requires candidate i to expend equal effort in the two

Situations. Assumption [A.6] is a symmetry statement. Since the two candidates
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possess identical preferences, we consider equilibria in which they expend equal
effort. Finally, assumption [A.7] is a necessary imposition if candidate strategies
are to obey assumptions [A.4] - [A.6]. Note that if reelection of the period-
t incumbent candidate involves considerations other than the current realized
output, g, then optimal period-t effort will depend on the details of history A'~%,
thereby violating assumption [A.5].

Given assumptions [A.4] - [A.7], we can define an equilibrium in a more com-
pact manner. S = {s4, sp} is the state space of the model and s 4(sp) is a subgame
in which candidate A(B) is the incumbent. @ : S x E — S is a transition map
that specifies, as a function of the current state and effort expended, the proba-
bility of the two states in the next period. The following two conditions regarding

@ can be readily established:!2

Q(silsi, e) = Probability{y = yx|e} x 7y + Probability{y = yrle} x rz

Qs-ilsi, e) = Probability{y = yy|e} x (1 —ry)+Probability{y = yzle} x (1 —11)

B T
Tn our notation, s_; is a shorthand for the element of S not equal to s;
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Starting from a node of the game tree in which candidate i is the incumbent,
Q(silsi,€) denotes the probability of reelection when effort expended is equal to
e. Given assumption [A.7], candidate 5 is reelected with probability r¢(ry) when
realized output is yg(yz). Furthermore, since effort is fixed at e, the probabil-
ity of yu(ys) is Probability{y = yx|e} (Probability{y = y.|e}). The expression
for Q(si|si, ) now follows from a standard conditioning argument. Analogous
interpretations apply for Q(s_i|s;, e)."®

{Vi(sj;€)}ijex is the discounted sum of payoffs (value function) for candidate
i€ K when: 1) the current state is s; € S and 2) each candidate, when in office,
expends effort equal to e. Standard recursion arguments yield the following two

conditions:

Vi(size) = (B —k x [%z]) +6 % [Q(si]si, €) x Vi(si;e) + Q(s_ilsi, €) x Vi(s_s; e)]

Vils-is€) = 6 X [Q(sls—ir€) X Vil5-i;€) + Qlsilsir€) x Vi(si;e)]

BStarting from a node of the game tree in which candidate i € K is the incumbent, Q(s—i
| 8, €) denotes the probability of electoral defeat when effort expended is equal to e. Thus,
Qsilsire) +Q(s—ilsi,e) = 1.
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Starting from a node of the game tree in which candidate i is the incumbent,
Vi(si;€) denotes her total discounted sum of payoffs. When candidate 7 expends
effort e, her current period payoff is (B — k x [573]) Thereafter, with probability
Q(silsi,€)(Q(s—ilsi, €)) she is reelected (rejected) and obtains, over the remainder
of the game, a discounted sum of payoffs equal to § x V;(si;€) (6 x Vi(s_ie)).4
Vi(si;e) is computed as the sum of her current and expected future payoffs. Anal-
ogous interpretations apply for Vi(s_;; e).

Using the unimprovability criterion from dynamic programming, it follows that
(4, 28) = (€,€) can be supported as the effort level of a sequential equilibrium
satisfying assumptions [A.4] — [A.7] if and only if for i € K and € € E the following

inequality is satisfied:

Vi(si;€) > [B—kx [%Hé X [Q(sils:; 8) x Vi(s4;8) +Q(s-ilsi, 8) X Vi(s_i;8)] (1.1)

The unimprovability criterion posits that 4 (€5) = € is an equilibrium if a one-
time deviation from € is unprofitable for candidate i € K. Consider a node of
the game tree in which candidate i is the incumbent. If she does not deviate from

Ldsnb 20 s1 FXPLET ) o v se
YWe assume that both candidates discount future payoffs at rate § € (0, 1).
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%, her total discounted sum of payoffs is given by V;(s;; €). On the other hand,
should she deviate from € and choose € : 1) her current payoff is (B — k X [%]);
and 2) her future discounted sum of payoffs is § x V;(s;;€)(6 x Vi(s_;€)) if she
is reelected (rejected). Furthermore, given €, reelection (rejection) occurs with
probability Q(s; | si,€) (Q(s—i | si,€)). By a standard conditioning argument,
it is immediate that the right-hand side of equation (1.1) is the expected total
discounted sum of payoffs to candidate ¢ following deviation €. The inequality of

equation (1.1) ensures that all contemplated deviations from € are unprofitable.

1.3.3. Predictions from the Model’s Sequential Equilibria

While details of the model’s solution are provided in section 1.7, we summarize
the two main predictions here. First, we introduce additional notation.

The model has five exogenous parameters: B, k, 6,7, and 7wy, For fixed voter
behavior (ry, ry held constant) and parameter configuration, &(B,k, 6,7y, wy;
r1,7) denotes the effort level in a sequential equilibrium satisfying assumptions
[A4)-[A.7]. Propositions 1 and 2 provide detailed characterizations of this “effort

function,”

Proposition 1: &(B, k, 6, 7y, Tir; 71, 7rr) is increasing in B, 6, 7y and decreasing in
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k,p. Furthermore, (B, k, 8, 7p, mg; 7, 7)) = 0 if § = 0 or g = 7.

Proposition 2: As voter behavior, (rz,7), is varied, the model generates a con-

8xB
12xk

timum of equilibrium effort levels. Any number in the interval [0, [£3]3] can be

supported as an equilibrium effort level.

We now draw out the substantive implications of the above propositions.
Proposition 1 formalizes several standard intuitions. Consider, first, the com-
parative statics of effort with respect to B and k. When the private benefit from
holding office, B, is increased, there is a corresponding increase in the marginal
benefit of effort. When the effort cost parameter, k, is increased, there is a cor-
responding increase in the marginal cost of effort. Since candidates equate the
marginal benefit and marginal cost of effort, effort levels increase (decrease) as
B(k) is raised. Second, if the discount factor, §, is increased, future consider-
ations begin to carry more weight. The added desire for reelection engenders
greater electoral discipline and elicits larger effort levels from candidates. Third,
when 6 is equal to zero, future payoffs become irrelevant. Candidates maximize
current payoffs and expend no effort. Fourth, as 7 (my) is increased, the produc-

tivity of candidate effort increases (decreases). Effort expended is an increasing
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function of effort productivity; hence, a rise in my(7) produces an increase (de-
crease) in effort levels. Finally, when 7y is equal to 77, the productivity of effort
becomes zero. Consequently, candidates are unwilling to exert any effort.
Proposition 2 is unsurprising. Since the setup is a repeated game, the abun-
dance of equilibria is a consequence of Folk theorem-type results.!® If electoral
efficiency is measured by the amount of effort extracted from candidates, then
proposition 2 derives a theoretical upper bound. The effort level actually elicited

remains primarily an empirical issue.

1.4, Experimental Design

To test the predictions of the electoral model, we performed a series of experi-
ments using undergraduates from a large public university. In the recruitment
phase, care was taken to ensure that our subjects were unexposed to formal de-
cision/game theory. The experiments were conducted on a computer network
system and, except for reading the instructions (available upon request), all com-
munication took place over the network.

The experimental sessions were of two sorts: repeated-interactions and one-

shot sessions. The repeated-interactions sessions approximated the conditions of

For an illuminating introduction to the literature on Folk theorems, the reader is referred
to Fudenberg and Maskin (1986).
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the electoral model by allowing two candidates to interact in a sequence of periods.
By contrast, in one-shot sessions candidate interactions were restricted to a single
period. The possibility of repeated-game strategies was thereby eliminated.

The motivation for two session types is twofold. First, by mimicing the base-
line model, the repeated-interactions sessions enable us to evaluate its predictive
validity. Second, differences in experimental findings across session types allow
estimation of the degree to which reelection pressure, present only in repeated-
interactions sessions, elicits larger effort levels from candidates. The experimental

procedures followed in each session type are detailed below.

14.1. Repeated-Interactions Setup — Experimental Procedures

An experimental session consisted of a cohort of nine subjects divided into an
electorate of five voters and a pool of four potential candidates. A trial, with a
fixed configuration of parameter values, lasted for a variable number of periods
and involved the electorate facing the same pair of candidates. The uncertain
termination date, coupled with unchanging candidates, was deemed sufficient to
induce repeated-game considerations. A trial proceeded as follows.

[Step 1] At the start of the trial, two subjects from the candidate pool were

randomly chosen to participate. Only the two “active” candidates were aware of
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their role assignments. Thereafter, by random choice, one of the two candidates
was designated to be the incumbent for the first period.

[Step 2] At the start of period ¢, the incumbent candidate, denoted i(t), selected
her effort level, denoted e;, from the interval [0, 95].16

[Step 3] Given e;, the computer program generated a number, denoted y,
from the two-point set ¥ = {yz,yn}. ¥ equalled yx(y,) with probability given

by (mp, + (1—50%) X (mg —mp)) (1 —m) — (1%6) X (g — mg)). The y,-value was

transmitted to the seven subjects participating in the trial.!”

[Step 4] Given y,, voters cast their ballots and decided, by majority rule,
whether to reelect or reject candidate i(t). Once votes were tallied, the final
outcome of the election as well as the vote margins realized were transmitted to
the seven subjects participating in the trial.

[Step 5] Candidate i(t) received a period-t payoff of (B — k x [522]) Each voter
received a period-t payoff of y;.

[Step 6] The computer program switched to period (¢ + 1). The winner of

the period-t election was designated to be the incumbent candidate for period

I the theoretical model (see section 1.2), candidates’ effort space is the half-open unit
interval. To allow for greater variation in observed behavior, the experimental setup expands
the effort space to be [0, 95).

"The chosen effort, e, € [0,95], is mapped into the unit interval by the transformation
(€,/100). Thereafter, assumptions [A.1] - [A.3] (see section 1.2) are used to determine the prob-
ability of generating yu and yr.
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(t+1). At the end of a stochastic number of periods, the trial terminated.’® Each

subject’s payoff for the trial was the sum of her period payoffs.

1.4.2. One-Shot Setup — Experimental Procedures

An experimental session consisted of a cohort of eleven subjects divided into an
electorate of five voters and a pool of six potential candidates. A trial, with a
fixed configuration of parameter values, lasted for six periods. Each candidate
was randomly chosen to participate in two of the periods. A trial proceeded as
follows.

[Step 1] At the start of period t, two subjects from the candidate pool were
selected to be the period-t candidates. Only the two chosen candidates were
aware of their role assignments. By random choice, one of the two candidates was
designated to be the period-¢ incumbent.

[Step 2] The incumbent candidate, denoted i(t), selected her effort level, de-
noted e;, from the interval (0, 95].

[Step 3] Given e;, the computer program generated a number, denoted y,,

18Fach trial was terminated as follows. Beginning in period twenty-five, the computer program
generated a number from one to ten where each number was drawn with equal probability.
The experiment was terminated if the number one was drawn; otherwise another period was
conducted. This process was continued until, eventually, a one was drawn. All subjects were
informed of the termination procedure adopted.
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from the two-point set Y = {yr,yn}. y: equalled y.(yx) with probability given
by (ru-+ () (mr = m2)) (1 = m2) = ()  (mr = 72). The yvalue was
transmitted to all eleven subjects.

[Step 4] Candidate i(t) received a period-t payoff of (B — k x [523]) Each voter
received a period-t payoff of y;.

[Step 5] The computer program switched to period (¢ + 1). The sequence of
events in period (¢ + 1) replicated that of period ¢. At the end of six periods, the
trial terminated. Each subject’s payoff for the trial was the sum of her period

payofts. 1

14.3. Experimental Parameter Values

An experimental session consisted of four trials. Individual trials differed in the
values assumed by the four exogenous parameters: B, k, 7, and 7. Table 1 in
Appendix A displays the parameter value configurations that were considered.
For example, in Treatment 1, we set the private benefit of office, B, to be 7425;
the scale parameter of effort cost, k, to be 1; and the parameter vector of the
output generation process, (7, Tx), to be (0, 1). The parameter values in Table

e e ¥ 2 XL 5 o e 9T

In contrast to the repeated-interactions case, there was no “voting phase” in one-shot ses-
sions, Therefore, it was impossible for the electorate to express approval (disapproval) of the
incumbent’s performance by reelecting (rejecting) her.
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1 correspond to subjects’ payoffs denominated in a laboratory currency called the
franc. At the conclusion of the experimental session, cumulative earnings in francs
were converted into dollars using a preassigned exchange rate.

For repeated-interactions sessions, the primary goal of our experimental work
was to sort out the factors that affect candidates’ effort choice. Specifically, we
considered the influence of two potentially important factors. First, by a pairwise
comparisons of Treatments 1 and 3 and Treatments 2 and 4, we investigated the
effect of the benefits of office. In short, we asked: if B is increased (decreased),
is there a systematic effect on the level of candidates’ effort? Second, by a pair-
wise comparisons of Treatments 1 and 2 and Treatments 3 and 4, we considered
the impact of effort productivity. In brief, we asked: if (g — mp) is increased
(decreased), is there a systematic effect on the level of candidates’ effort? For
Treatments 5 and 6, the productivity of effort is equal to zero. Thus, we asked:
if effort is entirely unproductive, are candidates nonetheless willing to expend
effort?

By contrasting experimental findings across session types, we evaluated the
extent to which reelection pressure elicits effort from candidates. Note, first,
that reelection pressure is present only in repeated-interactions sessions. Hence,

if candidates’ effort in one-shot trials is significantly less than that in repeated-
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interactions trials, the disciplining role of reelection pressure will have been es-

tablished.

1.5. Experimental Results

Our experiments consisted of two session types: repeated-interactions and one-
shot. In this section we present the experimental results for each session type.

We consider the repeated-interactions sessions first.

1.5.1. Experimental Results for Repeated-Interactions Sessions

The analysis of the data is comprised of four parts. First, we provide results
that characterize the aggregate behavior of candidates and voters. Second, we
estimate two alternative models that explain the electoral choices of individual
voters. Third, we estimate a model that accounts for the effort decisions of
individual candidates. Fourth, we compute the relative efficiency of experimental
elections.20
Aggregate Behavior in Repeated-Interactions Sessions

The repeated-interactions sessions consisted of six treatment conditions (see

Table 1). For each treatment condition, we conducted several trials where each

“The definition of “relative efficiency” is given later.






27

trial, in turn, consisted of a variable number of election periods. Corresponding
to each treatment condition, we pooled all the observations. Table 2 in Appendix
A provides a summary of the data.

In Table 2, for each treatment condition, “# of trials” indicates the number
of trials that were conducted. Corresponding to each treatment condition, we
pooled observations across trials and periods. “Average effort” (“std. dev. of
effort”) computes the average (standard deviation) of the effort levels chosen by
candidates. “Realized output” is a two-element vector where the first and second
elements represent, respectively, the number of instances that the observed output
was yr,(yx). “Reelection probability” is a two-element vector where the first and
second elements represent, respectively, the empirical probability of reelection
conditional on outputs y;, and yg.

Table 2 is read as follows. In the experiment, we conducted six trials with
Treatment 1-parameter values. These trials yielded a total of 201 observations:
the average of candidates’ effort levels was 67.43 while the standard deviation
was 18.66. The vector “realized output” indicates that the observed output was
Yu(ymr) on 67(134) occasions. The “reelection probability” vector indicates that

an output of yy,(yx) resulted in reelection 8%(100%) of the time.

Consider, first, aggregate behavior in Treatments 5 and 6. In both treatments,







P T e R R e

28

the productivity of candidate effort is equal to zero. Hence, proposition 1 main-
tains that candidates will be unwilling to expend effort. Table 2 provides striking
support for this prediction. Specifically, in Treatments 5 and 6, average candi-

date effort was, respectively, only 5.24 and 2.51.' Conclusion 1 summarizes our

findings.

Conclusion 1: As predicted by proposition 1, when the productivity of candidate

effort is equal to zero, candidates expend negligible effort.

Consider, now, aggregate behavior in Treatments 1, 2, 3 and 4. Table 2 al-
lows us to make the following three observations. First, for each of the treatment
conditions, reelection probabilities are increasing in output levels.?? Since the
electorate rewards (punishes) “good” (“poor”) candidate performance, an incen-

tive to undertake costly effort, emerges. Second, candidates’ effort levels averaged

over Treatments 1 and 2 (B = 7425) is 55.93 while that averaged over Treatments
3and 4 (B = 5000) is 40.50.2* Thus, in accord with proposition 1, average effort

T e e TS o S

“For comparison, recall that the feasible upper bound for candidate effort is 95.

ZConsider Treatment 1. The “reelection probability” vector indicates that the probability of
reelection when yy, occurs (0.08) is less than that when yy occurs (1.0).

%5593 is the average of two numbers: 67.43 and 44.42. 40.50 is the average of two numbers:
48.72 and 32.27.
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increases when the private benefit of office is raised. Third, candidates’ effort
levels averaged over Treatments 1 and 3 ((mg — ;) = 1) is 58.08 while that aver-
aged over Treatments 2 and 4 ((my — 77) = 0.6) is 38.35.2% Thus, in accord with
proposition 1, average effort increases when the productivity of candidate effort

is raised. Conclusion 2 summarizes the above observations.

Conclusion 2: The data provide support for the comparative statics predictions of
proposition 1. Specifically, the average of candidates’ effort levels is an increasing
function of 1) the private benefit of office and 2) the productivity of candidate

effort.

We supplement conclusion 2 with regression-based analyses of candidates’ ef-
fort choices in Treatments 1, 2, 3 and 4. In the first regression, the dependent
variable is the effort expended by candidates while the independent variables con-
trol for treatment conditions. The base group, represented by a constant, «, refers
to the treatment in which the private benefit of office, B, is equal to 5000 and
the productivity of candidate effort, (my — ), is equal to 0.6.2° Additionally,

St e S e
58,08 is the average of two numbers: 67.43 and 48.72. 38.35 is the average of two numbers:
4442 and 32.27.
The base group represents Treatment 4 (see Table 1).
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two dummy variables are included. Specifically, Highb is a dummy variable that
equals 0(1) if the B-value for the treatment equals 5000(7425).28 The coefficient
of Highb, denoted 3;, represents the difference in candidates’ average effort level
when, ceteris paribus, B is raised from 5000 to 7425. The second dummy vari-
able, called Highprod, equals 0(1) if the (7 — 7z )-value of the treatment equals
0.6(1).%" The coefficient of Highprod, denoted 3, represents the difference in can-
didates’ average effort level when, ceteris paribus, (75 — m;,) is raised from 0.6 to

10. In sum, the first regression estimates the following model:

eir = o+ PiHighby, + ByHighprodi, + i (1.2)

where: 1) ey is the effort expended by candidate 4 in period ¢; 2) B’s are coeffi-
cients; 3) Highby, is a dummy variable that equals 0(1) if candidate 4 in period ¢
isin a treatment with B equal to 5000(7425); 4) Highprod,, is a dummy variable
that equals 0(1) if candidate 4 in period ¢ is in a treatment with (my — 71) equal
t0.0.6(1); and 5) €y is an i.i.d. error term.

The results of the estimation are detailed in column 1 of Table 3 (refer to
Appendix A). The point estimates of B and (3, are positive and statistically

T
“Highb is equal to 0(1) for Treatments 3 and 4 (1 and 2) (see Table 1).
“Highprod is equal to 0(1) for Treatments 2 and 4 (1 and 3) (see Table 1).
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significant. Therefore, there is a positive relationship between candidates’ effort
levels and the B— and (g — m)—values of the electoral environment.

Another method of estimating the impact of treatment conditions on candi-
dates’ effort levels explicitly recognizes heterogeneity in the pool of candidates.

The errors-components approach estimates the following model:

ey = PLHighbj, + BoHighprody, + 0; + i (1.3)

Note that the constant, e, in equation (1.2) is replaced by the fixed effects, 6;, in
equation (1.3). Heterogeneity in the candidate pool is modeled by allowing the
67s to vary across candidates.?

We estimate equation (1.3) using two approaches. First, we include the fixed
effects directly as regressors. The coefficients (3’s) are measured by using the

9 The results are detailed in

within-subject variation in treatment conditions.”
column 2 of Table 3. As in the OLS case, the point estimates of the 3’s are posi-
tive and statistically significant, thereby confirming conclusion 2. Since the fixed
effects are treated as regressors, they have no distribution. However, a measure of

candidate heterogeneity can be obtained by computing the sample standard de-

e P R Do 2
%For an introduction to panel data models, the reader is referred to Chamberlain (1984).
®Each candidate subject participated in more than one treatment condition. Thus, treating

the 6;'s as regressors becomes a feasible way of estimating equation (1.3).
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viation of the estimated 6;’s (6’s). In the data, the sample standard deviation of
the @’s is 10.73. Since the average of candidates’ effort levels across Treatments 1
through 4 is 48.21, the sample standard deviation of the 6;s represents significant
heterogeneity in the candidate pool.*®

Given the random assignment of candidates to the various treatments, the
fixed effects are uncorrelated with the two treatment variables on the right-hand
side of equation (1.3). Consequently, a random-effects estimator is consistent and
potentially more efficient. This is a generalized-least-squares (GLS) estimator of
equation (1.3).3! The results of the random-effects estimator are detailed in col-
umn 3 of Table 3. They are similar to the results of the fixed-effects estimator.3?
As before, the point estimates of the (’s are positive and statistically significant.
Since the fixed effects now have a distribution, we can formally check for het-
erogeneity in the candidate pool by determining whether the standard deviation

of the distribution of the fixed effects is zero. The Breusch and Pagan Lagrange

et S omtan dothe o8

®Another measure of heterogeneity is the ratio: (sample standard deviation of the 5;’5) +
(estimated standard deviation of the £1’s). In the data, this ratio is equal to 0.70. Hence, the
conclusion of “signi )i ity” is validated

%IFor details, the reader is referred to Chamberlain (1984).

If the random-effects specification is correct, then fixed- and random-effects estimators
should yield comparable point estimates of the 3’s. We performed a Hausman test (see Haus-
man (1978)) to check whether the point estimates of the #’s in columns two and three of Table
3 are statistically indistinguishable. The null hypothesis of “equality of the 3’s” could not be
tejected at the 0.1 level of significance.
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Multiplier test detects heterogeneity in the candidate pool.?® The results of the

three regressions are summarized in the following conclusion.

Conclusion 3: The regression-based analysis supports conclusion 2. Specifically,
the average of candidates’ effort levels is an increasing function of 1) the pri-
vate benefit of office and 2) the productivity of candidate effort. Also, there is

heterogeneity in the candidate pool.

Voter Behavior in Repeated-Interactions Sessions

To analyze voter behavior, we introduce additional notation. Let i(t) € {A, B}
be the identity of the incumbent in period t and let y, € Y = {yi,yu} be the
realized output in period ¢. In the experiment, voters are unaware of candidate
effort or the mechanism by which expended effort stochastically generates output
values. Thus, in period ¢, a voter’s history consists of two parts: 1) the identity
of the incumbent for periods 1 through ¢ (i.e., {i(j)}!-,); and 2) the stream of
tealized outputs for periods 1 through ¢ (i.e., {y;}}=;). We wish to construct
plausible models that account for how a voter in period ¢ uses her information in

BRSNS Xl e e

*Under the null hypothesis of “no heterogeneity,” the test statistic is distributed as xf,]A At
the 0.1 significance level, the critical value is 2.71. In our dataset, the test statistic assumes a
value of 373.03.
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deciding whether to reelect or reject candidate i(t).

We build two distinet micro-models of voter behavior. In both models, a voter
utilizes the available retrospective information and rewards (punishes) candidate
i(t) with reelection (rejection) when her performance is deemed to be satisfactory
(unsatisfactory). The models differ in the specification of the process by which
candidate 7(t)'s performance is rated.

In model 1 of voter behavior, called the Average Payoff Model (hereafter,
APM), a voter in period ¢ first computes the average payoff received over periods
1 through (¢ — 1). Thereafter, if the observed y,-value is above (below) the payoff
average, candidate i(t) is reelected (rejected). For the two-point output set, ¥
={y1,yx}, the prediction of APM is as follows: If the sequence of outputs upto
period (¢ — 1) comprises both y;, and yy, then candidate i(t) is reelected with
probability equal to 0(1) if y, equals yL(yn).

To test the explanatory power of APM we proceed as follows. First, for each
of the six treatment conditions, we pool the vote decisions across trials and peri-
ods. Thereafter, we compute the percentage of vote decisions that violate APM’s
predictions. The results are detailed in Table 4 of Appendix A.

In model 2 of voter behavior, called the Discriminating Average Payoff Model
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(hereafter, DAPM), a voter discriminates between the two candidates, A and B.3
Therefore, in period t, a voter computes two average (perhaps, discounted) payoffs
received over periods 1 through ¢ — one for each candidate. In period t, let EV}(t)
denote the discounted average payoff attached to candidate j € {4, B} by voter
i EVJ‘(t) is calculated by considering only those periods for which the incumbent
candidate is j. More formally, suppose that A is candidate i(t). In addition, let
pi € [0,1] denote the rate at which voter ¢ discounts past observations. Then,

{EVj(t), EV(t)} satisfies the following recursion:

EVi(t) = (1= p)* x EV4(t—1) + [L = (1= p)*] x e

EVji(t) = EVE(t — 1)

where k is the number of periods since A was the incumbent last.?® Given
{BVj(t), EVi(t)}, voter i casts her ballot for candidate A(B) if EV}(t) > EVjj(t)

Siocte e v A e Fade oo
4The idea behind DAPM, though developed independently, is identical to that in Collier et
al (1987). For a lengthier discussion of DAPM, the reader is referred to that paper.
%1f B is candidate i(t), {EV}(t), EVj(t)} is computed as follows:
EVi(t) = (1 - pi)* x BVi(t—1) +[1 = (1= pi)*] x e
EVi(t)= EVj(t-1)
where k is the number of periods since B was the incumbent last.
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(EVE(t) > EV(t). In the case of a tie (EV4(t) = EVj(t)), voter i randomly
selects one of the two candidates.

DAPM is empirically implemented as follows. Note, first, that the model
involves the following free parameters: 1) voter i’s discount rate, p;; 2) voter 4's
initial expectation about candidate A, EV}(0); and 3) voter 's initial expectation
about candidate B, EV};(0). For each of the six treatment conditions, we consider
one trial at a time. We set EV}3(0) = EVE(0) = EV(0) and, using a grid search,
find the trial-specific EV (0)— and p;-values that minimize the number of “errors”
in voting behavior. The results are detailed in Table 4.

Table 4 is read as follows. In our experiment, the six trials with Treatment
l-parameter values yielded observations for two hundred and one periods and,
hence, one thousand and five vote decisions.’® The “error rate, APM” (“error
rate, DAPM”) entry indicates that 10.75% (14.23%) of the vote decisions violated
the predictions of APM (DAPM).

For the entire experiment, APM and DAPM explain, respectively, 81.90% and
77.89% of the vote decisions.?” If, on the other hand, voters cast their ballots with-

fosse. o2a A st
%Since the electorate consists of five voters, the number of vote decisions is five times the
number of periods.
#8190 is computed as the difference between 100 and the average of the six error rates: 10.75,
13.06, 18.77, 26.37, 23.95 and 15.73 (see Table 4). 77.89 is computed as the difference between
i;)ﬂ and the average of the six error rates: 14.23, 22.59, 23.09, 27.67, 23.42 and 21.64 (see Table
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out considering candidates’ performance, a model of “random choice” accounts
for 50% of the vote decisions. Relative to a “random choice” model, both APM
and DAPM possess superior predictive power. Voters, therefore, use candidates’
performance in determining electoral outcomes.

While APM has a slightly higher prediction rate than DAPM, the difference
is not substantively significant. For both models, approximately 20% of the vote
decisions remain unexplained. Voter errors, for the most part, occur when the
realized output is yy,.* Despite the unsatisfactory performance, voters reelect the
incumbent with a probability that exceeds the predictions of either model. A
more complete theory of voter behavior remains to be developed. Conclusion 4

summarizes the above discussion.

Conclusion 4: Voters use candidates’ performance in determining electoral out-
comes. Specifically, the reelection probability of the incumbent candidate is higher
when the realized output is y rather than y;,. However, about twenty percent of

the vote decisions cannot be accounted for by the two theoretical models.

A more detailed analysis of voter behavior detects significant heterogeneity

ey, By ol R A
%The details of the analysis are available upon request.
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in the subject pool. We consider heterogeneity of two sorts. First, we consider
heterogeneity of voter error rates. We proceed as follows. Since APM has higher
predictive power than DAPM, we measure an individual voter’s error rate relative
to the APM predictions. Corresponding to each of the six treatment conditions,
we equate heterogenity of voter error rates with the standard deviation of the
error rates of voters assigned to that treatment. Second, we consider heterogene-
ity of voter preferences. The empirical implementation of DAPM generates an
estimate of each voter’s discount rate, p;. Corresponding to each of the six treat-
ment conditions, we equate heterogeneity of voter preferences with the standard
deviation of the discount rates of voters assigned to that treatment. The results
are detailed in Table 5 of Appendix A.

To read Table 5, consider the Treatment 1 sessions. The entry for the “avg.,
ertor rates” (“std. dev., error rates”) column indicates that the average (standard

deviation) of the error rates of voters participating in Treatment 1 sessions was

10.75(6.70). The benchmark for voter behavior was APM. The entry for the “avg.,
p's" (“std. dev., p;’s”) column indicates that the average (standard deviation)
of the discount rates of voters participating in Treatment 1 sessions was .35(.28).
The benchmark for voter behavior was DAPM.

Table 5 reveals that for each of the six treatment conditions, both types of
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voter heterogeneity - measured by the two standard deviations - exist. We now
ask: which type of voter heterogeneity is more substantial? Corresponding to each
treatment condition, we compute two summary measures. Normalized heterogene-
ity of voter error rates is defined to be the ratio: (“std. dev., error rates”)/(“avg.,
error rates”). Normalized heterogeneity of voter preferences is defined to be the
ratio: (“std. dev., p;’s”)/(“avg., p;’s”). Averaged over the six treatments, the
normalized heterogeneity of voter error rates (preferences) assumes the value of
0.45(0.91).3 Since 0.91 exceeds 0.45, heterogeneity of preferences is more sub-

stantial than heterogeneity with respect to error rate. Conclusion 5 summarizes

the above discussion.

Conclusion 5: In the pool of voters, there is heterogeneity with respect to error
rate and discount rate. Heterogeneity of discount rates is more substantial than

that of error rates.

Candidate Behavior in Repeated-Interactions Sessions

Table 2 indicates that for Treatments 1 through 4, the average of the candidate

%0.45 is the average of the following six numbers: 0.62, 0.43, 0.39, 0.44, 0.33 and 0.54. 0.91
is the average of the following six numbers: 0.80, 1.05, 0.91, 1.38, 0.91 and 0.41.
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effort levels was significantly less than the feasible upper bound of the effort choice
set (95). In this subsection we first construct a theoretical model of how the
incumbent in period ¢ uses her information in selecting an effort level. Once the
theoretical model is empirically estimated, we determine whether the observed
effort levels can be rationalized.

To describe the theoretical model, we introduce additional notation. Let 1)
i(t) € {A, B} be the identity of the incumbent candidate in period ¢; 2) y, €
Y = {y,yn} be the observed output in period ¢; and 3) v(t) € {1,2,3,4,5}
be the number votes received by candidate i(t) in the period-t election. In the
experiment, besides knowing her own sequence of past efforts, candidate i(t) is
aware of the public history {i(j),y;,v(j)}Z] . We now construct a model that
specifies, as a function of history, the process by which candidate (t) picks her
period-t effort, denoted e™?(t).

Before selecting €™ (t), candidate i(t) must form an opinion on two issues: 1)
the effort level of her opponent should she be placed in power and 2) the voting
behavior of the electorate.We posit that candidate i(t) views her environment as
being stationary and that she employs likelihood techniques in estimating all the

unobserved parameters pertaining to the above two issues.

Consider, first, how candidate i(t) estimates her opponent’s effort level, de-
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noted e™(t), from the available information. Between periods 1 through (¢ — 1),
let I(t) be the number of times that candidate i(t)'s opponent, denoted —i(t), is
in office and let s(t) be the number of times that voters’ payoffs under candidate
-i(t)'s administration is yg. €™(t) is the maximum likelihood estimate of can-
didate —i(t)'s effort level conditional on the information {I(t),s(t)}. Specifically,

€™(t) solves the following program:

(t) € arg max [y + (s ) x (g =) "0 x [(1—7) —(

s 1(t)—s(t)
€[0,95) 100 )X (=)}

AL
100
(1.4)

The interpretation of the program is as follows. Under the administration

of candidate —i(t), there are s(t)(I(t) — s(t)) draws of yu(yz). The probability
of generating output equal to yx(yz), conditional on effort equal to e, is (mp, +
(385) X (mgg — 7)) (1 = m1) — (55) X (mu — 7). Therefore, the probability of
generating a sample of s(t) yy-values and (I(t) — s(t)) yz-values is: 71 + (&) x
(T = m)PO x [(1 = 1) — (&) % (= mp))O=*®. The maximum likelihood
estimate of candidate —i(t)'s effort choice, €™(t), is the e-value that maximizes

the probability of observing the sample.®

iepcalotoc e S BT, aa
“If I(t) equals zero, we set e™<(t) to be fifty. The empirical results are insensitive to the
choice of initial value.
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Consider, now, how candidate i(t) estimates voter behavior from her avail-
able information. Candidate i(t) assumes that voters are behaviorally identical.
Specifically, each voter is characterized by two parameters, p; and py, where
pi(pr) is the probability with which a voter reelects the incumbent candidate
when the observed output is yz(yg). Given her information, let (p7e(t), ppe(t))
be candidate i(¢)’s maximum likelihood estimate of (pr, py). Specifically, (p7(t),

Pj¢(t)) solves the following programs:

t—1

o) €arg max ] 1y = ye) x {C; x ()" x (L=po)*™} (L)
PLE0Y] Sy

t—1
vit) earg max T 1[y; = yu] x {Cy, x (pu)" x (1=pu)* ™} (1.6)
[ R eatet

where: 1[y; = y] (1[y; = yu]) is the indicator function which equals one when
the period-j output, y;, equals y;(yx) and is zero otherwise.
The interpretation of the programs are as follows. Consider equation (1.5).

Given period ¢, we first look at all the past periods for which the realized output is
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yr. For one such period, say period j, the probability of generating v; votes for the
period-j incumbent candidate is CE] X (pr)? X (1—pg)%=*. Consider the observed
subhistory: {(y;,v;)ly; = yr,j < (t — 1)}. For a fixed value of py, the probability
of generating this subhistory is: T2 1y; = o) x {05 X (p)* x (1=pp)®~*i} The
maximum likelihood estimate of py, (i.e., PPe(t)) is the pp-value that maximizes
the above expression. A similar interpretation applies to equation (1.6).4!

Having estimated {e™(t), pe(t), P7°(t)}, the optimal effort level of candidate

i(t) (ie., €™(t)) solves the following program:

Q) = fms + (325) x (mf—m]x[XS:CEX(pﬂ”(t)>’“><(1-p}'}e(t))5”‘] (L7)

#01m)  (555) ()] x 3208 x () (0

Vi(elt) = (B -  x [%2]) +6 % [Qelt) x VI (elt) + (1 — Q(elt)) x VO(elt)] (1.8)

Volelt) = 8 x [Qe™(1)[t) x VOelt) + (1 - Qe (0]8) x VV(elt)]  (19)

a1
If in period t, there is no previous occurence of yy,(ysr), we arbitrarily set p7*¢(t) (pF°(t))
fobe 0(1). The empirical results are insensitive to the choice of initial values.
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mp 1
e™(t) € arg e151{10@12.;%] Vielt) (1.10)

The basic idea behind the program is simple. Given voter behavior, (p(t),
PE*(t)), Q(eft) is candidate i(t)'s estimate of an incumbent’s reelection probability
when her effort level is equal to e.4? Suppose, now, that candidate i(t) always
chooses an effort level of e when placed in office. Then, Vi(elt) (VO(elt)) is
candidate 4(t)'s estimate of her discounted sum of payoffs over the infinite horizon
starting at any node of the game tree where she is in (out of) office. Consider the
expression for V(e[t). When candidate i(t) expends effort e, her current period
payoft is (B — k x [£]). Thereafter, she is reelected (rejected) with probability
equal to Q(eft) (1—Q(eft)) and her discounted sum of future payoffs is § x V(elt)
(6xVO(elt)). Equation (1.8) indicates that V/(e|t) comprises of candidate 4(t)’s
current and estimated expected discounted sum of future payoffs. Consider the
expression for VO(e|t). When candidate i(t) is at a node where she is out of office,
her current, period payoff is zero. Thereafter, when candidate —i(t) expends her

T e W AP i

“Note, first, that an incumbont requires at least three votes to be reelected. leezn voter
behavior, (7 (1), e (1)), Prob{incumbent reelected | yy} is equal to [y _3 O (P'l’,‘k(“) X
(1"1’2"(!))5—“] while Prob{incumbent reelected | yy} is equal to Dihis CEx (P';;C(S)) x(1-
PE(®)°4]. From [A.1] and [A.2] (see section 1.2), Prob{yy e} is equal to [(1~m1)—(555) X (Tr —
)] while Prob {yy e} is equal to [ + (&) % (i — 7). Finally, Q(e|t) = Prob{incumbent
teeleoted | VL}xProb{y,e} + Prob{incumbent is reelected | y}xProb{yn|e}. Substituting
for each of the four terms in the above expression for Q(e|t), we obtain equation (1.7).
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estimated effort, e™¢(t), candidate i(t) is subsequently placed in (out of) office
with probability equal to (1 — Q(e™(t)[t)) (Q(e™(¢)[t)) and her discounted sum
of future payoffs is § x V(e|t) (6 x VO(elt)). A standard conditioning argument
immediately yields equation (1.9). Finally, equation (1.10) posits that candidate
i(t)'s period-t effort choice, e™?(t), maximizes her estimated expected discounted
sum of future payoffs starting from period ¢ (i.e., V(e|t)).

For each treatment condition and past history, the theoretical model of can-
didate behavior generates an “optimal” effort choice.®® We now compare the
theoretically predicted effort levels with observed candidate behavior. We pro-
ceed as follows. For each treatment condition, we pool observations across trials
and periods. Thereafter, we compare the average and the standard deviation of
the observed candidate effort levels (ei’s) with the corresponding summary statis-
tics of the predicted candidate effort levels (e™P(t)’s). The results are detailed in
Table 6 of Appendix A.

To read Table 6, consider the Treatment 1 sessions. Across all trials and

Periods with Treatment 1-parameter values, the average (standard deviation) of

observed candidates’ effort levels was 67.43(18.66). The average (standard devia-

I S P, }
i “To obtain €™P(t), equations (1.4) - (1.10) need to be solved simultancously. Since closed
Orm solutions are unavailable, numerical techniques were employed.
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tion) of predicted candidates’ effort levels was 66.53(18.65).

A striking pattern appears in Table 6. Except for the Treatment 1 sessions,
observed effort is larger on average and more volatile than the theoretical predic-
tions. What accounts for these anomalies?

Consider, first, the anomaly in the level of observed effort. In Treatments 5
and 6, average observed effort was larger than zero because for some subjects
it took a few periods before they realized that it was unprofitable to expend
effort when its productivity is zero. For Treatments 2, 3 and 4, we conjecture
that the main reason for the discrepancy between theory and data is the risk
aversion of candidates. In the theoretical model of effort choice, the risk neutrality
assumption is implicitly invoked: candidates maximized the expected discounted
sum of period payoffs. If, on the other hand, candidates are risk averse, the model’s
solution will be misleading. In brief, a larger effort level smoothens the benefit
stream of a candidate by increasing her probability of retaining power and thereby
avoiding the drastic payoff of zero when she is out of office. For a risk-averse
candidate, there is a utility gain from this “benefit smoothing”. Consequently,
expended effort will be larger than the optimum under risk neutrality. Our risk

aversion explanation is, at best, partially correct. We cannot account for the

close match between theory and data for Treatment 1 sessions. Conclusion 6
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summarizes the above discussion.

Conclusion 6: Except for Treatment 1 sessions, the average of candidates’ effort
levels exceeds that predicted by the theoretical model. The discrepancy may

reflect the risk aversion of candidates.

Consider, now, the anomaly in the volatility of observed effort. Why in Treat-
ments 2, 3, 4, 5 and 6 is the standard deviation of observed candidate effort larger
than the theoretically predicted magnitude? We conjecture that two forces ac-
count for this discrepancy. First, as candidates learn the structure of the game,
their actions change. Thus, learning induces volatility in the data. Second, as
indicated in conclusion 3, there is heterogeneity in the candidate pool. Aggregat-
ing all treatment specific periods generates an additional volatility that reflects
(merely) the inherent, heterogeneity of candidates. Our explanations are, at best,
partially correct. They cannot account for the close match between theory and

data for Treatment 1 sessions. Conclusion 7 summarizes the above discussion.

Conclusion 7: Except for Treatment 1 sessions, the standard deviation of can-

didates’ effort, levels exceeds that predicted by the theoretical model. The dis-
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crepancy may reflect individual learning and/ or heterogeneity in the candidate

pool.

We now ask whether discrepancies between observed effort levels and theoret-
ical predictions decrease as candidates gather experience. Since non-trivial effort
choice occurs only in Treatments 1, 2, 3 and 4, we restrict our analysis of “effort
discrepancy” to these treatments.

The regression-based analysis of “effort discrepancy” is as follows. In the first
regression, the dependent variable is the absolute value of the difference between
the effort expended by candidates and the level predicted by the theoretical model.
The independent variables control for treatment conditions and the experience of
candidates. The treatment conditions are represented with two dummy variables:
Highb and Highprod. Highb equals 0(1) if the B-value of the treatment equals
5000(7425). The coefficient of Highb, denoted f3;, represents the difference in error
discrepancy when, ceteris paribus, B is raised from 5000 to 7425. Highprod equals
0(1) if the (m — y,)-value of the treatment equals 0.6(1). The coefficient of
Highprod, denoted s, represents the difference in error discrepancy when, ceteris

paribus, (ry — ) is raised from 0.6 to 1.0. Candidate experience is represented

et L
“The suby i lusions are unch d if, instead, we consider all six treatments.
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with the variable Exper. Exper specifies the number of times in the past that the
current incumbent was in office.®> The coefficient of Exper, denoted fs, represents
the difference in error discrepancy when, ceteris paribus, a candidate is in office

for one more period. In sum, the first regression estimates the following model.

dy = o + By Highby + foHighprody, + By Expery, + €i (1.11)

where: 1) dj is the absolute value of the difference between effort expended by
candidate ¢ in period ¢ (e;) and the theoretically predicted effort level (e™?(t)); 2)
s are coefficients; 3) Highb;, is a dummy variable that equals 0(1) if candidate
iin period ¢ is in a treatment with B equal to 5000(7425); 4) Highprod;, is a
dummy variable that equals 0(1) if candidate i in period # is in a treatment with
(my = 1) equal to 0.6(1); 5) Exper;, computes the number of times, between
periods 1 and (¢ — 1), that candidate 4 is in power; and 6) & is an ii.d. error
term.

The results of the estimation are detailed in column 1 of Table 7 (refer to
Appendix A). The point estimate of 33 is negative and statistically significant.
Thus, as candidates gather experience, the discrepancy between data and theory

e TR il B Pl
“We experimented with several ways of measuring candidate experience. The substantive
conclusions are robust to the various approaches.
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diminishes. The absolute value of 35 (0.25) is not large. Thus, the rate at which
effort discrepancy diminishes is slow.

Another method of estimating the effects of treatment conditions and expe-
rience on effort discrepancy explicitly recognizes heterogeneity in the candidate

pool. The errors-components approach estimates the following model.

diy = p1Highbi + B2 Highprodi, + B3 Experi + 6; + €ir (1.12)

Note that the constant, «, in equation (1.11) is replaced by the fixed effects, 6;,
in equation (1.12). Heterogeneity in the candidate pool is modeled by allowing
the 6’s to vary across candidates.

We estimate equation (1.12) using two approaches. First, we include the fixed
effects directly as regressors. The coefficients ((s) are measured by using the
within-subject, variation in treatment conditions and experience. The results are
detailed in column 2 of Table 7. As in the OLS case, the point estimate of 03
is negative and statistically significant, thereby confirming that as candidates’
experience accumulates effort discrepancies decline. Since the fixed effects are
treated as regressors, they have no distribution. Nonetheless, a measure of subject

heterogeneity can be obtained by computing the sample standard deviation of the
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estimated 6;’s (@’s). In the data, the sample standard deviation of the 8;’s is
5.08. Since the average of candidates’ effort discrepancies across Treatments 1
through 4 is 10.67, the sample standard deviation of the s represents significant
heterogeneity in the candidate pool.*6

Given the random assignment of candidates to the various treatments, a
random-effects (GLS) estimator is consistent and potentially more efficient. The
results of the random-effects estimator of equation (1.12) are detailed in column
3of Table 7. As in the OLS and fixed-effects case, the point estimate of 3 is
negative and statistically significant.*” Since the fixed effects now have a distribu-
tion, we can formally check for heterogeneity in the candidate pool by determining
whether the variance of the distribution of the fixed effects is zero. The Breusch
and Pagan Lagrange Multiplier test detects heterogeneity in the candidate pool.*®

The results of the three regressions are summarized in the following conclusion.

R Ly e SO DL

“Another measure of heterogeneity is the ratio: (sample standard deviation of the @’s) +
(estimated standard deviation of the £i’s). In the data, this ratio is equal to 0.44. Hence, the
conclusion of “signifi h ity” is validated

“"If the random-effects specification is correct, then fixed- and random-effects estimators
should yield comparable point estimates of the #’s. We performed a Hausman test (see Haus-
man (1978)) to check whether the point estimates of the 3's in columns two and three of Table
7 are statistically indistinguishable. The null hypothesis of “equality of the #’s” could not be
rejected at the 0.1 level of significance.

“Under the null hypothesis of “no heterogeneity,” the test statistic is distributed as quv At
the 0.1 significance level, the critical value is 2.71. In our dataset, the test statistic assumes a
value of 144.56.
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Conclusion 8: As candidates gather experience, the discrepancies between candi-
dates’ effort levels and the corresponding theoretical predictions decrease. There
is heterogeneity in the candidate pool with respect to effort discrepancy. Thus,

the model fits the behavior of some candidates better than others.

Relative Efficiency of Experimental Elections

We conclude by computing the relative efficiency of experimental elections.
Our procedure is as follows. For each of the six treatment conditions, proposition 2
places a theoretical upper bound on the effort that can be elicited from candidates
in any symmetric and stationary sequential equilibrium. Corresponding to each
treatment condition, we pool all the observations and determine the average effort
level of candidates. We define relative efficiency to be the ratio of the average
candidate effort to its theoretical upper bound. Table 8 in Appendix A presents
the results.

To read Table 8, consider the Treatment 1 sessions. The “effort upper bound”
of 70.36 is computed by plugging the B— and k—values of Treatment 1 (B = 7425

and k = 1) into the formula, (fzx x‘z)%, derived in proposition 2. On average,

candidates assigned to Treatment 1 expend effort equal to 67.43. Therefore, the
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resulting relative efficiency is (§742) x 100% = 95.84%.°

Two conclusions show up in Table 8. First, relative efficiency averaged over
Treatments 1 and 2 (B = 7425) is 79.49% while relative efficiency averaged over
Treatments 3 and 4 (B = 5000) is 70.14%. Thus, relative efficiency increases
when the private benefit of office is raised. Second, relative efficiency averaged
over Treatments 1 and 3 ((my — mz) = 1) is 90.11% while relative efficiency
averaged over Treatments 2 and 4 ((mg — 7)) = 0.6) is 59.51%. Thus, relative
efficiency increases when the productivity of candidate effort is raised. We do not
possess a theory that accounts for relative efficiency. We simply summarize the

above observations in the following conclusion.

Condlusion 9: The relative efficiency of experimental elections is an increasing
function of 1) the private benefit of office and 2) the productivity of candidate
effort.

ol ru S i nn s ot o)

“For Treatments 5 and 6, since (my — 7) is equal to zero, proposition 1 maintains that
candidates will be unwilling to expend effort. Hence, the upper bounds on effort are zero. To
avoid dividing by zero, the relative effici bers are not 1
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15.2. Experimental Results for One-Shot Sessions

The one-shot sessions consisted of Treatments 1, 2, 3 and 4. For each treatment
condition, we conducted two trials where each trial, in turn, consisted of six
election periods. Corresponding to each treatment condition, we pooled all the
observations.” Table 9 in Appendix A provides a summary of the data.

To read Table 9, consider the Treatment 1 sessions. In the experiment, we
conducted two trials with Treatment 1-parameter values. In these trials, the
average of candidates’ effort levels was 8.58 while the standard deviation was
16.39.%

In one-shot sessions, since the reelection pressure is absent, proposition 1 main-
tains that candidates will be unwilling to expend costly effort. In each of the four
treatment conditions, while the theoretically predicted effort level of zero was
exceeded, the magnitude of the discrepancy was small. Therefore, we draw the

following conclusion.

Conclusion 10: As predicted by proposition 1, when the reelection pressure is

- —
*With two trials and six periods per trial, each treatment condition had twelve observations.
“!In one-shot sessmns, voters have no task to undertake. They only receive the period pay-
offs that are h )| 1 from didates’ effort choices. Thus, effort choices of
candidates are the relevant observations for these sessions.
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absent, candidates are willing to expend negligible effort levels.

1.6. Conclusion

Using a principal-agent model of elections with moral hazard, we experimentally
investigated the extent to which the desire for reelection elicits costly and unob-
served effort from candidates.

The experimental data supports the theoretical predictions. Specifically, the
average of candidates’ effort levels is an increasing function of the private benefit
of office and the productivity of candidate effort. Furthermore, candidates expend
negligible effort when the productivity of candidate effort is zero or the reelection
pressure is absent.

The individual decisions of voters and candidates reveal two anomalies. First,
while voters use candidate performance in determining electoral choices, poor
candidate performance is punished less harshly than theoretical models predict.
Second, candidates’ effort choices respond to the incentives implicit in the elections
game, but the average effort level exceeds that predicted by the theoretical model.
The reasons for these anomalies are as yet largely unexplained.

Many theoretically-interesting questions remain to be explored. The experi-

ment considered the case of a homogenous electorate — the realized period output
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was equally valued by all voters. An extension of the experimental setup could
allow the incumbent candidate to divide the realized output in any manner among
the voters. The data generated from this modified experiment allow estimation
of the loss of electoral accountability from two factors: 1) unobserved candidate
effort, and 2) the ability of the incumbent to endogenously select her own “voting
constituency.”

In addition, our experiment bases candidate evaluation on the sequence of out-
puts generated. A future extension could graft a spatial structure onto the current
model. Specifically, policy-motivated candidates could simultaneously choose un-
observed effort levels and locations on a policy space. The data generated from
this modified experiment allow estimation of the loss of electoral accountability
from two factors: 1) unobserved candidate effort, and 2) differences in policy
preferences of the median voter and candidates.

Drawing broad conclusions from our analysis would be a risky undertaking.
While the experiments themselves are extensive, the challenge of verisimilitude
s a threat to the validity of any experimental research. Our study nonetheless
provides a useful look at, voters’ capacity to overcome the moral hazard problem.
Given the institutional structure of repeated elections, voters do have the requi-

site ability to elicit effort from candidates. However, candidates’ effort choices
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fall short of the feasible upper bound. Thus, the electorate’s ability to sanction
candidates is not sufficient to eliminate the rents of office.
1.7. Formal Proofs of Propositions

In this section, we formally prove propositions 1 and 2. Throughout, the notation
employed is that of section 1.3.

In section 1.3, we defined the state space of the model — S = {s4,sp} — and
a transition map, Q : S x E — S. From the formulas supplied in the text, the

following equalities are immediate:

Q(sa|sa,6) =Q(sB | sB,€) (1.13)

Qs | sB,e) = Q(sp | sa,€) = (1= Q(sa | 54)) (1.14)

Qlsa | sae) = (mp+ex (my —mp)) xru+((1=m) —ex (mg —mp)) Xy, (1.15)

In section 1.3, we defined the value function {V;(s;;€)}ijex and supplied the
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following relevant formulas:

Va(sase) = (B—kx[%z])+6x(Q(sA | 54,€)xVa(sa;€)+Q(sp | sa,€)xVa(sp;e))

(1.16)

Va(sp;e) = 6 X (Q(sa | s,€) X Va(sa;€) + Q(sp | s,e) x Va(spie)) (1.17)

For fixed voters’ strategy — i.e., rp, 75 held constant — &(B, k,6, 7, m;7p,mg)
denotes the symmetric equilibrium effort level of both candidates. For notational
convenience, we suppress the dependence on B, k, 6, 7, and 7y and write, instead,
2(ry, ). From equation (1.1) of section 1.3, it is clear that for all & € E, &(ry, rgy)

satisfies the following inequality:

Va(sase(rp,ry)) > (B — (k x @) +2) +6 x (Q(salsa, ) x (1.18)

Va(saie(re,mu)) + Q(slsa, €) x Va(spie(re, i)

In other words, the right-hand side of equation (1.18) attains its maximum value
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when £ is set equal to &(rz,ry). Therefore, the derivative of the right-hand side
of equation (1.18) with respect to € equals zero when evaluated at &(rp,7g).

Performing the above manipulations, we obtain the following condition:

e(r,ri) = (%) X (rg —r1) X (mg — ) X (Va(sa;8(re, ma)) — Va(ss; &(re, ma)))

(1.19)
Subtracting equation (1.17) from equation (1.16) and rearranging terms, we obtain

the following condition:

2
(Va(sa3€) — Va(sgie)) x (1 — 6 x Q(salsase) — 6 x Q(splsase) = (B —kx [%])
(1.20)

Combining equation (1.19) and equation (1.20) and rearranging terms, we obtain

the following condition:

2ri, i) x (1= 6 x Q(salsa;e(r,mn)) — 8 x Qsplsasere,rm))) =
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(B-kx (s, rn) +2) x () x rw—ri) x (g —m)  (121)

We use equation (1.14) and equation (1.15) to plug in the formulas for Q(s4|s;
&rs,mi)) and Q(sp| sa;(rp,7x)) in equation (1.21). Rearranging terms, we

obtain the following quadratic equation:

ax&(rp,ry)? — B xe(rp,ry) +7=0 (1.22)

where:
a=6x (mg—m) (1.23)
B=02x(1+6-2x6xm)+ (3 (ra—r1)) (1.24)
7=(§) 5 (g) B i) (1.25)

Consider § = () or (my — m) = 0. Then, a = v = 0 (see equations (1.23) and
(125)). Tt follows from equation (1.22) that e(ry, ) = 0. Consider, now, bl

ad (my — mL) > 0. The solution to equation (1.22) is as follows:
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#ri,rh) = {b— \Je2 - iif} +2 whereb=f=+ (g —m)  (1.26)

Direct computations reveal that &(ry, ry) is increasing in B, § and 7y and de-
creasing in 7, and k. Hence, proposition 1 is proved.

When 6 > 0 and (7y — 7) > 0, we obtain the upper bound on candidate
effort by maximizing e(r, 7) in equation (1.26) with respect to r;, and ry. The
upper bound, denoted g*, obtains when (r, rg) is such that b2 = (%), The

corresponding &“—value is [182)(3:]%' Hence, proposition 2 is proved. (Note: The

formula for & reveals that e € E iff [f;x’i]% < 1. We ensure that this condition

s satisfied in all experimental setups.)







2. CHAPTER 2: SIGNALING IN ONE-SHOT AND RE-
PEATED ELECTIONS — SOME EXPERIMENTAL EV-

IDENCE

2.1. Introduction

A key factor in the social contract is the voter’s ability to sanction public offi-
cials. This presupposes that citizens can distinguish between “good” and “bad”
outcomes and that they also estimate, with some degree of accuracy, the extent
to which realized outcomes reflect candidate characteristics. In a complete infor-
mation environment, electoral accountability can be readily achieved. However, if
informational asymmetries characterize all real-world democracies, then the rele-
vant policy question becomes: how does the quality of available information affect.
arepresentative democracy?

Researchers have examined this question by constructing abstract election

models that acknowledge, in varying detail, the presence of informational fric-
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tions between voters and potential candidates. Theoretical discussions subdivide
into two categories: Barro (1973), Ferejohn (1986), and Austen-Smith and Banks
(1989) consider informational problems from a moral hazard (hidden action) per-
spective; Rogoff and Sibert (1988), Alesina and Cukierman (1990), Reed (1990),
Rogoff (1990), Harrington (1993), and Banks and Sundaram (1993) consider in-
formational problems from an adverse selection (hidden types) perspective. By
computing a model’s equilibrium, the theoretical exercises investigate the effect
of information in an election environment.

The theoretical literature provides intuition regarding the performance of demo-
cratic systems when information is of poor quality. Yet, predictive validity is
difficult to ascertain. Without exception, electoral outcomes depend on variables
such as information structure, characteristics of utility functions, values of re-
wards and punishments. Data seldom provide even error-laden measures of the
aforementioned variables.?? Therefore, we adopt a different stance. First, we con-
struct a model of elections that incorporates informational asymmetries between
the elected public officials and the electorate. Second, we evaluate the theoretical
model using experimental techniques.®® Within the structured environment of a

N S

%24 large empirical literature tests the reduced form comparative static predictions of theoret-
ical political-agency models. Examples include Kalt and Zupan (1990), Lott and Davis (1992),
Lott and Bronars (1993), and Besley and Case (1995&, 1995b)

We are not arguing that experi; are ically superior to non-experimental
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laboratory, it is relatively simple to both induce and systematically control the
values of the parameters of interest. This allows for a thorough consistency-check
of the theory.

Our theoretical model is based on the idea that although the quest for reelec-
tion is dependent on various exogenous factors (health of the economy, redistrict-
ing, public mood, etc.), incumbent candidates, in addition to revealing preferences
on underlying issues, also desire to stress that they are of high competency. We
treat competency as a shorthand for attributes (administrative efficiency, policy
expertise, etc.) that all voters find desirable. Therefore, when an incumbent
candidate possesses an abundance of such attributes, she will wish to emphasize
them. However, the electorate never directly observes the competency parameter.
It follows that the electorate encounters an adverse selection environment.

The baseline model is a one-shot election with one incumbent candidate and
an electorate of identical voters. The sequence of events is as follows. The incum-
bent candidate, cognizant of her competency level, implements a privately costly
but publicly observable policy (casework solicitation, sponsoring of legislation,

etc.). Consistent with the principal-agent literature, the marginal and average

e R e s OO
methods. Rather, they are a valid tool for testing theory when naturally occuring data is of
dublous quality. The close relationship between experimental evidence and innovative field
studies is explored in Roth (1991).
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cost in policy-space is presumed to be decreasing in the incumbent candidate’s
competency level. Once the incumbent candidate’s policy choice is witnessed,
the electorate attempts to evaluate her implicit competency. Thereafter, if the
estimated competency is satisfactory, reelection follows.

We compute the set of rational expectations equilibria. The presence of private
candidate-specific information leads to multiple equilibria that are qualitatively
distinct. The equilibrium set can be divided into two cases. In the “pooling” case,
the incumbent candidate’s choice of policy does not depend upon her competency
level. The consequent lack of transmission of competency information leads to
electoral outcomes that are inefficient. By contrast, in the “separating” case, the
incumbent candidate’s choice of policy increases with her competency level. Since
there is complete transmission of competency information, electoral outcomes are
efficient.

To test the predictions of the model, we conducted a series of laboratory ex-
periments. A primary goal of the experimental work was to sort out the various
factors that could affect equilibrium selection. To this end, we varied three back-
ground conditions of interest: 1) the incumbent candidate’s private benefit of

holding office; 2) the incumbent candidate’s private cost of implementing policy;

and 3) the amount, of information available to voters.
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We also conducted experimental sessions involving repeated interactions. In
a repeated-interactions session, with the composition of the electorate held fixed,
the same candidate subject participated in a series of structurally identical election
periods. This allows the incumbent candidate to develop reputations of various
kinds. The experiments were designed to examine the robustness of one-shot
experimental outcomes to reputational considerations.

In both one-shot and repeated-interactions sessions, experimental outcomes
are, for the most part, consistent with equilibrium signaling. Since candidate
specific information is transmitted in a signaling equilibrium, experimental elec-
tions are informationally efficient. Somewhat surprisingly, background conditions
(electorate’s information level and parameters of the utility functions) do not sub-
stantively affect the probability with which signaling emerges in the experimental
setups. In sum, extant theoretical models of elections with adverse selection
demonstrate the coesxistence of pooling and signaling equilibria. Using experi-
mental techniques, our study establishes that signaling is likely to be observed in
practice.

The remainder of this chapter is organized as follows. In section 2.2 we de-
scribe the experimental model. Section 2.3 provides the analytical solution(s) to

the experimental model for both the one-shot and repeated interactions cases.
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The experimental design for our empirical tests is in section 2.4 and the results
are described in section 2.5. Section 2.6 concludes the chapter from a substan-
tive perspective. All analytical proofs are relegated to section 2.7 while tables

presenting the empirical results are gathered in Appendix B.

2.2. The Experimental Model

The model consists of two periods. The basic setup is as follows. There is one
incumbent candidate and one challenger. The incumbent exhibits either high
competence, 5, or low competence, Ir. Iy and I, are represented as elements
(numbers) in R with Iy > Ir. Similarly, a challenger possesses either high com-
petence, Cy, or low competence, C;, — and just as with Iy and I — Cy and

Cy, are represented as elements in R, with Cy > Cy. A candidate’s type is not

known to voters. The commonly known and shared prior belief is that there is
a probability 7 € (0,1) that a candidate is highly competent and a probability
1~ that she possesses low competence.

At the beginning of the period, the incumbent candidate chooses a policy

M Two

outcome, denoted y; € R, at a privately borne cost given by k x [;’;
assumptions are implicit in the cost function. First, the incurred cost is a convex

Rabea L ee R i e b
*Recall that policy outcomes refer to the tangible benefits conferred upon the incumbent
candidate’s constituents. Examples include pork barrel projects and casework.
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and increasing function of the policy outcome level. Second, total and marginal
cost in policy-space is lower for the high competency incumbent candidate than
for the low competency incumbent candidate.>

All voters observe the choice of y;. Once y; is observed, the electorate votes and
decides, by majority rule, whether to reelect the incumbent candidate. Following
the vote, period one concludes.

Before proceeding, we introduce additional notation for later use. Both V'
and B are mappings from the positive real numbers, R, to [0,1]. V(y;) is the
proportion of votes cast in favor of the incumbent candidate when the observed
policy outcome is ;. Conditional on having observed the policy outcome y;, B(ys)
is the electorate’s posterior probability that the incumbent has high competence
(In).® When the policy outcome is y; and the electorate uses vote function V,
P(V,y;) is the probability with which the incumbent candidate is reelected.

In period two, the incumbent candidate and voters receive their payoffs. Should
the incumbent, candidate be reelected, she receives a gross reward of W, where

W represents the value of holding office for a single additional term. When the

sl o ot Rty e Tk o
5The “total” and “marginal cost” litions are equivalent to the singl ing property of
Spence (1973). For a detailed theoretical treatment of one-period signaling games, see Mailath
(1987). For a detailed survey of signaling games in political science, see Banks (1991).
Voters have identical information and preferences. In equilibrium, the beliefs and vote
decisions of voters should be indistinguishable. Thus, it is legiti to let B and V represent,
Tespectively, “the” electorate’s beliefs and vote function.
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electorate adopts the vote function V' and the incumbent candidate of type, Ix,
chooses policy outcome, yy, her net expected payoff is given by (W x P(V,y;) —
ex ().

Consider, now, a voter’s payoff. Should the incumbent candidate be reelected,
each voter receives a payoff of R(Ix). Otherwise, each voter’s payoff is R(Cx)
since the challenger is elected. We maintain, furthermore, that: 1) R(Iy) =
R(Cy); 2) R(I1) = R(Cy); and 3) R(-,z) > R(-1). Two observations clarify
our interpretation of voters’ payoffs. First, a voter’s interest in the incumbent
candidate is restricted to her competency. Policy outcome is relevant only because
it provides a noisy signal of the incumbent’s competency. Second, when voters
reject the incumbent candidate, their subsequent payoffs are also random due to
the ex ante uncertainty concerning the competency of the new office holder.” In
words, if voters are convinced that the incumbent is of low competence, they are
to take a chance on the challenger being highly competent.

N ST N T S NN W J97

57A more elaborate model would allow voters’ payoffs to depend on period one policy outcome,
1, the incumbent candidate’s type, Ix, as well as the policy outcome and type of the period
two incumbent candidate. However, it can readily be established that in any subgame perfect
equilibrium of our “elaborate” model, the policy outcome selected by the period two incumbent
candidate is 0. Thus, electoral decisions in period one reduce to a choice between the incumbent
candidate and her challenger on the basis of their type characteristics. The simple model
presented in section 2.2 fully captures the asymmetric information aspects of the vote decision.
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2.3. Solution to the Experimental Model

While our experimental model is a one-period game, the experimental sessions
were of two sorts. In one-shot sessions, we approximate the single period interac-
tion between the incumbent candidate and the electorate at large. By contrast,
in repeated-interactions sessions, we allow the incumbent candidate to partici-
pate in a sequence of structurally identical election periods. Consequently, the
repeated-interactions sessions allow for the possibility of supergame strategies.

The motivation for introducing two session-types is twofold. First, by mimicing
our baseline experimental model, the one-shot sessions enables us to evaluate
its predictive validity. Second, by contrasting the experimental findings across
session-types, we evaluate the extent to which reputational considerations displace
the predictions of one-period signaling games.

In this section, we provide theoretical solutions for our experimental model for
both the one-shot and repeated-interactions case. We consider first the one-shot,

version,

23.1. Model Solution: The One-Shot Case

In this subsection, we define and characterize rational expectations equilibria

(he'rea.fter, ree) of the one-shot model. An r.e.e., denoted by the triple <
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Y*,B*,V* >, is comprised of three parts: Y*(I;)(Y*(Ig)) is the policy outcome
chosen by the incumbent candidate when her competency turns out to be low
(high). Conditional on the realized policy outcome y;, B*(ys) is the electorate’s
belief function about candidate competency while V*(y;) is the electorate’s vote

function.

Definition 1: We call <Y*, B*,V*> a one-shot r.e.e. if and only if the following
three conditions are satisfied:

(i) Y*(Ix) € arg max [W x P(V*,y1) — k x [£]

vIER
1 if y;=Y*(Iy) and Y*(Iy) # Y*(I1)
(6 B*(yr) =S 0 if g = Y*(I,) and Y*(In) # Y*(I1)
m if y;=Y*(Ix) and Y*(Ig) =Y*(I)
1 if B*(y) >
(iii) V*(y;) =
0 if B*(y)<m
Since the incumbent candidate is a rational actor, condition (i) maintains that the
policy outcome choice must maximize her expected ex ante utility. We also require
that the electorate’s belief function be consistent with the incumbent candidate’s

policy outcome choice. Specifically, condition (i) stipulates that for y; on the

L
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equilibrium path (i.e., y; € {Y*(I1),Y*(Ix)}), beliefs are pinned down by Bayes’
Rule. Suppose that the electorate observes a policy outcome of y;. B*(y) is the
posterior probability that the incumbent candidate is of type Iy. Therefore, if the
incumbent gets reelected, each voter receives a payoff of R(I) with probability
B(y;) and R(I1) with probability (1 — B*(ys)). If the challenger is elected, each
voter receives a payoff of R(Cy) with a probability 7 and R(Cy) with probability
(1-). Since voters maximize their expected payoff, condition (iii) requires that
the challenger (incumbent) be selected when B*(y;) exceeds (is less than) .
While details of the r.e.e. are given in section 2.7, we summarize the main
findings. The model generates multiple equilibria. The set of equilibria can be
divided into two cases. In case one, the “pooling case,” Y*(Iy) = Y*(Iy). In
case two, the “separating case,” Y*(I) # Y*(Ig). We consider the pooling

(separating) case in Proposition 1 (Proposition 2).

Proposition 1: There is a continuum of pooling equilibria. By definition, in a

specific pooling equilibrium, Y*(I) = Y*(Iy) = y*. Any y* € [0, [%] x I]?] can

be supported as an equilibrium outcome.

In a pooling equilibrium, the incumbent candidate’s choice of policy outcome,
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y', is independent of her competency. The electorate realizes that the observed y*
isa thoroughly uninformative signal. Given that the incumbent candidate and her
challenger are ex ante identical in terms of competency, the incumbent candidate
is reelected with some prespecified probability. As a result, the electoral system
is informationally inefficient. Ex post informational efficiency requires that the
incumbent candidate be reelected if and only if she possesses high competency.
Since votes cast are not conditioned on the incumbent’s type, informational effi-

ciency occurs only by chance.

The continuum of pooling equilibria can be ranked in terms of aggregate wel-
fare. Recall that the policy outcome does not directly affect a voter’s payoff: the
policy outcome is relevant only because it potentially contains information about
the incumbent candidate’s competency. In every pooling equilibrium, y* trans-
mits no competency information. Thus, a voter’s expected payoff in every pooling
equilibrium is the same. However, since higher values of y* impose larger costs on
the incumbent candidate, her net payoff is maximized in the pooling equilibrium
with the smallest policy outcome level (i.e., y* = 0). Aggregate welfare, measured
as the sum of the payoffs of all agents (the incumbent candidate and voters) in

the model, is maximized when y* = 0. Aggregate welfare declines as y* is raised.
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Proposition 2: There is a continuum of separating equilibria. By definition, in
a specific separating equilibrium, Y*(I) # Y*(Ig). Any pair {Y*(Ip),Y*(Ix)}
such that: 1) Y*(I;) = 0 and 2) Y*(Ix) € [[%] x I )7, [[%] x I]?] can be

supported as an equilibrium outcome.

In a separating equilibrium, the incumbent candidate’s choice of policy out-
come varies with her competency. The electorate recognizes that the observed
yr is a fully informative signal of the incumbent’s competency. Reelection of the
incumbent occurs if and only if y; = Y*(Iy). Equivalently, the incumbent can-
didate is reelected if and only if she possesses high competency. Therefore, the
electoral system is ex post informationally efficient.

The continuum of separating equilibria can also be ranked in terms of aggre-
gate welfare. In every separating equilibrium, the policy pair {Y*(I1),Y*(Iy)}
completely transmits the incumbent candidate’s competency information to the
electorate. Thus, a voter’s expected payoff in every separating equilibrium is
the same. However, since higher values of Y*(I;) impose larger costs on the
incumbent candidate, her net payoff is maximized in the separating equilibrium

with minimal separation — i.e., {Y*(I1), Y*(In)} = {0, [%¥] x I;]3}. Aggregate

welfare, measured as the sum of incumbent candidate’s and voter’s payoffs, is
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maximized at this “minimal separation” equilibrium. Aggregate welfare declines
as Y*(Ij) is raised.

The principal characteristics of the equilibria generated by our experimental
model are: 1) for a fixed set of exogenous parameters, there is a continuum of
equilibria. The equilibrium set can be divided into a “pooling set” and a “sepa-
rating set”; 2) in a pooling equilibrium, no information is transmitted regarding
the competency of the incumbent candidate and the electoral system is ex post in-
formationally inefficient. In a separating equilibrium, the incumbent candidate’s
competency is fully revealed to the electorate. Consequently, the electoral system

is ex post informationally efficient.

2.3.2. Model Solution: The Repeated-Interactions Case

Since our subjects participated in a sequence of structurally identical games with
uncertain termination date, we employ the theory of repeated games to provide
theoretical guidance regarding likely experimental outcomes. Given our multi-
player, repeated-interactions environment, Folk theorem-type results guarantee
the existence of an abundance of equilibria. For the purposes of sharper predic-
tions, we focus on solutions that satisfy an additional condition of stationarity.?

e o e e e o
”Stationarity is satisfied if along the equilibrium path: 1) the incumbent candidate of compe-
tency Iy selects a time- and history-independent policy Y*(Ix); and 2) the electorate reelects
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The emphasis on stationarity yields an extra dividend: solutions for one-shot and
repeated-interactions setups become directly comparable.

As in the one-shot case, the equilibrium set can be divided into two cases. In
the “pooling case,” the incumbent candidate chooses the same policy outcome
for both levels of competency. In the “separating case,” the incumbent candidate
chooses policy outcomes that vary with her competency. We consider the pooling
(separating) case in Definition 2 and Proposition 3 (Definition 3 and Proposition
4).

In a pooling equilibrium — along the equilibrium path — Y*(I,) = Y*(I) =
y* is the policy outcome chosen by the incumbent candidate. Also, 1) V*(y*)
is the portion of votes cast in favor of the incumbent candidate; 2) P(V*,y*) is
the resulting probability with which the incumbent candidate is reelected; and
3) B*(y*) is the electorate’s posterior probability that Ix is equal to Ij. Finally,
@'(Ix) denotes the incumbent candidate’s expected discounted sum of payoffs
over the infinite horizon when her current competency is Ix. Given the above
notation, it is immediate that: Q*(Ix) = [W x P(V*,y*)— k x [y*]* + Ix] + 6 x
[(1=m) x Q*(I1) + 7 x Q*(Ix)], where & is the probability with which the game
i continued from one period to the next.

gl Aoty A XA =
the incumbent candidate with a time- and history-independent probability P(V*,Y*(I X))
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Definition 2: We call <y*, B*(y*), V*(y*)> a stationary path of a repeated- inter-
actions pooling equilibrium if and only if the following two conditions are satisfied:
(1) @*(Ir) > 0 and Q*(Ix) > 0

(ii) B*(y*) = = and V*(y*) € (0,1)

To support “repeated play of y*” as an equilibrium path, we need to specify
voter behavior subsequent to a possible deviation by the incumbent candidate.
Given our experimental setup, any candidate deviation from the pooling equilib-
rium in period-t is immediately detected by the electorate. Without loss of gen-
erality, we invoke the harshest possible punishment following a deviation: from
period-t onwards, the incumbent candidate is never selected by the electorate.
Subsequent to a deviation, the incumbent candidate’s expected discounted sum
of payoffs over the infinite horizon is 0. Thus, condition (i) ensures that it is
unprofitable for the incumbent candidate to deviate from the putative pooling
equilibrium. Consider, now, condition (ii) of the above definition. Since the equi-

et il s s e X

Such drastic punishments can easily be supported as part of a repeated-game equilibrium.
Specifically, following a deviation, let the electorate harbor the beliof that B(yr) =m¥ y; € Y.
Since the electorate is now indifferent between the i L and her challenger, it
becomes rational to always reject the incumbent candidate. Finally, given voter behavior, the
incumbent candidate, for both levels of competency, chooses a policy outcome of 0.




U
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librium choice of policy outcome, y*, does not reveal the incumbent candidate’s
current competency level, the electorate’s posterior assessment about candidate
competency equals its prior assessment. Hence, B*(y*) = m. Finally, given the
electorate’s beliefs, the incumbent candidate and her challenger are identical op-
tions. As a result, the electorate’s vote behavior, summarized by V*(y*), remains

unconstrained.

Proposition 3: There is a continuum of stationary pooling equilibria. By def-
inition, in a specific pooling equilibrium, Y*(Ir) = Y*(Ig) = y*. Any y* €

[0, x [[%] il L]%] can be supported as an equilibrium outcome, where A =

[T+ [Ty — 6 x 7 x [Ty — I]]]? is greater than 1.

As in the one-shot setup, stationary pooling equilibria in the repeated- interac-
tions setup are both informationally inefficient and Pareto ordered. Furthermore,
a comparison of propositions 1 and 3 shows that the set of pooling equilibrium
outcomes expands relative to the one-shot setup when reputational considerations
are introduced through the repeated-interactions setup.

In a separating equilibrium — along the equilibrium path — Y*(I)(Y*(I 1))

is the policy outcome chosen by the incumbent candidate when her competency
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is I (Ig). Also, for Ix € {Ip,In}: 1) V*(Y*(Ix)) is the proportion of votes
cast in favor of the incumbent candidate when the chosen policy outcome is
Y*(Ix); 2) P(V*,Y*(Ix)) is the resulting probability with which the incum-
bent candidate of type Ix is reelected; and 3) B*(Y*(Ix)) is the electorate’s
posterior probability that Ix is equal to Iy conditional on observing the pol-
icy outcome Y*(Ix). Finally, Q*(Ix) denotes the incumbent candidate’s ex-
pected discounted sum of payoffs over the infinite horizon when her current
competency is Ix. Given the above notation, it is immediate that: Q*(Ix) =
Wx P(V*,Y*(Ix)) =k x [Y*(Ix)]* + Ix] + 6 x [(1 = m) x Q*(I1) + 7 x Q(In)),
where § is the probability with which the game is continued from one period to

the next.

Definition 3: We call <Y*(Ix), B*(Y*(Ix)),V*(Y*(Ix)) | Ix € {I1,In}> a sta-
tionary path of a repeated-interactions separating equilibrium if and only if the
following four conditions are satisfied:

0 Q") 2 W x P(V*,y1) = k x [yr)? + L) Vyr € Y\{Y"(I1)}

@) Q*(T) > W x P(V*,y1) — b x [yr]? + I Vyr € Y\{Y*(Inr)}

(iii) B*(Y*(I)) = 0 and B*(Y*(I)) =1

(iv) V*(Y*(I)) = 0 and V*(Y*(Iy)) = 1

.
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To support “repeated play of {Y*(I;),Y*(Ix)}” as an equilibrium path, we
need to specify voter behavior subsequent to a possible deviation by the incumbent
candidate. If a low competency incumbent deviates from the separating equilib-
rium in period ¢, her period-t payoff is the right-hand-side expression of condition
(i). However, the period-t candidate deviation is detected by the electorate prior
to period-(t + 1) play. Therefore, from period (¢ + 1) onwards the incumbent
candidate is never selected by the electorate. Subsequent to a deviation, the in-
cumbent candidate’s expected discounted sum of payoffs over the infinite horizon
is the right-hand-side expression of condition (i). Thus, condition (i) ensures that
it is, at all times, unprofitable for a low competency incumbent candidate to devi-
ate from the putative separating equilibrium. Condition (ii) is the corresponding
‘00 profitable deviation” criterion for a high competency incumbent candidate.
Condition (iii) demands that voters’ beliefs be consistent with the fact that the
equilibrium choice of policy outcome reveals the incumbent candidate’s current
Ccompetency level. Condition (iv) requires that the electorate maximize its own
Payoff by reelecting the incumbent candidate if and only if the observed policy

outcome is Y*(Iy).
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Proposition 4: In the repeated-interactions experimental model, there js a con-
tinuum of stationary separating equilibria. The stationary separating equilibria
are both informationally efficient and Pareto ordered.® The set of separating
equilibrium outcomes for the repeated-interactions setup strictly includes that

corresponding to the one-shot setup.

2.4. Experimental Design

To test the predictions of the electoral model, we performed a series of experiments
using undergraduates from a large public university. In the recruitment stage, care
was taken to ensure that the subjects were unexposed to formal decision/ game
theory. The experiments were conducted on a computer network system and,
except for reading the instructions (available upon request), all communication
took place over the network.

The experimental sessions were of two sorts: one-shot and repeated-interactions
sessions. The amount of information available to voters varied. In full-information
sessions, only the incumbent candidate’s realized competency, Iy, was left undis-
closed, By contrast, in incomplete-information sessions, voters were unaware of
the parameters in the incumbent, candidate’s utility function. The experimental

[ PR
"The reason is identical to the one given for the one-shot case.
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procedures followed in each session type are detailed below.

2.4.1. One-Shot Setup - Experimental Procedures

An experimental session consisted of a cohort of fifteen subjects divided into an
electorate of five voters and a pool of ten potential candidates. A trial, with a
fixed configuration of parameter values, lasted for either ten or twenty structurally
identical election periods. In a ten-period (twenty-period) trial, each candidate
was randomly chosen to participate in exactly one (two) of the election periods.
The fixed termination date, coupled with randomly chosen candidate subjects,
was deemed sufficient to eliminate supergame considerations. In full-information
situations, all subjects were aware of the trial-specific parameter values for W, k,
m R(_1) and R(_ ). In incomplete-information situations, only candidates were
aware of all trial-specific parameter values. Voters were apprised of their own
payoff-specific parameter values (m, R(_r), R(_i)). A detailed account of the
experimental procedures adopted in a ten-period (twenty-period) trial follows.
[Step 1] At the start of election period ¢, one candidate, denoted i(t), was
designated to be the period-t incumbent candidate. Only candidate i(t) was made
aware of her role assignment.

[Step 2] The computer program generated a random variable, denoted I, where
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I, assumed the value of I1, (Iy) with probability (1 — «)(x). Only candidate i(t)
was made aware of her realized competency, I;.
[Step 3] Candidate i(t) selected her policy outcome, ¥, from the four-point

set, Y = {0,3,6,9}. The recorded y-value was transmitted to all subjects.®!

[Step 4] Given y;, voters cast their ballots and decided, by majority rule, to
reelect or reject candidate i(t). Once votes were tallied, the final outcome of the
election, as well as the vote margins realized were transmitted to all subjects.

[Step 5] Candidate i(t) and the five voters received their period-t payoffs ac-
cording to the rules of the model in section 2.2.

[Step 6] The computer program switched to election period (t+1). At the end
of ten (twenty) election periods, the trial terminated. Each subject’s payoff for

the trial was the sum of her period payoffs.

2.4.2. Repeated-Interactions Setup - Experimental Procedures

An experimental session consisted of a cohort of subjects divided into an elec-
torate of five voters and a pool of ten potential candidates. A trial, with a fixed
configuration of parameter values, lasted for a variable number of structurally

Cesniet e S e AR

51While the theoretical model in section 2.2 allows the policy outcome set to be R4, we
have, for tractability, restricted the experimental policy outcome set, Y, to be {0,3,6,9}. The
distinction between pooling and separating outcomes, as well as equilibrium multiplicity, applies
toY.
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identical election periods and involved the electorate facing the same candidate
each time. The uncertain termination date, coupled with an unchanging candi-
date, was deemed sufficient to induce the possibility of reputational equilibria.
As in the one-shot case, repeated-interactions sessions were of two types: full-
information and incomplete-information. The information available to subjects
in each session mirrored that of the one-shot setup. A trial proceeded as follows.

[Step 1] At the start of the trial, one candidate was designated to be the
incumbent candidate. Only the chosen candidate knew her role assignment.

[Step 2] At the start of election period ¢, the computer program generated a
random variable, denoted I;, where I, assumed the value of I, (Iy) with proba-
bility (1 — 7)(x). Only the incumbent candidate knew her competency, ;.

[Step 3] The incumbent candidate selected her period-t policy outcome, 1y,
from the four-point set, Y = {0,3,6,9}. The recorded y,-value was transmitted
to all subjects.

[Step 4] Given y,, voters cast their ballots and decided, by majority rule,
to reelect or reject the incumbent candidate. Once votes were tallied, the final
outcome of the election, as well as the vote margins realized were transmitted to

all subjects.

[Step 5] The incumbent candidate and the five voters received their period-¢
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payoffs according to the rules of the model in section 2.2.
[Step 6] The computer program switched to election period (t+1). At the end
of a stochastic number of election periods, the trial terminated.> Each subject’s

payoff for the trial was the sum of her period payoffs.

2.4.3. Experimental Parameter Values

An experimental session consisted of a number of trials. Individual trials differed
in the values assumed by the five exogenous parameters: W, k, I, Iy, and . Table
10in Appendix B displays the parameter value combinations that were considered.
For example, in Treatment 1, we set the benefit of reelection, W, to be 600; the
scale parameter of policy cost, k, to be 100; the “low” competency level, I ,, to be
1; the “high” competency level, Iy, to be 10; and the prior probability of a high
competency incumbent candidate, 7, to be 0.5. The parameter values in Table
10 correspond to subjects’ payoffs denominated in a laboratory currency called
the franc. At the conclusion of the experimental session, cumulative earnings in
francs were converted into dollars using a preassigned exchange rate.

The primary goal of our experimental work was to sort out the factors that

S A N S, (I ST

%2Each trial lasted for at least fifteen election periods. Thereafter, at the conclusion of each
election period, the trial was terminated with a probability of ;. Subjects were aware that the
termination date of a trial was stochastic. They were not apprised of the process by which trial
length was determined.
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affect equilibrium selection. We considered the influence of two potentially im-
portant factors. First, by a pairwise comparison of Treatments 1 and 2, we inves-
tigated the influence of policy cost. Specifically, if policy cost (k) is increased (or
decreased), is there a systematic effect on the equilibrium selected? Second, by
a pairwise comparison of Treatments 2 and 3, we considered the effect of reelec-

tion benefits. If the reelection benefit (W) is increased (or decreased), is there a

systematic effect on the equilibrium selected? The equilibrium predictions of the
one-shot and repeated-interactions models are detailed, respectively, in Tables 11
and 12 of Appendix B.

A pooling equilibrium is a two-element vector. The first element is the policy
outcome chosen by the incumbent candidate; the second element is the probability
of reelection. A separating equilibrium is a four-element vector. The first element
is the policy outcome chosen by the incumbent candidate when her competency is
low; the second element is the policy outcome chosen by an incumbent with high
competency; the third element is the probability of reelection when the observed
policy outcome is Y*(I1,); the fourth element is the probability of reelection if the
observed policy oucome is Y*(Izr).

For each treatment condition, the one-shot model generates multiple pooling

equilibria (column two of Table 11). The pooling equilibria are obtained as follows.
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We plug the values of the exogenous parameters from Table 10 into proposition
1 to recover the y*-values that can be supported as outcomes of some pooling
equilibrium. It can be demonstrated (see section 2.7) that if y* # 0, the reelection
probability must be one.

The cost of implementing policy, k, is smaller in Treatment 2 than in Treatment
1; the benefit of reelection, W, is larger in Treatment 3 than in Treatment 2. A
decrease in policy cost or an increase in reelection benefit makes pooling relatively
attractive. Thus, there is an increase in the number of pooling equilibria as we
move from Treatment 1 to Treatment 3. Since no payoff-relevant information
is transmitted in a pooling equilibrium, efficient pooling requires that the chosen
policy outcome be the cost minimizing one, Y*(Ix) = 0. This intuition is reflected
in the entries in column three of Table 11.

The set of separating equilibria for the one-shot model (column four of Table
11) is obtained as follows. We plug the parameter values from Table 10 into propo-
sition 2 to obtain the pairs (Y*(11,),Y*(I5)) that can be supported as outcomes of
some separating equilibrium. The reelection probability corresponding to Y*(1)
(Y*(Iy)) is 0(1). Thus, a particular separating equilibrium, in the notation of
Table 11, becomes (Y*(I1),Y*(Ix),0,1).

For Treatments 1 and 2, there are multiple separating equilibria. As we move
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from Treatment 1 to Treatment 3, separation becomes increasingly difficult and
the set of separating equilibria shrinks to a singleton. Since all payoff-relevant
information is transmitted in a separating equilibrium, efficient separation requires
that policy choices corresponding to candidate competencies Iy, and Iy be distinct
and as small as possible. For each treatment condition, the entry in column five
of Table 11 selects the separating equilibrium (from column four of Table 11)

satisfying the two conditions noted above.

Table 12 indicates that for each treatment condition, the repeated-interactions
model generates multiple pooling and separating equilibria. Furthermore, a com-
parison of Tables 11 and 12 reveals that for each treatment condition, the equilib-
rium set of the repeated-interactions model weakly includes that of the one-shot
model. Thus, reputational considerations expand the set of equilibrium outcomes.

The pooling equilibria of the repeated-interactions model (column two of Ta-
ble 12) are obtained as follows. We plug the parameter values from Table 10 into
proposition 3 to recover the y*-values that can be supported as outcomes of a
pooling equilibrium. It can be demonstrated (see section 2.7) that if Y*(Ix) # 0,
the reelection probability must equal one.®® As in the one-shot case, the pooling

eSols e ks we. =l

B repeated-interactions sessions, each trial lasted for at least fifteen election periods. There-
after, at the conclusion of each election period, the trial was terminated with a probability of ﬁ.
When computing the set of pooling equilibria, we let § = 5. The equilibrium set is invariant
to slight perturbations in the chosen é-value.
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equilibrium set expands as we move from Treatment 1 to Treatment 3. Efficient
pooling requires that the incumbent candidate’s policy choice be the cost mini-
mizing one — Y*(Ix) = 0, Ix € {I1,Ix}. The entries in column three of Table
12 reflect this intuition.

The separating equilibria of the repeated-interactions model (column four of
Table 12) are obtained as follows. For each treatment condition, we note the
parameter values detailed in Table 10. Thereafter, we check for policy pairs
(Y*(I),Y*(Ix)) that satisfy conditions A and B of section 2.7. The reelection
probability corresponding to Y*(I1) (Y*(Ix)) is 0(1). Thus, a particular sepa-
rating equilibrium becomes (Y*(I1),Y*(I),0,1).%* Efficient separation requires
that policy choices impose minimum cost on the incumbent candidate. The entry
in column five of Table 12 selects the separating equilibrium (from column four

of Table 12) that is least expensive for the incumbent candidate.

2.5. Experimental Results

Our experiment consists of four session types: full-information one-shot (here-
after, FI-OS), incomplete-information one-shot (hereafter, II-OS), full-information
repeated-interactions (hereafter, FI-RI), and incomplete-information repeated in-

e e S D U e
$4When ing the set of i ilibria, we set § = . The equilibrium set is

invariant to slight perturbations in the chosen é-value.
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teractions (hereafter, II-RI). In this section we present the experimental results

for each session type. We consider the one-shot sessions first.

2.5.1. Experimental Results for FI-OS and II-OS Sessions

The FI-OS and II-OS sessions consisted of three treatment conditions (see Table
10). We conducted four trials for each treatment condition. Each trial consisted
of a single ten-period or twenty-period election game. Table 13 in Appendix B
summarizes the data.

In Table 13, “policy outcome, Ix” is a four-element vector. For each session
type and treament condition, we pooled all cases for which the realized incum-
bent candidate competency is Ix. The first, second, third, and fourth elements
represent, respectively, the number of instances that policy outcomes 0, 3,6 and 9
were chosen. “Reelection probability” is a four-element vector where the first, sec-
ond, third, and fourth elements represent, respectively, the empirical probability
of reelection conditional on policy outcomes 0,3,6 and 9.

Table 13 is read as follows. For the FI-OS Treatment 1 session there were
40 observations and incumbent candidates’ realized competency was low on 27

occasions and high on 13 occasions. The vector “policy outcome, I;” indicates

that for the 27 observations involving low competency, the policy outcome of 0
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was always selected. The vector “policy outcome, I5” indicates that for the 13
observations involving high competency, the policy outcome of 0 was selected
once and the policy outcome of 3 was selected 12 times. The electorate observed
a policy outcome of 0 on 28 occasions; the observed policy outcome was 3 on 12
occasions. The “reelection probability” vector indicates that a policy outcome
of 0(3) resulted in reelection 14%(100%) of the time. Since policy outcomes of
6 and 9 were not observed, the corresponding reelection probabilities were not
computed.

Two conditions must be satisfied for each session type if signaling character-
izes the aggregate data of Table 13. Since larger policy outcomes signal higher
incumbent candidate competency, reelection probabilities are required to be non-
decreasing in policy outcome levels. Second, the distribution of policy outcomes
when incumbent candidates’ competency is high should stochastically dominate in
afirst-order sense the distribution of policy outcomes when incumbent candidates’
competency is low.

Consider, first, whether reelection probabilities are (weakly) increasing in pol-
icy outcome levels. Note that for each of the six session types, reelection prob-
abilities satisfy the required weak monotonicity property (column four of Table

13). To check whether the second condition for signaling applies, observe the
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distribution of policy outcomes chosen by incumbent candidates when realized
competency is low (high) (columns two and three of Table 13). For each of the
six session types, application of the Median Test and Kolmogorov-Smirnov Two
Sample Test (see Conover 1980) rejects the null hypothesis of equality between
the two empirical distributions (.01 significance level).®> Conclusion 1 summarizes

our results.%

Conclusion 1: For each of the six session types, aggregate data reveals separation

in both policy outcomes and reelection probabilities.

Having ascertained that signaling characterizes the aggregate data, we now
determine whether the individual decisions of incumbent candidates and voters
are consistent with the private incentives implicit in the model. We evaluate the
optimality of incumbent candidates’ behavior as follows.

P S WS S e

% As an example, for the FI-OS Treatment 1 session, we test whether the sample distribution
of policy i on low P -ie., (27,0,0,0) - is stochastically dominated
by the sample distributon of policy i on high -ie, (1, 12,0,0).

“For the Median Test, the test statistic is distributed as x%). The critical value, at the .01
significance level, is 6.64. The minimum realized value of the test statistic, across the six session
types, is 7.86. For the Kol Smirnov Two-Sample Test, the critical value of the test

statistic, at the .01 significance level, is 9.21. The minimum realized value of the test statistic,
across the six session types, is 9.96. For both tests, the minimum value occurs in the 1I-OS
Treatment 3 session.
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For each of the six session types, we observe the vector of reelection probabil-
ities (column four of Table 13). Given the empirical reelection probabilities, for
each level of candidate competency, we rank order the four policy outcomes in
terms of their average payoff for the incumbent candidate. Thereafter, for each
competency level, we compare the computed optimal policy choice with the ob-
served distribution of policy outcomes (columns two and three of Table 13). Our
results are presented in Table 14 of Appendix B.

In Table 14, “optimal policy choice” is a two-element vector, where the first
(second) element equals the policy outcome that yields the highest average payoff
when the incumbent candidate’s competency is low (high). “Modal policy choice”
is a two-element vector, where the first (second) element equals the modal policy
choice when the incumbent candidate’s competency is low (high). Consider, for
example, the FI-OS Treatment 1 session. Given the vector of reelection prob-
abilities ((0.14,1.0,.,.)) and the parameter configurations detailed in Table 10
(k=100 and W = 600) computations indicate that the policy outcome of 0(3)
maximizes the expected payoff to the incumbent candidate when her competency
is low (high).%” Columns two and three of Table 13 show that the modal policy

S P W S SN S

"Let 7(yr) be the empirical probability of reelection when policy outcome is y; € Y. For
an Ix-type i \ didate, the exp 4 payoff from yy is: (W x w(yr) =k x [yr)? + Ix).
The theoretically optimal policy for an Ix-type incumbent candidate is the y;-value yielding
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chosen by the incumbent candidate is also 0(3) when realized competency is low
(high).

In nine out of twelve cases (two competency levels X six session types), in-
cumbent candidates’ modal policy choice is the privately optimal one. For the
three anomalous cases, the modal policy choice of incumbent candidates turns
out to be the second best alternative. We have conclusive evidence that incum-
bent candidates’ policy choices are consistent with the maximization of private
utility.

Next, we evaluate the optimality of voters’ behavior. For each session type,
we pool the data and compute, for each policy level, the empirical conditional
probability that the incumbent candidate’s competency is high. We classify the
electorate’s aggregate behavior to be privately rational if, for each policy level,
the reelection probability is greater (less) than § when the empirical conditional
probability of high competency is greater (less) than 3. The results are presented
in Table 14.

In Table 14, “reelection probability” is a four-element vector identical to that

the highest expected payoff.

%Since rejection of the incumbent candidate results in the electorate’s payoff being a 50-50
gamble between R(Cy,) and R(Cy), a more stringent test of the electorate’s rationality would
require that the reelection probability be 1(0) when the conditional probability of I is greater
(less) than %. However, in experimental setups, subjects estimate the conditional probability of
Iy only as evid 1 Our proposed test is a bl i
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shown in column four of Table 13. “Conditional probability of I5” is a four-
element vector where the first, second, third, and fourth elements represent, re-
spectively, the empirical probability that the incumbent candidate’s competency
is high conditional on policy outcomes 0, 3,6 and 9. Consider the FI-OS Treat-
ment 1 session. The vector “conditional probability of I;” is computed as follows.
During the session, a policy outcome of 0 was observed 28 times and a policy out-
come of 3 was observed 12 times. Out of the 28 observations of policy outcome
0, incumbent candidates’ competency was high on 1 occasion; of the 12 obser-
vations of policy outcome 3, incumbent candidates’ competency was high on 12
occasions. Thus, corresponding to the policy outcome of 0, the conditional prob-
ability of high competency equals 5; for the policy outcome of 3, the conditional
probability of high competency equals % Since policy outcomes of 6 and 9 were
unobserved, the corresponding conditional probabilities were not computed.
Note that in the FI-OS Treatment 1 session the conditional probability of high
competency exceeds § when the observed policy outcome is 3 and is less than }
when the observed policy outcome is 0. The electorate’s aggregate behavior is
rational in this case: the reelection probability corresponding to policy outcome
of 3 exceeds % and the reelection probability corresponding to policy outcome of

0'is less than }. Columns four and five of Table 14 demonstrate that in twenty
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out of twenty-one cases, reelection probabilities and conditional probabilities of
high competency satisfy our condition. The electorate’s vote decision is consistent
with the maximization of private utility.

Conclusion 2 summarizes our findings regarding candidate and voter behavior.

Conclusion 2: For each of the six session types, the behavior of incumbent candi-

dates and voters is uniformly consistent with the maximization of private utility.

Recall from section 2.3.1 that the one-shot model generates a multitude of
equilibria. We now determine which of the equilibria in Table 11 is most consistent
with experimental observations.

For each of the six session types, we pool the data. An individual observation,
i, is viewed as a triple (y;, I;, e;) where: 1) y; € Y is the choice of policy outcome;
2) I; € {Ip,, Iy} is the realized competency of the incumbent candidate; and 3)
¢ € {0,1} is a binary choice variable that assumes the value 0 if the incumbent
candidate is rejected and 1 if she is reelected. A specific equilibrium predicts
the occurrence of certain kinds of experimental observations. For example, when
incumbent candidates separate such that {Y*(I.) = 0,Y*(Iy) = 3} (ie., the

equilibrium is (0,3,0,1) in the notation of Table 11) experimental observations
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are predicted to be either (0,1y,0) or (3,Ix,1). For each session type and each
possible equilibrium we compute the percentage of observations consistent with
its prediction. Table 15 in Appendix B presents the results.

In Table 15, each entry is a three-element vector (a, 3, 7). « depicts a partic-
ular equilibrium. 3 € {s,p} is a binary variable equal to s if the corresponding
equilibrium, «, involves separation and p if it involves pooling. 7 € [0, 100] denotes
the percentage of the observations consistent with the equilibrium predictions of
a‘GB

Table 15 reads as follows. For the FI-OS Treatment 1 session the equilibrium
with the best empirical fit is the separating equilibrium (0,3,0,1). In fact, 90%
of the observations for the session matched equilibrium predictions (i.e., were of
the form (0, 11,0) or (3,1, 1)). The second-best empirical fit is achieved by the
separating equilibrium (0, 6,0, 1); the pooling equilibrium (0,0) is the third-best
fit.

Table 15 provides additional support for the preponderance of signaling in the
data. Except for the II-OS Treatment 3 session, the best-fitting equilibrium model

involves signaling (column two). On comparing column five of Table 11 with col-

®Recall that if 5 = s, then « is a four-element vector, (Y*(I1),Y*(Ix),0,1). Alternatively,
if f=p, then a is a two-element vector (Y*(Ix), P(V*,Y*(Ix))).
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umn 2 of Table 15, a striking fact emerges. Except for the II-OS Treatment 3
session, the best-fitting signaling model is also the most efficient one. Experi-
mental elections are not simply informationally efficient. Informational efficiency
obtains at a minimum cost to the incumbent candidate.

Why does signaling cease in the II-OS Treatment 3 session? We conjecture
that two factors are at work. First, since the benefit of reelection is large, the
separating equilibrium set shrinks to a singleton and entails extreme separation;
that is, the policy choice of the incumbent candidate for low (high) competency
is 0(9). Second, since payoff information is unavailable to voters, observation of
policy outcome equal to 9 does not immediately establish that the incumbent
candidate’s competency is high. On the other hand, after observing a policy
outcome equal to 9, should the electorate choose the challenger, the incumbent
candidate incurs a substantial loss. In sum, in an incomplete information setting,
extreme and risky separation is difficult to induce. We summarize these results

in conclusion 3.

Conclusion 3: Except for the II-OS Treatment 3 session, the data is best explained

by the efficient separating equilibrium.
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By ranking the various equilibria by consistent observations, we have discarded
information present in unpredicted outcomes. Therefore, we suggest a simple
theory of errors and reanalyze the data using maximum likelihood procedures.”
For each session type, we pool the data and obtain a sample of size N where
observation 4 is a triple (y; I;, e;). Thereafter, for each of the equilibria in Table

11, we compute the probability of generating the observed sample {(y; I;, e,-)}l.'i

3
The computation of the probability requires estimation of two parameters, the
error rates of incumbent candidates and voters. Finally, Akaike’s Information
Criterion (see Amemiya 1985) enables us to rank order the various equilibria in
terms of the log of the computed probabilities.

For the sake of brevity, we only show how to compute the probability of gen-
erating the sample {(y,‘li,ei)}:i 1 when the putative separating equilibrium is as
follows: 1) Y*(I,) = 0; 2) Y*(Iy) = 3; 3) P(V*,0) = 1; and 4) P(V*,3) = 1.™
If some of the observed data violates the equilibrium predictions above, we en-
counter the zero probability problem. To avoid the problem, we assume that,
with probability e;(ez), the incumbent candidate (electorate) randomly selects

an outcome different from the equilibrium prediction.

TR N e Sl SN Y
™Qur estimation procedure is based on Harless and Camerer (1995) and Hey (1995).
"The probability computations for other equilibria are available upon request.
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Before proceeding, we introduce additional notation. Let m;(ys|Ix) denote the
probability that the incumbent candidate chooses policy outcome y; when her
competency is Ix. Let mg(y;) denote the probability that the electorate reelects
the incumbent candidate when the observed policy outcome is y;. A “noisy”
version of the putative separating equilibrium specifies the following conditional
probabilities: 1) m;(0|1L) = mr(3|Ix) = 1 — 3er; 2) my(yrllx) = er if (yr,Ix)
¢ {(0,11),(3,I)}; 3) mp(0) = ep; and 4) 7p(yr) = 1 —ep,yr # 0.7 It is
now immediate that the probability of generating the sample {(yi,Ii,e,-)},.'i L is
Y7y (il L) % 7 (w:)® x (1 — 7g(y:))~%. The probability is a function of two
unknown parameters, £ and €. However, £; and e can be estimated by standard
likelihood methods and the probability of generating the sample evaluated. The
results of ranking the various equilibria in terms of log likelihoods are detailed in
Table 16 of Appendix B.

For Table 16, consider the FI-OS Treatment 1 session.” The equilibrium with

sl o e o

"™Conditions 2 and 3 represent the random deviations from the putative “noiseless” equilib-
rium by, respectively, the i L didate and the el Conditions 1 and 4 represent,
respectively, the probability with which the incumbent candidate and the electorate implements
the predicted actions of the putative “noiseless” equilibrium. We have implicitly assumed that
the electorate’s voting rule has the monotonicity property (i.e., in the “noiseless” equilibrium,
P(V*,i) > P(V*, ;) if i > v;)-

" An entry in columns two, three, and four is a two-element vector (a, ). Using the notation
of Table 11, o depicts a particular equilibrium. § € {s,p} is a binary variable that is set equal
to s if the corresponding equilibrium, a, involves separation and is equal to p if the equilibrium
involves pooling. For the equilibrium with the best empirical fit, indicated in column two, 2 1is
the MLE point estimate for the incumbent’s error rate and g is the MLE point estimate for
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the best empirical fit (largest log likelihood value) is the separating equilibrium
(0,3,0,1). The second-best empirical fit is achieved by the separating equilibrium
(0,6,0,1); the third-best empirical fit is achieved by the pooling equilibrium (0, 1).
For the best-fitting equilibrium, the maximum likelihood point estimates of the
error rates for incumbent candidates and voters are, respectively, .04 and .14.
Conclusion 3, based on the crude counting of consistent outcomes, is robust to
the introduction of a simple error structure and maximum likelihood techniques.
Except for the II-OS Treatment 3 session, the efficient signaling equilibrium best
characterizes the data (see column 2 of Tables 15 and 16). The data from the II-
OS Treatment 3 session is difficult to characterize; the best-fitting pooling model,
(6,1), estimates substantial errors for incumbent candidates and voters. We sum-

marize these results in conclusion 4.

Conclusion 4: Except for the II-OS Treatment 3 session, maximum likelihood
estimation indicates that the data is best explained by a noisy version of the
efficient separating equilibrium.

the electorate’s error rate.
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2.5.2. Experimental Results for FI-RI and II-RI Sessions

The FI-RI and II-RI sessions consisted of three treatment conditions (see Table
10). For each treatment condition we conducted an average of eleven trials. Each
trial consisted of a single game with a variable number of election periods. Table
17 in Appendix B provides a summary of the data.

In Table 17, “Policy outcome, Ix” is a four-element vector. For each session
type and treatment condition, we pooled all cases for which the realized incum-
bent candidate competency is Ix. The first, second, third, and fourth elements
Tepresent, respectively, the number of instances that policy outcomes 0, 3,6 and 9
were chosen. “Reelection probability” is a four-element vector where the first, sec-
ond, third, and fourth elements represent, respectively, the empirical probability
of reelection conditional on policy outcomes 0,3,6 and 9.

Table 17 is read as follows. For the FI-RI Treatment 1 session, there were
209 observations and incumbent candidates’ realized competency was low on 105
occasions and high on 104 occasions. The vector “policy outcome I indicates
that for the 105 observations involving low competency, policy outcomes of 0, 3 and
6 were chosen, respectively, 100,4 and 1 times. The vector “policy outcome, I;”
indicates that for the 104 observations involving high competency, policy outcomes

of 0 and 3 were chosen, respectively, 6 and 98 times. The “reelection probability”
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vector indicates that policy outcomes of 0,3 and 6 resulted in reelection 14%,99%
and 100% of the time. Since the policy outcome of 9 was not observed, the
corresponding reelection probability was not computed.

Two conditions must be satisfied for each session type if signaling characterizes
the aggregate data of Table 17. First, the reelection probability must be (weakly)
monotonically increasing in policy outcome levels. Second, the distribution of
policy outcomes when incumbent candidates’ competency is high should stochas-
tically dominate in a first-order sense the distribution of policy outcomes when
incumbent candidates’ competency is low.

Consider, first, whether reelection probability is (weakly) monotonically in-
creasing in policy outcome levels. Observe that across the six session types, the
only minor violation of weak monotonicity occurs in the FI-RI Treatment 1 ses-
sion: the policy outcome of 3 produces a reelection probability of 0.99 while the
policy outcome of 6 results in a reelection probability of 0. This anomaly may be
dismissed since the policy outcome of 6 was observed only once.

To check whether the second condition for signaling applies, note the distri-
bution of policy outcomes chosen by incumbent candidates when realized com-
Petency is low (high) (columns two and three of Table 17). For each of the six

session types, application of the Median Test and Kolmogorov-Smirnov Two Sam-
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ple Test (see Conover 1980) rejects the null hypothesis of equality between the
two empirical distributions (.01 significance level).” Conclusion 5 summarizes

our results.”

Conclusion 5: For each of the six session types, aggregate data reveals separation

in both policy outcome and reelection probabilities.

Recall from section 3.3.2 that the repeated-interactions model generates a
multitude of equilibria. We now determine which of the equilibria in Table 12 is
most consistent with experimental observations.

For each of the six session types, we conducted several trials. For each trial,
we pooled the data and obtained a sample {(, Ii, e;)},’-il where (y;, I;, ;) denotes
the observation corresponding to the i’th election period.” Corresponding to each
possible equilibrium, detailed in columns two and four of Table 12, we computed

et S Sy S e A
™ As an example, for ‘the FI- 0S Treatment 1 session, we test whether the sample distribution
of policy on low -i.e., (100, 4, 1, 0) - is stochastically dominated
by the sample distributon of policy i on hngh -ie., (6, 98,0, 0).
"For the Median Test, the test statistic is distributed as Xlll The critical value at the .01
significance level, is 6.64. The minimum value of the test statistic, across the six session types, is
66.68. For the Kolmogorov-Smirnov Two Sample Test, the critical value, at the .01 significance
level, is 9.21. The minimum value of the test statistic, across the six session types, is 82.93. For
both tests, the minimum value occurs in the II-RI Treatment 3 session.
16RBC&U (i, I;, ;) is a three-element vector where: 1) y; €Y is the choice of policy outcome;
2) ki € {Ip, Iz} is the realized of the incumb didate; and 3) ¢; € {0,1} is a
binary variable that assumes the value 0(1) if the i b didate is rejected (reel ).
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the percentage of observations consistent with its predictions. Finally, each trial
was categorized according to the equilibrium with the best empirical fit.”” Table
18 in Appendix B presents the results.

Table 18 is read as follows. For the FI-RI Treatment 2 session, twelve trials

were conducted. A separating (pooling) equilibrium had the best empirical fit

in eleven (one) of the trials. The efficient separating equilibrium (0,3,0,1) best

| accounted for the data in six of the eleven trials with separation.

The results in Table 18 are similar to those for one-shot elections: except
in the II-RI Treatment 3 session, signaling explains a substantial portion of the
experimental data. Note that excluding the II-RI Treatment 3 session, we con-
ducted a total of fifty-three trials (column two of Table 18). Remarkably, data for
forty-eight of the trials (column three of Table 18) are characterized by signaling.

A distinction, however, emerges between one-shot and repeated-interactions
elections. In repeated-interactions elections, efficient separation is not guaranteed
to emerge. Consider, for example, the II-RI Treatment 2 session. While ten
of the eleven conducted trials produced separation, efficient separation — i.e.,
(0,3,0,1) — had maximal predictive power in only two of the trials. Excluding

the TI-RI Treatment 3 session, separation was observed in a total of forty-eight

TN S
""Detailed results for each trial are available on request.
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trials (column three of Table 18). Of these trials, efficient separation occurred
only twenty-seven times (column four of Table 18).7

Table 18 also indicates that information levels affect the probability of observ-
ing efficient separation. We consider, first, only trials involving separation (col-
umn three of Table 18). Thereafter, for each of the three treatment conditions,
we construct a two-element vector (ppr,prr), where prr(prr) denotes the proba-
bility that efficient separation emerges when the session involves full-information
(incomplete-information). From columns three and four of Table 18, for Treat-
ments 1, 2 and 3, the vectors are, respectively, (3, 15), (&, %) and (£,2).” Since
prr exceeds pyr for each treatment condition, efficient separation survives more
readily in complete information environments. Conclusions 6 and 7 summarize

the analysis of Table 18.

Conclusion 6: Except for the II-RI Treatment 3 session, a signaling model best

accounts for the data in almost all trials.

Sue ok e, o bn ke am it
8By contrast, in one-shot elections, efficient separation survived in each of the corresponding
five session types.

"The (prr,prr) vector corresponding to Treatment 1 is derived as follows. In the FI-RI
Treatment 1 session there were 9 trials with separation; efficient separation occurred in all 9 of
the trials. Hence, pp; = $. In the II-RI Treatment 1 session there were 10 trials with separation;
efficient separation occurred in 4 of the 10 trials. Hence, p;y = ;%.
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Conclusion 7: Efficient separation is more likely to emerge in complete rather than

incomplete information environments.

Before conducting the experiments, we believed that in repeated-interactions
environments, efficient separation would be trivial to induce. The data provides
a sharp contradiction. Why does efficient separation not occur more frequently?
Our conjecture is as follows. In repeated-interactions elections, the strategy spaces
for incumbent candidates and voters are “large.” As a result, no single equilibrium
(e.g. efficient signaling) emerges as a natural focal point.

A slight variation of the above argument may also explain why complete in-
formation environments are relatively conducive to the occurrence of efficient sep-
aration. When incumbent candidates’ payoffs are known to voters, it is possible
to evaluate the cost associated with each policy pair (Y*(I1),Y*(Ig)). Perhaps,
the computation of equilibrium cost enables the least costly signaling equilibrium

to emerge as a focal point.

2.5.3. Informational Efficiency in Experimental Elections

We conclude by comparing the informational efficiency of our experimental elec-

tions. Recall that informational efficiency obtains if and only if the incumbent
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candidate is reelected when her realized competency is high. For each session
type, we pooled the data and determined the proportion of cases for which elec-
toral outcomes are informationally efficient. The results are detailed in Table 19
of Appendix B.

As a baseline, note that an electoral equilibrium of complete pooling (separa-
tion) generates informational efficiency of 50% (100%). Except for the incomplete-
information Treatment 3 sessions, informational efficiency of our experimental
elections is substantial and reflects the preponderance of signaling in the aggre-
gate data.

Two surprising conclusions show up in Table 19. First, informational effi-
ciency averaged over one-shot sessions is 83.92% while informational efficiency
averaged over repeated-interactions sessions is an indistinguishable 82.78%.%° In-
formational efficiency does not depend on the frequency of interactions (one-shot
or repeated). Second, excluding Treatment 3, informational efficiency averaged
over full-information sessions is 86.21% while informational efficiency averaged
over incomplete-information sessions is an indistinguishable 86.23%.%! Informa-
tional efficiency does not depend on voter information. We therefore draw the

ey
8083.92 is the average of the following six numbers: 92.50, 80.00,90.00, 92.22,85.00, and 63.75.
82.78 is the average of the following six numbers: 87.56,84.76,81.98,79.35,88.44, and 74.69.
8186.21 is the average of the following four numbers: 92.50,80.00, 86.56, and 84.76. 86.23 is
the average of the following four numbers: 92.22,85.00,79.25, and 88.44.
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following conclusion.

Conclusion 8: Full information of payoff parameters or repeated interactions are
unnecessary for informational efficiency. Electoral accountability obtains even

when background conditions appear, a priori, to be unpromising.

2.6. Discussion

We derive a model of elections that incorporates informational asymmetries be-
tween elected public officials and voters and compute the set of rational expec-
tations equilibria. The baseline model is a one-shot election with one incumbent
candidate and an electorate of homogenous voters. We compute the set of rational
expectations equilibria. The presence of private candidate-specific information
leads to multiple equilibria. In the “pooling” case, the incumbent candidate’s
choice of policy does not depend upon her competency level. The consequent
lack of transmission of competency information leads to electoral outcomes that
are inefficient. By contrast, in the “separating” case, the incumbent candidate’s
choice of policy increases with her competency level. Since there is complete
transmission of competency information, electoral outcomes are efficient.

We conducted a series of lab experiments. A primary goal of the experimental
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work was to sort out the various factors influencing equilibrium selection. These
factors included: 1) the incumbent candidate’s private benefit of holding office;
2) the incumbent candidate’s private cost of implementing policy; 3) the amount
of information available to voters, and 4) the frequency of interactions (one-shot
versus repeated-interactions elections). These factors were adjusted individually
in order to isolate their respective influence on equilibrium selection.

In regards to experimental outcomes, the principal similarity between one-shot
and repeated-interactions sessions is the preponderance of signaling in the data.
Since candidate specific information is transmitted in a signaling equilibrium,
experimental elections are informationally efficient. While signaling explains most
of the outcomes for both one-shot, and repeated-interactions elections, there is one
distinction: in one-shot elections, efficient signaling is more likely to occur.

These findings aid in resolving the ambiguities raised in theoretical models
of elections with adverse selection that previously demonstrate the coexistence
of pooling and separating equilibria. Using experimental techniques, this chap-
ter establishes that signaling is likely to be observed in practice. Drawing broad
generalizations from our analysis would be a risky undertaking. While the exper-
iments themselves are extensive, the question of verisimilitude is a threat to the

validity of any experimental research. Our study, nonetheless, provides a useful
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look at voters capacity to overcome the adverse selection problem. Voters do have

the requisite ability to make the social contract function.

2.7. Formal Proofs of Propositions

This section presents formal proofs for propositions 1, 2, 3 and 4. Throughout,
the notation employed is that of section 2.3.

Proof of Proposition 1.— Suppose Y*(I1) = Y*(Iz) = y*. It follows from
definition 1 (see conditions (ii) and (iii)) that B*(y*) = = and V*(y*) is any
number in the unit interval [0,1]. To ensure that y* is indeed an equilibrium
outcome, we need to specify beliefs, B*(yr), and vote decisions, V*(y;), for out-
of-equilibrium policy outcomes — i.e., yr # y*. Without loss of generality, we
specify the “harshest punishments” for all contemplated deviations. Specifically,
we set B*(y;) = 0 and V*(yr) = 0 if y; # y*. (Note, for all y; € Ry, the
specified B* and V* functions satisfy conditions (i) and (iii) of definition 1) It
is also trivial to check that condition (i) of definition 1 is satisfied as well iff: y*
< %) x 1, x V"(y‘)]%A Finally, to obtain the entire set of y*-values that can
be supported as outcomes of pooling equilibria, set V*(y*) = 1. In sum, in the
one-shot electoral model, there is a continuum of pooling equilibrium outcomes.

In a specific pooling equilibrium, we have: 1) Y*(Iy) = Y*(Iz) = y* and 2) y*
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€ [0,[(%) x ]3],

Proof of Proposition 2.— Suppose Y*(Ir) # Y*(Ix). It follows from defi-
nition 1 (see conditions (i) and (iii)) that B*(Y*(I)) = V*(Y*(IL)) = 0 and
B*(Y*(Ig)) = V*(Y*(Ig)) = 1. To ensure that {Y*(I1),Y*(Ix)} is indeed an
equilibrium policy outcome pair, we need to specify beliefs, B*(yr), and vote deci-
sions, V*(y;), for out-of-equilibrium policy outcomes —i.e.,yr & {Y* (I),Y*(Im)}-
Without loss of generality, we specify the “harshest punishments” for all contem-
plated deviations. Specifically, weset B*(yr) = V*(yr) = 0for yr ¢ {Y*(In), Y*(In)}-
(Note, for all y; € R, the specified B* and V* functions satisfy conditions (ii)
and (iii) of definition 1.) It is also trivial to check that condition (i) of definition
s satisfied as well ift. 1) Y*(I) = 0 and 2) Y*(Ix) € [4] x I}, [¥] x Inl4].
In sum, in the one-shot electoral model, there is a continuum of separating equi-

librium outcomes. In a specific separating equilibrium, we have: 1) Y*(Ir) =0

and 2) Y*(Iy) € [[%] x L)%, (%] % In)H].

Proof of Proposition 3.— Suppose Y*(I1) = Y*(Iy) = y°. It is then immediate

that Q*(Iy) > Q*(I). Thus, condition (i) of definition 2 is satisfied iff: Q*(IL) >

0. Tt is also clear that Q*(Iy) is increasing in V*(y*). Hence, to obtain the

entire set of y*-values that can be supported as outcomes of stationary pooling

equilibria, set V*(y*) = 1. The corresponding Q* (I, 1) > 0 condition reduces to:
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¥ <Ax (%] x I}, where A = [Ig + [Ig — 6 x 7 x (Iy — I1)]]? In sum, in the
repeated-interactions electoral model, there is a continuum of stationary pooling
equilibrium outcomes. In a specific stationary pooling equilibrium, we have: 1)
V(L) =Y*(In) = y" and 2) y* € [0,A x [%¥] x L]H].
Proof of Proposition 4.— Suppose Y*(I;) # Y*(Iy). Given conditions (iii)
and (iv) of definition 3, we obtain: 1) Q*(Ip) = [k x Y*(I)?] + IL] + 6 x [(1 —

) X Q*(I) + ™ x Q*(Ig)] and 2) Q*(In) = [W — [k x Y*(Ig)?] + Ig] + 6 x
[(1=7) x Q*(I) +7 x Q*(Ix)]. The above two equations can be solved to obtain
expressions for Q*(I1) and Q*(Ig). It can then be shown that conditions (i)-(iv)
of definition 3 reduce to: A) [W —[[kx Y*(Ig)? +Ig]] > 0 and B) Q*(I1) > Max
{0,[W—[[kxY*(I;)?)+I]])}. In sum, in the repeated-interactions electoral model,
there is a continuum of stationary separating equilibrium outcomes. In a specific
stationary separating equilibrium: {Y*(Ir), Y*(I5)} must satisfy conditions A
and B. Finally, we observe that every separating equilibrium of the one-shot model
satisfies conditions A and B. Therefore, the set of separating equilibrium outcomes
for the repeated-interactions model strictly includes that corresponding to the

one-shot model.
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3. CHAPTER 3: RIGIDITY OF RULES IN ELECTORAL

SYSTEMS

3.1. Introduction

In a well-functioning representative democracy, it is commonplace to view public
policies as outcomes of a principal-agent game. Legislators, as agents of the elec-
torate, condition their behavior on some notion of the “common will.” Periodic
elections are the mechanism by which the electorate disciplines these legislators.
In sum, irrespective of the extent of divergence between the innate interests of
the public and elected officials, the threat of electoral defeat provides sufficient
incentive for the latter to comply with popular demands. Despite its elegance,
the principal-agent paradigm overlooks an important consideration. In a modern
state, legislators rarely implement public policy. Rather, the task of policy im-
plementation is delegated to administrative agencies. A question naturally arises:
what prevents unelected bureaucrats from engaging in bureaucratic drift — ie.,
flouting legislative intent?

The scholarly literature investigating bureaucratic drift makes two substan-
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tive contributions. First, the various types of bureaucratic drift are elucidated.
Calvert, McCubbins and Weingast (1989), Epstein and O’Halloran (1994, 1996),
Ferejohn and Shipan (1990) and Hill (1985), for example, assume that bureau-
crats have policy preferences distinct from that of legislators. Given discretion,
bureaucrats may override democratic values and implement public policies in ac-
cord with their own desires. Among others, Banks (1989), Banks and Weingast
(1992), Bendor, Taylor and Van Gaalen (1985), Miller and Moe (1983) and Niska-
nen (1971, 1975) posit that bureaucrats seek to maximize an agency’s budget.
Left unmonitored, bureaucrats provide their political overseers with inflated cost
estimates for projects assigned to them. Finally, Laffont and Tirole (1990, 1991),
Peltzman (1976), Posner (1974), Stigler (1971) and Tirole (1986) have pioneered
the economic approach to agency capture: bureaucrats entrusted with the task
of regulating an industry engage in graft and begin, instead, to champion the
industry’s concerns.

Given the possibility of bureaucratic drift, several authors have explored the
ways by which politicians can design the structure and procedures (i.e., rules and
regulations) of an agency so as to control bureaucrats. Arnold (1987) emphasizes
the myriad oversight techniques available to politicians: extensive hearings may

ruin bureaucratic careers; the annual appropriations process can reward (punish)
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compliant (deviant) agencies; and the original legislation authorizing a program
can be made suitably specific. McCubbins and Schwartz (1984) indicate how
legislators can institute procedures that enable individual citizens and interest
groups to examine an agency’s decisions and sound a ‘fire alarm’ when legislative

intent is violated. Finally, McCubbins, Noll and Weingast (1987, 1989) elaborate

on the arguments in McCubbins and Schwartz. Specifically, they demonstrate
that administrative procedures affect an ‘agency’s range of feasible actions’: the
constraints of due process imposed by the Administrative Procedures Act make
it relatively cheap for any interested party to gather information about agency
behavior; and the ease with which agency decisions can be challenged in court
determines the level of agency discretion.

As Horn and Shepsle (1989), Moe (1990a, 1990b), Moe and Wilson (1994) and
Shepsle (1992) rightly point out, the extensive preoccupation with the ramifica-
tions of bureaucratic drift has glossed over other factors affecting agency design.
In particular, the aforementioned papers suggest that an agency’s structure is also
fundamentally affected by the possibility of ‘coalitional drift.” The basic idea is as
follows: Consider an enacting coalition (of legislators and interest groups) engaged

in the task of setting up an agency. By making the agency’s structure sufficiently

permeable, the enacting coalition can exercise strict control over public policy in
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the present. Political power, however, is ephemeral. Thus, when the enacting
coalition loses authority, the deal struck at enactment is subjected to predation
by future political coalitions — a permeable agency structure serves only to facil-
itate agency capture. In sum, an enacting coalition must create an agency that
has ‘the capacity to survive and prosper in an uncertain political environment.” A
well-designed agency exhibits resilience to the ‘authority that its opponents might
gain.’

In contrast to extant theoretical models exploring the politics of agency de-
sign, this chapter simply assumes away bureaucratic drift — bureaucrats, without
exception, obey legislative intent. Instead, the principal goal of the chapter is to
isolate the design implications of coalitional drift. Specifically, we ask: in the
presence of legislative turnover — and, hence, coalitional drift — what sort of
agency does an enacting coalition construct?

Our theoretical setup is as follows. We examine a polity in a Westminster-
style parliamentary system with a unicameral legislature. There is an agency that
employs public funds to provide a service valued by citizens. Furthermore, there
are two political parties that assign different shadow prices to public funds — one
party is more fiscally conservative than the other. When a particular political

party is in power (i.e., controls the legislature), it establishes the budgetary rules
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for the agency.

What determines the nature of the budgetary rules that emerge in equilibrium?
Suppose that the political party currently in power writes flexible budgetary rules
that cede discretion to future legislative coalitions. Should the incumbent party be
removed from office, its replacement can subsequently exploit the granted flexib-

lity to implement any public policy it desires. In short, when political uncertainty

is substantial and the two political parties are ideologically separated, flexible
rules are risky structures. If the risk associated with flexible rules is deemed un-
acceptable, the incumbent party institutes rigid budgetary rules for the agency.
Rigid rules, by definition, are riskless structures: public policy implemented in the
future is determined in advance and is independent of the electoral fortunes of the
two political parties. However, rigid rules impose a cost as well — because public
policy cannot respond to changing circumstances, inefficient outcomes are fre-
quently generated. In sum, equilibrium budgetary rules reflect a tradeoff between
the riskiness of flexibility and the inefficiency of rigidity.**

T e R e e

®The idea behind our paper is similar to that developed independently in Epstein and
O'Halloran (1994, 1996). They construct a one-period model of an administrative state in
which Congress determines the amount of leeway granted to bureaucrats. Since the president
appoints agency heads, who in turn implement public policies, Congress places tighter (looser)
constraints on bureaucrats when ional and idential prefe diverge (converge).

Despite the underlying similarity between our paper and their, the formal structures are quite
distinct, Furthermore, our paper contrasts two distinct electoral arrangements: the parliamen-
tary system and the separation-of-powers system. Epstein and O’Halloran only consider the
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Our chapter also has a comparative perspective. Besides the aforementioned
parliamentary system, we analyze budgetary rules for polities in a separation-of-
powers system. Such polities consist of one agency and two political parties, with
differing preferences, that jointly oversee the agency. However, the legislature is
now presumed to be bicameral. Therefore, in periods of divided government, bud-
getary rules for the agency involve a compromise between the two political parties.
By contrast, in periods of unified government, the party in control unilaterally
determines the agency’s budgetary rules.

The comparative perspective yields an unexpected dividend. We directly com-
pare the two electoral systems (parliamentary and separation-of-powers) in terms
of the rigidity of the budgetary rules that emerge in equilibrium. Surprisingly,
for an enacting coalition, flexible budgetary rules are always riskier structures
in a separation-of-powers system than in a parliamentary system. Since an en-
acting coalition is presumed to maximize its own welfare, equilibrium budgetary
rules in a separation-of-powers system are uniformly more rigid than that in a
parliamentary system. In sum, the two electoral arrangements can theoretically
be rank-ordered in terms of rigidity (or flexibility). Our theoretical result has
an empirical counterpart. Moe (1990a) and Moe and Caldwell (1994) examine

separation-of-powers case.
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he structural design of regulatory agencies. The evidence they summarize spans
several countries (though, the United States and Britain are emphasized) and
principally concerns environmental regulation. Without exception, they discover
that agencies in a parliamentary system are less encumbered by rigid rules than
those in a separation-of-powers system.

The rest of the chapter is structured as follows. As a baseline case, in section
3.2 we consider a polity in which a single political party has jurisdiction over an
agency. The goal of this section is twofold: we 1) establish basic notation and 2)
demonstrate that, absent electoral uncertainty, the equilibrium budgetary rule for
the agency is both flexible and efficient. In section 3.3, we extend our analysis of
budgetary rules to polities in a separation-of-powers system. Budgetary rules in
a parliamentary system are examined in section 3.4. In section 3.5, we compare
the two electoral systems in terms of the rigidity (or flexibility) of the budgetary
rules that are generated. Section 3.6 concludes the chapter from a substantive
perspective. All theoretical proofs are relegated to section 3.7 while pertinent

diagrams are gathered in Appendix C.
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3.2. A One-Party State

As a baseline case, we construct a model of a one-party state. The model consists
of two players: an agency, denoted by A, that supplies a service valued by citizens
and a political party, denoted by P, that oversees the agency and undertakes
budgetary decisions. The interaction spans an infinite sequence of structurally
identical periods.

Each period, t € Z,, proceeds as follows. At the start of period ¢, Nature
makes a draw from the distribution of a random variable, 6. 6 is uniformly dis-
tributed on the interval [0,] and 6; denotes its period-t realization. Without
exception, agencies provide services (e.g., unemployment compensation) that are
subject to demand shocks of a transitory character. We interpret 6; to be the
period-t benefit obtained by citizens in aggregate for each dollar spent by the
agency.

Once the agency is apprised of the f;-value, it truthfully transmits the 6;-value
to its overseer, party P. Since the agency does not engage in information manip-
ulation, standard principal-agent problems are assumed away. Thus, delegation
of authority engenders no loss of control.

Given ,, party P fixes the size of the agency’s budget as follows. Party P can

raise a maximum of B dollars through taxation. However, distortionary taxation
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causes inefficiencies in the system: specifically, A € [0,8] is the deadweight loss
inflicted on citizens in order to levy one dollar for the party. The party behaves
benevolently and selects a budget level that maximizes citizens’ net surplus. Thus,

the budget, denoted by &(6;, \), solves the following program:

b(6:, \) € arg max {bx (6, — A)} (3.1)
b€[0,B)

Since the objective function in equation (3.1) is linear, the solution is immediate:

{0} if 6<A
b(6:,A) €4 [0,B] if 6= (3.2)
{B} if 6, >

The budget rule, b(. , .), has two properties. First, since b(6;,\) is weakly
increasing in 6;, the budget rule is flexible and responds to demand shocks. Second,
the budget rule is efficient; i.e., the budget size is at a maximum (minimum) when
benefits, 8, are greater (less) than costs, A. In sum, an agency in a one-party

state is an optimal organization.
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3.3. A Two-Party Separation-of-Powers System

In this section, we examine a stylized model that approximates a separation-of-
powers system. The section is divided into three parts. First, we provide a verbal
description of the model. We then formally define an equilibrium for the model.

Finally, we discuss the principal predictions that follow from the model’s solution.

3.3.1. Description of the Model

To emphasize the dispersion of political power in a separation-of-powers system,
we consider a polity with a bicameral legislature; the two chambers being labelled
C and P. There are two political parties, denoted P, and Pg, that stochastically
occupy the two chambers and jointly oversee an agency, denoted A.%

Like the model in section 3.2, the agency employs public funds to provide a
service valued by citizens. Raising public funds, however, induces welfare-reducing
distortions in the economy. The two political parties have different estimates
of the magnitude of these distortions: specifically, parties P, and Py assign,
respectively, a deadweight loss to society of A and Ag in order to levy one dollar
for the agency. Party Pg is (weakly) more fiscally conservative than party P;

gmmis e e ol T
1t is also reasonable to interpret chamber C(P) as Congress (Presidency). In fact, the labels
are chosen to encourage this association.
8Py, and Pp, are mnemonics for “left party” and “right party” respectively.
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hence, Ag > Ar > 0.%8°
The interaction between the two political parties spans an infinite sequence of

structurally identical periods. Each period, in turn, consists of three phases. In

phase one, the parties (or party) in power determine(s) the agency’s budget for
‘that period. In phase two, budgetary rules for the next period are written. In
‘phase three, elections in both chambers indicate whether incumbents are reelected.
A description of the three phases follows.
Phase One: Determining the agency’s budget

Each period, t € Z, begins with a particular configuration of political power.
We let Peyy and Ppy denote, respectively, the party controlling chambers C and
P in period .56 When Pg() and Pp(, are both party Py(Pg), we say that period
t exhibits “unified party Pp(Pg) control.” Instead, if Po() and Pp() represent
different parties, we say that period ¢ exhibits “divided government.”

In each period t, Nature makes a draw from the distribution of a random

variable, 8. 6 is uniformly distributed on the interval [0,8] and 8, denotes its
period-t realization. 6, is interpreted to be the period-t benefit obtained by citizens

n aggregate for each dollar spent by the agency.

e e T Lty e ook Da
%In an alternative interpretation, the two political parties have distinct constituencies. Ag
s larger than \;, because a dollar raised in taxes inflicts greater deadweight loss on party Pg’s
“onstituency than on party Pp’s constituency.
®Given our notation, C(¢) and P(t) are elements of the set {L, R}.
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Once the agency is apprised of the f;-value, it truthfully transmits the 6;-value
to its political overseers, parties Pg(;) and Pp(y. Given 6;, how is the agency’s
period-t budget determined? We now need to distinguish between two cases: the
“discretion regime” and the “no discretion regime.”

Discretion regime.— Case one considers the possibility wherein the parties
(or party) in power in period (¢ — 1) established budgetary rules that yielded
discretion to the future coalition. Under this “discretion regime,” the agency’s
period-t budget involves the following compromise between the two chambers,
C and P. The political parties (or party) in power in period t — i.e., Fog and
Pp(ty — can raise a maximum of B dollars through taxation. Given this exogenous
constraint on the availability of public funds, note that the “ideal” period-t budget

level according to party Py (Prey) is b0 Aow) (6% Ap(1)) where:

b8, \;) = arg max [bx (6, — )]s 5 € {C(t), P(D)} (3.3)

b€[0,B]
The realized period-t budget simply averages the desires of the two chambers.
Hence, it assumes the value: [(3) X (6(6: Ac@) + b(0t Ap))]-

Before proceeding further, we observe that the two chambers have conflicting

“divided government” (C(t) # P(t)

budget demands only when period ¢ exhibits

T .
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and demand shock 6, lies in the interval (Az, Ag). In this situation, one chamber,
controlled by party Py, seeks a budget of B while the other chamber, controlled
by party Pg, hopes to shut down the agency. The resulting compromise budget
is equal to g.

No discretion regime.— The parties (or party) in power in period (¢ — 1) may
not have written budgetary rules that ceded discretion to the period-¢ coalition.
Case two considers the situation wherein the period-(t — 1) enacting coalition
rigidly fixed the period-t agency budget at some level b € [0,B]. Under this “b
no discretion regime,” the parties in period ¢ have their hands tied. The demand
shock 6, is ignored and the period-t funding of b is implemented.

Phase Two: Writing budgetary rules

Once the agency’s period-t budget is determined, the budgetary regime for
period (t + 1) needs to be established. Who writes the rules? A separation-
of-powers system forces the two chambers to bargain over rules. We model this
bargain starkly: specifically, with probability a(l—a), the party controlling cham-
ber C(P) is invested with the rights to stipulate the budgetary regime for period
(t+1).

The party choosing the budgetary regime for period (t + 1) selects an element

implies implementation of the

from the set [0, B] U {“DR"} where: 1) b € [0,B]
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“b no discretion regime” in period (t + 1); and 2) “DR” implies implementation
of the “discretion regime” in period (t + 1).
Phase Three: Elections

After the budgetary regime for period (t + 1) is decided, elections are held in
both chambers of the legislature. We model elections crudely and posit that with
exogenous probability 7¢(7p), the party controlling chamber C(P) retains power
in period (¢ + 1). Without loss of generality, we let ¢ weakly exceed 7p (i.e.,
¢ > mp). We assume, furthermore, that incumbency in both chambers is strictly

advantageous. Thus:

1 i
o>z and 7p > 3 (34)

Following the two elections, period ¢ concludes. The sequence of events in period

(t+1) replicates that in period t.

As mentioned previously, our model has an infinite horizon. Both parties

discount, future payoffs at rate 6 € (0, 1) and have preferences that are separable

over time. In sum, the parties’ objective functions are as follows:

Wy = o368 x b x (0= M)} (35)
t=0
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Wa = Bo(3 8 o (0= W) (36)

where: b, is the agency’s budget in period ¢; 6, is the period-t demand shock for the
agency’s services; Fj is the expectation operator conditional on the information

available at time 0; and W (Wp) is the objective function of party Py(Pg).

3.3.2. Definition of a Markov Perfect Equilibrium

As detailed in section 3.3.1, the agency’s budget in generic period ¢ depends on
three factors: 1) the period-t demand shock, ¢ 2) the identity of the parties

(or party) controlling chambers C and P in period t (Pog) and Pp); and 3)

the budgetary regime currently in place (“discretion regime” or “b no discretion

regime”). While factors one and two are outcomes of an exogenously specified

stochastic process, factor three is determined endogenously — i.e., as part of the

model’s equilibrium. This section defines an equilibrium for the model.

Our model is a dynamic game, for which the solution concept typically em-

ployed is perfect equilibrium. Unfortunately, given the repeated interactions be-

tween the two political parties, folk theorem type results guarantee the existence

of a plethora of perfect equilibria. Most of the perfect equilibria, however, are

ng elaborate history-

implausible: they depend critically on each party implementi
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dependent punishment strategies that deter deviation from the putative equilib-
rium. For purposes of credibility, we therefore consider a suitable refinement of
perfect equilibrium: namely, Markov perfect equilibrium.®”

Defining a Markov perfect equilibrium is notationally cumbersome. For clarity,
we divide our exposition into three parts. First, we define the state space of the
model and present the transition function specifying how states evolve over time.
Second, we describe the strategies and value functions of the two political parties,
P and Pg. Third, we provide the necessary and sufficient conditions for strategies
to constitute a Markov perfect equilibrium.

State Space and Transition Function

Fix a generic period ¢ and consider the phase in which budgetary rules for
period (t + 1) are written (i.e., phase two). This phase is described by a three-
element vector — s = (sc,sp,a) — where: 1) s¢ equals s1(sr) when party
Py(Pg) controls chamber C; 2) sp equals s1,(sr) when party PL(Pr) controls
chamber P; and 3) a equals 0(1) when chamber C(P) has the authority to specify
the budgetary regime for the next period. S, the collection of the eight possible
states s, is the state space of the model.

87For an interpretation of Markov perfection, the reader is referred to Baron (1996), Fudenberg
and Tirole (1991) and Maskin and Tirole (1988, 1994).
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We let ¢ : S x S — [0,1] denote the transition function for the model; thus,
¢(s,s') is the probability that the state next period is s' € S when the current
state is s € S. The construction of ¢ is as follows. For s,s' € S, we first build
a three-element vector p(s, ') = (p1(s, ), p2(s, '), pa(s, s')) where: 1) pa(s, s') is
a binary variable that equals 0(1) if si; = s¢ (s¢ # s¢); 2) pa(s, ') is a binary
variable that equals 0(1) if sj = sp (s # sp); and 3) ps(s,s') = a'. In words, the
first (second) component of p(s, s') assumes the value of 1 only when movement
from state s to state s’ involves a different party controlling chamber C(P). The
third component of p(s,s') simply identifies the chamber writing the budgetary
rule in state s'. Note, now, that electoral outcomes in the two chambers and the
granting of rule writing authority are independent events. Therefore, we obtain

the following expression for ¢(s,s'):

plod) = (rE PO x (1 =m0} x {aft O x (1= )T}

X{a(l—m(a,a’)) x (1— a)ﬂ:(m')} (3.7)

Strategy Spaces and Value Functions

We let P be a mapping from S into {F%, Pr} where P(s) identifies the party
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writing the budgetary rules in state s € S. Generic strategies of the two parties
are represented by a mapping g : S — [0, B] U {“DR"} where g(s) specifies the
budgetary regime chosen by party P(s) in state s € S.

We let UL(s,r,0) (Ugr(s,r,0)) denote the period payoff received by party
Py(Pg) when: 1) the current state is s € S; 2) the current budgetary regime
is7 € [0,B] U{“DR”}; and 3) the current demand shock is 6 € [0, 9]. From the
model’s description in section 3.3.1, the following expressions for Ug(s,r,0) and

Un(s,r,6) can be derived:

Uj(s, “DR”,0) = b(s, “DR”,0) x (0—;); j€{L,R} (3.8)

Ui(s,r,0) =7 x (0= X;); J € {L,R}andr€ [0,B] (3.9)

In equation (3.8), b(s, “DR”, ) denotes the agency’s budget when: 1) the current

state is s € S; 2) the current regime is the “discretion regime;” and 3) the current

demand shock is 6.8 Since (6 — );) is the per dollar net benefit to party Pj, the

total period payoff is the product of b(s, “DR,”6) and (¢ — ;). Consider now

P oGes s € ((5050:0) (52,55, D)):
Pg control” (ie., s €
bits “divided government”
b(6, Ar) + b(8, Ar))]-

8When state s exhibits “unified party Pp_control”
b(s, “DR”,8) = b(0,\;). When state s exhibits “unified party
(57, 52, 0), (7, 57, 1)), b(s, “DR",6) = b(6, Ar). When state s exh

(i 5 € {(s1,57,0), (sr, 51, 0)la € {0, 1}}), b(s, “DR",0) = [(3) % (
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equation (3.9). Under the “b no discretion regime,” the agency’s budget is fixed
at b. Once again, the total period payoff to party P; is the product of the current
agency budget, b, and the current per dollar net benefit, (6 — ;).

Given generic strategies g, Vi(s) (Vr(s)) denotes the expected present dis-
counted sum of period payoffs for party Py(Pg) over the infinite horizon when:
1) the current state is s € S; and 2) the agency’s services for the current period
have already been paid for and consumed. By a standard recursion argument, the

following two equations can be established:

Vi(s) =6x 3 o(s,8) x {Va(s) + /05 Uw(s',9(s),0) x %dﬁ} (3.10)

s'eS

Va(s) =6 x 3 (s,8') x {Val(s) + /fUn(s’,g(s)J?) x %dﬁ} (3.11)

s'eS

Consider equation (3.10). In state s € S, party P(s) selects budgetary regime

i i o o
9(s). Thereafter, with probability ¢(s, ') the state next period is s’ € S. In state

o, party Pys expected period payoff is UQ? UL(s,9(s),0) x 4d6) while, over the
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remainder of the game, its expected discounted sum of period payoffs is Vi (s').
Thus, at state s, the total expected payoff for party Py, is [foﬁ UL(s',g(s),0)x %d9+
Vi(s")]. Equation (3.10) indicates that from an ex ante perspective, conditional
on starting at s € S, Vi (s) is simply: Sycs¢(s,s’) x 8 x {total expected payoff
for party P starting at s'}. Identical interpretation applies for equation (3.11).
Conditions for Markov Perfect Equilibrium

We divide the state space S into two disjoint subsets: specifically, we let
S1(Sr) denote the set of states in which party Py, (Pr) writes the budgetary rules
for the next period.®® For s € S;(Sg), Vi(s,a) (Vr(s,a)) denotes the expected
present discounted sum of period payoffs for party Py (Pg) over the infinite horizon
when: 1) the current state is s € S;,(Sg); 2) the agency’s services for the current
period have already been paid for and consumed; 3) party Pp’s (Pg’s) choice of
budgetary regime for next period is a € [0, B] U{“DR"} (not necessarily g(s));
and 4) that henceforth both parties play according to g. Following the logic of

equations (3.10) and (3.11), the next two equations can be derived:

Vils,0) = 6% 3 (s, ) x {Vi(#)) + /0" U (s a,0) x %d&}; ses, (312)

s'eS

®Hence, Sy, = {s|P(s) = Py} and Sg = {s|P(s) = Pr}.
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Va(s,0) = 5% 3 (s, ) x {Va(s) + /:UL(S',G,a) x %d&}; seSr (313)

s'es

e now provide the necessary and sufficient conditions for g to be a Markov
rfect equilibrium. Using the unimprovability criterion of dynamic program-
ing (see Bellman (1957)), g is a Markov perfect equilibrium if and only if one
ot deviations by parties Pr, and Py are unprofitable. Hence, the following two

nditions ensure the optimality of g:

Vi(s) > Vi(s,a); Vs € Sy and Va € [0, BJU {“DR"} (3.14)

Vi(s) > Va(s,a); Vs € S and Va € [0, B] U {“DR"} (3.15)

.3.3. The Model’s Solution and Implications

he construction of the Markov perfect equilibrium for the separation-of-powers
/stem is detailed in section 3.7. In this section, we present the main features of
1€ solution, provide certain intuitions, and emphasize the principal implications.

A polity, in our model, is characterized by a four-tuple (AL, Ag,mc,mp). A
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paration-of-powers system is defined to be the set of admissible polities —
e., {(A, Ar, Mo, mp)| N € [0,8),m; € (3,1],Ar > Ay and mg > mp}. With e
nd 7p held fixed, the cross-section of admissible polities becomes the A-space,
(AL, Ar)|Xi € [0,0) and Ag > Ar}. In Figure 1 of Appendix C, triangle XYZ
epicts this \-space.

It turns out that the Markov perfect equilibrium of the model allows us to
lentify two qualitatively distinct regions of the A-space: 1) A polity lying in
gion Rpp (see Figure 1) exhibits rigid budgets. In such a polity, for each state
€ S, when party P(s) selects next period’s budgetary regime it refuses to yield
iscretion. Instead, the budget is some fixed element of the set [0, B]. 2) A polity
/ing in region Rpr (see Figure 1) exhibits flexible budgets. In such a polity, for
ach state s € S, when party P(s) selects next period’s budgetary regime it yields
iscretion (“DR”). The precise locations of regions Rpp and Rpp are detailed in

esult 1,90

esult 1: For a separation-of-powers system, fix the reelection parameters, (g,
), and consider the A-space, {(Ar, Ar)|Ai € [0,0] and Ag > Ap}. Then:

TSN e S P Jos PR A

9Note that there are polities in the A-space that do not belong in either Rpg or Rpr. These
olities exhibit hybrid behavior: for certain states, the party setting next period’s budget yields
iscretion; for other states, the party setting next period’s budget induces rigidity. In the interest
f brevity, we do not consider such polities.
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Ror={(\, Ae)An 2 (B) x Ay and g > (c55) + (755) x A}
where: j' = /(1 - ¢ - TE)
Rpr = {0, Am)Ar < (B£) x Mg and Ar < (255) + (5257) x Ac}

where: j" = /(3 + %2 — %)

Toof: See section 3.7.

Figure 1 illustrates an important observation: the separation-of-powers system
enerates multiple behavioral patterns; the budgetary regime of a specific polity
epends on its location in the A-space.

Result 1 enables us to derive predictions about the relationship between bud-
et flexibility (or rigidity) and the level of polarization. Specifically, we hold fixed
he reelection parameters, (7, 7p), and consider the corresponding cross-section
f admissible polities (i.e., the A-space). Associated with a generic polity (AL, AR)
 its defined polarization level, 9(Ar, Ar) = Ag — Ar. In the A-space, the isopo-
rization curves are the level sets of 1. In Figure 1, the isopolarization curves
re straight lines parallel to the diagonal XY; the polarization level increases as
he isopolarization curves move farther away from the diagonal. Consider, now,
Wo isopolarization curves, the A-line and the B-line." Polities located on line A

SUPEININE S0~ S senh e W 1
91The A-line refers to the line through points A; and A4. The B-line refers to the line through
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possess a higher polarization level than those located on line B. Observe that a
randomly sampled polity from line A(B) exhibits budget flexibility with probabil-
ity equal to O((length of line segment B, Bj3) + (length of line segment B, By)).*?

Conclusion 1.1 generalizes the foregoing discussion.

Conclusion 1.1: In a separation-of-powers system, as the level of polarization in-

creases, the probability of observing budget rigidity (flexibility) increases (de-

creases).

Result 1 also predicts how the regions of budget rigidity (Rpr) and budget
flexibility (Rpr) change as the reelection rates, (¢, mp), are varied. Holding fixed
7c and the A-space, two changes occur as 7p is increased: 1) Line 1(2) rotates
counter-clockwise (clockwise) about the point X(Y) (see Figure 1). Hence, region
Rpp shrinks.” 2) Furthermore, line 3(4) rotates counter-clockwise (clockwise)
about the point X(Y) (see Figure 1).% Hence, region Rpp expands. Conclusion

points By and Bj.

“Line segment ByBj refers to the line segment with endpoints By and Bs. Line segment
B By refers to the line segment with endpoints By and By (see Figure 1). y

%The equation of line 1 is: Ag = (Lj,i) % Ar. The equation of line 2 is: Ag = (#)4.(7%) x
AL. To determine the rotation of the two lines, note that the derivative of j* with respect to
4 P
is negative.

*'The equation of line 3 is: Ap = (14/~) x Az. The equation of line 4 is: A = (157) +
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1.2 sums up the comparative statics of budgetary regimes with respect to mp.

Conclusion 1.2: In a separation-of-powers system, as the rate of reelection in cham-

ber P, 7p, is increased, budget rigidity is unambiguously reduced.

The effect on budget rigidity of raising m¢ is, however, ambiguous. Holding
fixed 7p and the A-space, two changes occur as 7g is increased: 1) Line 1(2) ro-
tates counter-clockwise (clockwise) about the point X(Y) (see Figure 1).% Hence,
region Rpp shrinks. 2) However, line 3(4) rotates clockwise (counter-clockwise)
about the point X(Y) (see Figure 1).% Hence, region Rpr shrinks as well. Con-
clusion 1.3 summarizes the above discussion.

Conclusion 1.3: In a separation-of-powers system, as the rate of reelection in cham-

ber C, 7¢, is increased, the impact on budget rigidity is ambiguous; the regions
of budget rigidity (Rpr) and budget flexibility (Rpr) shrink.

(T"“N) % Az. To determine the rotation of the two lines, note that the derivative of j with
+i

l‘esgpect to mp is negative.
®Given the equations of lines 1 and 2, t
of gj' with respect to ¢ is negative.
SGiven the equations of lines 3 and 4, t!
of j” with respect to ¢ is positive.

he rotation is determined by noting that the derivative

he rotation is determined by noting that the derivative
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‘We now provide the intuition behind conclusions 1.1 - 1.3 and the mechanics
of the model’s solution. The construction of a Markov perfect equilibrium (see
equations (3.10) - (3.15)) demands that at each node s € S, the budgetary regime
selected by party P(s) maximizes its expected next period payoff. Hence, even in
an infinite-horizon setup, optimality of party P(s)’s action is determined in terms
of rewards in the immediate future.

To fix ideas, consider a polity in which Ay, is less than :g while Ag exceeds 2.97
Suppose, furthermore, that in generic period ¢, the polity is in state s € Sr—
i.e., party Py, sets the budgetary regime for period (£ + 1).% In an ideal world for
party Py, the period-(t + 1) budget follows the rule, b(fi41,Ar); specifically, the
budget is set at B(0) when the period-(t+1) demand shock, 0,11, exceeds (is less
than) A,. Given the structure of the model, however, party Py, cannot enforce
the b(8,41, Az)-rule. Recall that party Pp has only two budgetary options: 1) By
selecting “DR”, party P, can cede discretion to the coalition in power in period

(t+1). 2) Alternatively, party Py, can rigidly fix the period (£+ 1) budget at some

level between 0 and B.

il

9"The intuitions do not depend on the locations of Az and Ag relative to 5. We only require

that A\p weakly exceeds Az.

%The intuitions are unchanged if, instead, we consider state s € Sg.
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Consider, now, what happens when party P, opts to give discretion. With
some probability, denoted po(s), the polity in period (¢ + 1) exhibits “unified
party Pr government.”® Since party Pr now has the right to set the agency’s
period-(¢+1) budget, it therefore follows the individually rational b(641, Ag)-rule;
the budget is set at B(0) when 6, exceeds (is less than) Ag. The behavior of

party Pg differs from the ideal of party Pp: specifically, when 6,11 € (AL, Ag),

party Pg shuts down the agency while party Py, prefers that the budget be B.
This incongruence in behavior inflicts on party P, an expected welfare equal to:
[pa(s) x B x [{2(0 — Ap) x 1d6].1%

Furthermore, with some probability, denoted ps(s), the polity in period (t+1)
exhibits “divided government.”*! Given discretion, the agency’s budget satisfies
the [(3) X (b(441, Ar)+ b(Be41, Ar))]-rule; the compromise budget is set at: 1) B if
0141 exceeds \g; 2) g if 6,41 € (A, AR); and 3) 0 if 6,41 is less than Az Once again,
the above decision rule is suboptimal for party P in the region 6,4 € (Ag, Ag):
specifically, party P, desires a budget of B but obtains only half that amount.
This incongruence in behavior inflicts on party P, an expected welfare loss equal
to: [p3(s) x % X JRR(0 — Ap) x 3d6).1

S P A i SRy
9The reader should note that pa(s) varies across the states in Sy
100The expected welfare loss is relative to the first-best payoff of party Py,.
191The reader should note that ps(s) varies across the states in Sg.
102The expected welfare loss is relative to the first-best payoff of party Py,

N
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The discussion in the above two paragraphs makes the following argument —
when party P, chooses to give discretion, it encounters two sources of welfare loss:
1) that under “unified party Pg government” and 2) that under “divided govern-
ment.” The total expected welfare loss, denoted AWg(“DR”,s), combines losses

from both sources. Hence, AWs(“DR”, s) is given by the following expression:

AWs(“DR?,s) = [pa(s) + ”355)] <Bx [ i"(o i) X 5l €5y (3.16)

AWg(“DR”, 5), is partially depicted in Figure 2 of Appendix C. Note that AWg(
“DR”,s) is proportional to the product of two terms: 1) the “total probability
factor,” [py(s) + 312(51]; and 2) the “total preference factor,” f;\L"(B ~ \p)df, equal
to the area of triangle ABC.'%*

Two observations regarding AWs(“DR”,s) turn out to be crucial. First, for
a generic polity, (A, Ag), the “total preference factor” (area of triangle ABC
in Figure 2) is increasing in the level of its polarization, P(AL,AR) = A — AL.
In sum, AWg(“DR”, s) is an increasing function of a polity’s polarization level.

Second, the “total probability factor” ([pa(s) + L’%‘-’-l]) varies across states s € Sy

193The constant of proportionality is %,

e
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When party Pj, controls both chambers — the polity is under “unified party
Py, control” — the advantages of incumbency make the total probability factor
relatively small in value. Therefore, AWg(“DR”,s) is of smallest magnitude
when s € {(sz,sz,0),(sz,sz,1)}. On the other hand, the status of party P is
most precarious when the polity is currently under “divided government” and

it, furthermore, controls the chamber for which incumbency is less advantageous

(i.e., chamber P). Hence, the total probability factor and AWg(“DR”, s) assume
their largest value when s = (sg, sr, 1).

We have exhaustively discussed the consequences for party Py, when in state
$ € Sy, it yields discretion. However, party P, has another option: it can set the
budget, for the next period (period (t + 1)) at some level between 0 and B. By
assumption, we have fixed A, to be less than g. Hence, on average, the agency’s
services in period (¢ + 1) are worth more than party Pp’s estimate of the cost.
The optimal rigid budget therefore involves precommitting all available funds, B.

The fixed budget of B leads to an expected welfare loss for party Pp: specif-
ically, when the demand shock for period (t + 1), 841, is less than Ar, party Py,
prefers ex post, to shut down the agency but is instead committed to a funding level

of B. The welfare loss from rigid budgets, denoted AWs(B, s), is as follows:14

1%4The welfare loss AWs(B, s) is relative to the first-best payoff of party Py.

e L
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=g sty AL
AWs(B,s) =[Bx [ (0~ 0) x %dﬁ]; ses (3.17)

Observe that welfare loss AWs(B, s) is proportional to the area of triangle OAD
in Figure 2.105

In sum, party P, has essentially two budgetary options in state s € S;: “DR”

and B. Relative to the first-best, AWg(“DR,”s) (AWs(B, s)) measures the ex-
pected welfare loss to party P, when it chooses discretion (a fixed budget of B).
Therefore, the optimal strategy for party P is to simply select the budgetary
option with the smaller welfare loss. Given this intuition, we now provide expla-
nations for conclusions 1.1 - 1.3.

Consider, first, conclusion 1.1. As a polity becomes more polarized, (Ag —
AL) increases. Figure 2 indicates that the area of triangle ABC (and, hence,
AWs(“DR”, s)) increases as well. On the other hand, the area of triangle OAD
(and, hence, AWs(B, s)) does not depend on (Ag — A). Thus, as the level of
polarization rises, there is an enhanced incentive for party Py to induce rigid
rules. In sum, polarization level and budget flexibility (rigidity) are negatively

(positively) correlated. %

105The constant of proportionality is ?
1%For ease of exposition, we only consider the behavior of party Py, (i.e., s € Sy). Identical

R
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Consider, now, how the region of budget rigidity, Rpg, varies with the reelec-
tion rates, (m¢, mp). From party Pp’s perspective, Rpp is the subset of the A-space
in which, for all states s € S, AWg(“DR”, s) weakly exceeds AWs(B, s).1%7 Re-
call that AWg(“DR”, s) varies across states in Sy, and attains its minimum value
when the polity exhibits “unified party Py, control” — i.e., s € {(sg,sr,0), (s,
s1,1)}.1% On the other hand, AWs(B, s) does not vary across states in Sy.1%
Given the foregoing observations, region Rpg can be characterized simply as fol-
lows: it is the subset of the A-space in which party Py, prefers to set a rigid budget
even though it currently controls both chambers of power, C and P. Suppose, now,
that the incumbency advantage is exogenously increased; i.e., mc or 7p is raised.
Since party Py, controls both chambers, such a change enhances its current status
and makes it less likely that there is “divided government” or “unified party Py
control” next period. Consequently, ceding discretion becomes less costly and
AWs(“DR”, s) decreases in magnitude.'® In sum, when m¢ or 7p is raised, there

T DL
arguments apply for party Pg (i.e., s € Sg) as well.

197For ease of exposition, we only consider the perspective of party Py. With two political
parties to consider, Rpp is the subset of the A-space in which: 1) AWs(“DR”, s) weakly exceeds
AW (B, s) for all s € Sp; and 2) AWs(“DR”, s) weakly exceeds AW(0, s) for all s € Sg.

1%Note that AWg(“DR”, s) is proportional to the product of two terms: “total preference
factor” and “total probability factor.” While “total preference factor” does not vary across
states in Sz, we have argued that “total probability factor” attains its minimum value when
’IE {(s1,5L,0), (51,52, 1)}

OSAVXS(B, s) is independent of electoral factors and, hence, does not vary across states s € Sy,
AW;(B, s) is proportional to the area of triangle OAD in Figure 2.

MOFor 5 € {(sz,5L,0),(sL,5L,1)}, we can show that (p2(s) + "12(51) is equal to (1 - Z¢ — Z£).
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is less incentive for party Pp, to induce budget rigidity; i.e., region Rpg shrinks in
size.

Consider, now, how the region of budget flexibility, R, varies with the reelec-
tion rates, (m¢, 7p). From party Pp’s perspective, Rpr is the subset of the A-space
in which, for all states s € Sy, AWs(B, s) weakly exceeds AWs(“DR”, s).!!! Re-
call that AWs(“DR?, s) varies across states in Sy, and attains its maximum value
when s = (sg, sz, 1) — i.e., the polity exhibits “divided government” with cham-
bers C and P controlled, respectively, by parties Pg and P;.'? On the other
hand, note that AWs(B, s) does not vary across states in Sy. Given the foregoing
observations, region Rpp can be characterized simply as follows: it is the subset
of the A-space in which party P, prefers to give discretion even though it currently
controls only the weakest institution of power (chamber P).

Suppose, now, that the incumbency advantage of chamber P (i.e., 7p) is ex-

ogenously increased. Since, in state s = (sg, L, 1), party P controls chamber P,

Thus, the partial derivatives of (pa(s) + 95—2@) with respect to 7 and 7p are negative. Since
the “total probability factor” is a decreasing function of m¢ and 7p, so too is AWs(“DR”,s).

!For ease of exposition, we only consider the perspective of party Pr. With two political
parties to consider, Rpy is the subset of the A-space in which: 1) AWs(B,s) weakly exceeds
AWs(“DR”, s) for all s € Sg; and 2) AWs(0, s) weakly exceeds AWs(“DR”,s) for all s € Sp.

"2Note that AWgs(“DR?, s) is proportional to the product of two terms: “total preference
factor” and “total probability factor.” While “total preference factor” does not vary across
states in Sp, we have argued that “total probability factor” attains its maximum value when
5= (sr,51,1).
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an increase in 7p enhances its current status: specifically, the “total probability
factor,” (pa(s)+ &2(51), associated with AWg(“DR”, s) decreases.!'® Consequently,

because AWs(“DR”, s) is of smaller value, ceding discretion becomes less costly

for party Pp. In sum, when 7p is raised, there is less incentive for party P, to
induce budget rigidity; i.e., region Rpp expands in size.

By contrast, an increase in the reelection rate of chamber C (i.e., 7¢) weakens
the status of party P, by making it more likely that party Pg, currently control-
ling chamber C, will retain power next period. Therefore, the “total probability
factor” and AWs(“DR”,s) increase in magnitude. Since ceding discretion be-
comes more costly, there is more incentive for party Py, to induce budget rigidity;
ie., region Rpp shrinks in size.

Our discussion of the comparative statics of regions Rpr and Rgp with respect
to reelection rates, (¢, wp), provides an explanation for conclusions 1.2 and 1.3.
The two conclusions highlight an interesting asymmetry: An increase in 7p shrinks
region Rpp and expands region Rpp, thereby reducing the total rigidity in the
A-space. By contrast, an increase in mo has an ambiguous impact on the total
rigidity in the A-space; both the regions Rpg and Rpp shrink in size.

o ST N e P v )
3For 5 = (sp,sz,1), we can show that (pa(s) + 242) is equal to (4 + Z¢ — Z£). Thus, the
partial derivative of (pa(s) + &2@) with respect to 7p(7c) is negative (positive).
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3.4. A Two-Party Parliamentary System

In this section, we examine a stylized model that approximates a Westminster-
style parliamentary system. The section is divided into three parts. First, we
provide a verbal description of the model. We then formally define an equilibrium
for the model. Finally, we discuss the principal predictions that follow from the

model’s solution.

3.4.1. Description of the Model

To emphasize the concentration of political power in a parliamentary system, we
consider a polity with a unicameral legislature. There are two political parties,
denoted Py, and P, and an agency, denoted A.

As before, the agency employs public funds to provide a service valued by
citizens. Raising public funds, however, induces welfare-reducing distortions in the
economy. The two political parties have different estimates of the magnitude of
these distortions: specifically, parties P, and Pp assign, respectively, a deadweight
loss to society of Az, and Ag in order to levy one dollar for the agency. Party Py
is (wea.kly) more fiscally conservative than party Pp; hence, Ag > Ay, > 0.

The interaction between the two political parties spans an infinite sequence of

structurally identical periods. Each period, in turn, consists of three phases. In
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phase one, the party in power (i.e., the party controlling the unicameral legisla-

ture) determines the agency’s budget for that period. In phase two, budgetary

rules for the next period are written. In phase three, an election indicates whether
the incumbent party is reelected. A description of the three phases follows
Phase One: Determining the agency’s budget

Each period, t € Z,, begins with one of the two political parties, P, or Pg,
controlling the unicameral legislature. The party in power in period ¢ is denoted
P (y."'* When Pyy(y) equals PL(Pr), we say that period ¢ exhibits “party Pr(Pg)
control.”

In each period ¢, Nature makes a draw from the distribution of a random
variable, §. 6 is uniformly distributed on the interval [0, (7] and 6; denotes its
period-t realization. 6, is interpreted to be the period-t benefit obtained by citizens
in aggregate for each dollar spent by the agency.

Once the agency is apprised of the 6;-value, it truthfully transmits the 6;-value
to its political overseer, party Py (). Given 6, how is the agency’s period-t budget
determined? We now need to distinguish between two cases: the “discretion
regime” and the “no discretion regime.”

Discretion regime.— Case one considers the possibility wherein the party in

fases . s 2 - S aeocic
!4 Given our notation, W (t) is an element of the set {L, R}.
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power in period (¢t — 1) (i.e., party Pyg-_1)) established budgetary rules that
ceded discretion to party Py ;. Under this “discretion regime,” party Py, can
unilaterally raise a maximum of B dollars through taxation. Subject to this
exogenous constraint on the availability of public funds, party Pu() selects a
period-t budget level that maximizes its version of citizens’ net surplus. In sum,

the period-t budget level equals b(6;, Aw(s)) Where:

b(6y, Aw() = arg max [bx (8 — Awey)] (3.18)
b€[0,B)

No discretion regime.— The party in power in period (¢ — 1) may not have
written budgetary rules that ceded discretion to party Py . Case two considers
the situation wherein party Py (-1 rigidly fixed the period-t agency budget at
some level b € [0, B]. Under this “b no discretion regime,” party P is ren-
dered powerless. The demand shock 6, is ignored and the period-t funding of b is
implemented.

Phase Two: Writing budgetary rules

Once the agency’s period-t budget is determined, the budgetary regime for

period (¢ + 1) needs to be established. Who writes the rules? In a Westminster-

style parliamentary system, the party in power —t0a first approximation — is all-
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powerful. We assume, therefore, that it is invested with the rights to unilaterally
stipulate the budgetary regime for period (¢ +1).

Party Py, determines the budgetary regime for period (¢ + 1) by selecting
an element from the set [0, B] U {“DR"} where: 1) b € [0, B] implies implemen-
tation of the “b no discretion regime” in period (t 4 1); and 2) “DR” implies
implementation of the “discretion regime” in period (¢ 4 1).

Phase Three: Election

Once the budgetary regime for period (t + 1) is decided, an election takes
place. We model electoral outcomes crudely and posit that with exogenous prob-
ability 7y, the incumbent party retains control in period (t + 1). Incumbency,
furthermore, is assumed to be strictly advantageous; thus: mw > %

Following the election, period ¢ concludes. The sequence of events in period
(t + 1) replicates that in period ¢. As mentioned previously, our model has an

infinite horizon. Both parties discount future payoffs at rate § € (0,1) and have

preferences that are separable over time. In sum, the parties’ objective functions

are as follows:

Wy = Eo{i 8 x [bl X (9L = )\L)]} (3'19)
t=0







151

Wi = Bo{36 x [br x (6~ M)} (3:20)

=0
where: b, is the agency’s budget in period ¢; 6, is the period-t demand shock for the
agency’s services; Ey is the expectation operator conditional on the information

available at time 0; and Wy(Wkg) is the objective function of party Pr(Pg).

3.4.2. Definition of a Markov Perfect Equilibrium

As detailed in section 3.4.1, the agency’s budget in generic period ¢ depends
on three factors: 1) the period-t demand shock, 6,; 2) the identity of the party
controlling the legislature in period ¢ (Pyw(x)); and 3) the budgetary regime in place
in period ¢ (“discretion regime” or “b no discretion regime”). While factors one
and two are outcomes of an exogenously specified stochastic process, factor three
is determined endogenously — i.e., as part of the model’s equilibrium.

The motivation for defining equilibrium in terms of Markov perfection is given

in section 3.3.2 and need not be reprised here. Our exposition of the conditions

for Markov perfect equilibrium is given in two parts. First, we specify the state
space of the model and the strategy spaces and value functions of the two political

parties, P, and Pg. We then provide the necessary and sufficient conditions for

strategies to constitute a Markov perfect equilibrium.
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State Space, Strategies and Value Functions

Fix a generic period t. We say that the polity, in period ¢, is in state §1(3g)
if party P(Pg) is in power. We define S, the collection of possible states, to be
the state space of the model; thus, § = {31, 3x}.

Generic strategies of the two parties are represented by a mapping g : § —
[0,B]U {“DR”}, where g(3.) (g(3r)) specifies the budgetary regime chosen by
party Py(Pg) in state 3;,(3g). UL(3,7,60) (Ur(3,r,0)) denotes the period payoff
received by party Pr(Pgr) when: 1) the current state is § € S; 2) the current
budgetary regime is r € [0, B)U{“DR”}; and 3) the current demand shock is § €
[0,8). From section 3.4.1, the following expressions for Ur(3,r,6) and Ug(3,r, ()]

can be derived:

U;(5,“DR”,6) = b(3, “DR”,0) x (0 — );); j € {L,R} and 5¢€ § (3.21)

Uj(3,m,0) =7 x (0 —\;); j € {L,R}, 5€ Sand r € [0, (3.22)

In equation (3.21), b(s, “DR”, ) denotes the agency’s budget when: 1) the current

state is § € §; 2) the current regime is the “discretion regime;” and 3) the current;
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demand shock is 6.1%5 Since (6 — );) is the per dollar benefit to party FP;, the
total period benefit is the product of b(s, “DR,”) and (6 — A;). Consider now
equation (3.22). Under the “b no discretion regime,” the agency’s budget is fixed
at b. Once again, the total period payoff to party P; is the product of the current
agency budget, b, and the current per dollar net benefit, (6 — A;).

Given generic strategies g, Vi(3) (Vr(5)) denotes the expected present dis-
counted sum of period payoffs to party Pp(Pg) over the infinite horizon when:
1) the current state is 5 € 5; and 2) the agency’s services for the current period
have already been paid for and consumed. By a standard recursion argument, the

following two equations can be derived:

Vi) = Sxmwx [ Ul ou0) x 36 + Vil +  (329)

d 1
8 (1= mw) x [ UnlGn,9(5),6) x 540 + Vi)

ValEn) = 6xmu x [ Unlim oG x 340 + VGl + (324

e SR e
HPIn state 57, b(aL, “DR”,0) = b(8, Ar). In state 3z, b(3r, “DR”,6) = b(d, Ar).
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0 1
6 (1= mw) x (| Un(52,9(5%).0) x 50 + V(3]

Consider equation (3.23). In state 3, party P, selects budgetary regime g(5.) for
the next period. Two possibilities now arise. With probability my, party Py, is
reelected (i.e., the state next period remains 5;). In state 3y, party Py’s expected
period payoff is | f,f UL(31,9(31),6) x %dﬁ] while, over the remainder of the game,
its expected discounted sum of period payoffs is V;(5.). Hence, conditional on
reelection, the total discounted sum of period payoffs is: [ foa UL(5L,9(5L),0) x %d@
+ VL(5L)]. On the other hand, with probability (1—mw ), party Py is not re-elected
(i.e., state next period is 3, r). An analogous argment establishes that conditional
on not being re-elected, party Pp’s total discounted sum of period payoffs is:
[finL(§R,g(§L),9) x 3d0 + Vi (3g)). Equation (3.23) indicates that from an ex
ante perspective, V,(31,) is simply: §x [probability{state next period is 5| current
state is 51} x {total discounted sum of period payoffs for party Py, starting at 5}
plus probability{state next period is 3z| current state is 3.} x {total discounted
sum of period payoffs for party P, starting at 5z}]. Identical interpretation applies
for equation (3.24).

Conditions for Markov Perfect Equilibrium

We let V,(3,a) (Vr(5r,a)) denote the expected present discounted sum of
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period payoffs for party Pr(Pg) over the infinite horizon when: 1) the current
state is §(5g); 2) the agency’s services for the current period have already been
paid for and consumed; 3) party Pp’s (Pg’s) choice of budgetary regime for next
period is a € [0, B] U {“DR”} (not necessarily that specified by g); and 4) that
henceforth both parties play according to g. Following the logic of equations (3.23)

and (3.24), the next two equations can be immediately derived:

7 1
Vi(r,a) = 6xmw x [/0 UL(Ee,0,0) x 5df + ViE)l+  (3:26)

d 1
6% (1 - mw) x [/0 Us(r,,0) x 5d8 + Vi(5m)]

7 1
VaBr,a) = 6xmw x [ /u Un(3m,a,6) x 5d0 + Va(G)]+  (3:26)

g 1
6% (1—mw) x [/D Ur(31,a,0) x 7% + Vr(5L)]

We now provide the necessary and sufficient conditions for g to be a Markov
perfect equilibrium. Using the unimprovability criterion of dynamic program-

ming (see Bellman (1957)), g is a Markov perfect equilibrium if and only if one
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shot deviations by parties P, and Pg are unprofitable. Hence, the following two

conditions ensure the optimality of g:

Vi(31) > Vi(1,a); Va € [0, B|U{“DR"} (3.27)

Va(3r) 2 Va(3r,a); Va € [0,B]U{“DR"} (328)

3.4.3. The Model’s Solution and Implications

The construction of the Markov perfect equilibrium for the parliamentary system
is analogous to that for the separation-of-powers system and is, hence, omitted. In
this section, we simply present the main features of the model’s solution, provide
certain intuitions, and emphasize the principal implications.

A polity, in our model, is characterized by a triple (Az, Ag, Tw). A parliamen-
tary system is defined to be the set of admissible polities —i.e., {(A, g, 7w )| \i €
[0,8), 7w € (3,1] and Ag > A.}. With reelection rate my held fixed, the cross-
section of admissible polities becomes the A-space, {(A, Ar)|Ai € [0,8] and g >
Ar}. In Figure 3 of Appendix C, triangle XYZ depicts this A-space.

It turns out that the Markov perfect equilibrium of the model allows us to

identify two qualitatively distinct regions of the A-space: 1) A polity lying in
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region Rpp (see Figure 3) exhibits rigid budgets. In such a polity, for each state
€8 , when party P(3) selects next period’s budgetary regime it refuses to yield
discretion. Instead, the budget is some fixed element of the set [0, B]. 2) A polity
lying in region Rpr (see Figure 3) exhibits flexible budgets. In such a polity, for
each state § € S, when party P(3) selects next period’s budgetary regime it yields
discretion (“DR”). The precise locations of regions Rgg and Rpp are detailed in

result 2.116°117

Result 2: For a parliamentary system, fix the reelection parameter my and con-
sider the A-space, {(A, Ar)|\i € [0,0] and Ag > Ap}. Then:

Rpn = {(A\, Me)Ar > (242) x A and A > () + (g55) x Ac}

Ror = {(A, Ar)Ar < (2) x Ap and Ar < (75) + () x Ac}

where: j = /T—mw

Figure 3 illustrates an important observation: the parliamentary system gen-

erates multiple behavioral patterns; the budgetary regime of a specific polity

B e 8w o
16The complete proofs are available upon request.
""Note that there are polities in the \-space that do not ng in ¢

polities exhibit hybrid behavior: one of the two parties yi.e}ds discretio:

budget rigidity. For brevity, we do not consider such polities.

belong in either Rpr or Rpr- These
n while the other induces
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depends on its location in the A-space.

‘We employ result 2 to derive predictions regarding the relationship between
budget flexibility (or rigidity) and the level of polarization. Specifically, we hold
fixed the reelection parameter, my, and consider the corresponding A-space. As
in the separation-of-powers system, the isopolarization curves in this A-space are
straight lines parallel to diagonal XY the polarization level increases as the isopo-
larization curves move farther away from the diagonal. In Figure 3, we now con-
sider two isopolarization curves, the A-line and the B-line.!'® Polities located on
line A possess a higher polarization level than those located on line B. Observe also
that a randomly sampled polity from line A(B) exhibits budget flexibility with
probability equal to 0((length of line segment ByBs) + (length of line segment

B, By)).'"? Conclusion 2.1 summarizes the foregoing discussion.

Conclusion 2.1: In a parliamentary system, as the level of polarization increases,

the probability of observing budget flexibility (rigidity) decreases (increases).

18The A-line refers to the line through points A; and Ay. The B-line refers to the line through
points By and By.

""9Line segment B;Bj refers to the line segment with endpoints By and Bj. Line segment
By By refers to the line segment with endpoints By and By (see Figure 3).
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Result 2 also predicts how the regions of budget flexibility (Rpr) and budget
rigidity (Rpr) change as the reelection parameter, my, is varied. Holding fixed
the A-space, two changes occur as my is increased: 1) line 1 rotates counter-
clockwise about the point X; and 2) line 2 rotates clockwise about the point Y
(see Figure 3).12° Hence, region Rpp shrinks in size while region Rpp expands.
The comparative statics of budgetary regimes with respect to my is summarized

in conclusion 2.2.

Conclusion 2.2: In a parliamentary system, as the reelection rate of the chamber,

Tw, is raised, budgetary rigidities are unambiguously reduced.

We now provide the intuition behind conclusions 2.1 and 2.2. The construction
of a Markov perfect equilibrium (see equations (3.23) - (3.28)) demands that at
each node § € S, the budgetary regime selected by party P(5) maximizes its
expected next period payoff. Thus, despite the infinite-horizon structure of the
model, optimality of party P(3)’s action is measured in terms of rewards in the
immediate future.

I L N e, Sall .
120The equation of line 1is: Ap = (%J-)x)\,, The equation of line 2is: Ap = (ﬁj)*’(ﬁj)XAL-
To determine the rotation of the two lines, note that the derivative of j with respect to Tw is

negative.
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To fix ideas, consider a polity in which A, is less than g while Ag exceeds %'121
Suppose, furthermore, that in generic period ¢, party Py, sets the budgetary regime
for period (¢ + 1) — i.e., the polity is currently in state 37.1%2 In an ideal world
for party P, the period-(t + 1) budget follows the b(f;41,A)-rule. Specifically,
the budget is set at B(0) when the period-(t + 1) demand shock, 6,4, exceeds
(is less than) Az. Given the structure of the model, however, the b(f..1, A)-rule
cannot be implemented. Recall that party P has only two budgetary options: 1)
By selecting “DR”, party Py, can cede discretion to the party in power in period
(t+1). 2) Alternatively, party P, can rigidly fix the period (¢+ 1) budget at some
level between 0 and B.

Consider, now, what happens when party Py, opts to yield discretion. With
probability (1 — my ), the polity in period (t + 1) has party P in power. Since
party Pp has the right to set the agency’s period (t+1) budget, it therefore follows
the individually rational b(f,11, Ag)-tule; i.e., the budget is set at B(0) when 6,,,
exceeds (is less than) Ag. The behavior of party Pr differs from the ideal of party
Py: specifically, when 6,,; € (Az,Ar), party Pr shuts down the agency while

party Py, prefers that the budget be B. This incongruence in behavior inflicts on

1210ur intuitions do not depend on the locations of A and Ap relative to %. ‘We only require
that Ap weakly exceed Ap.
220ur intuitions are unchanged if, instead, we consider state 3p.
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party P, an expected welfare loss, denoted AWp(“DR”,3.). The expression for
AWp(“DR”,5y) is as follows:'%

= AR
AWp(“DR?,51) = (1 — mw) x (B x A (8- A) x %d&) (3.29)
L

The welfare loss, AWp(“DR”,3y), is partially depicted in Figure 2. Note that
AWp(“DR”,3y,) is proportional to the product of two terms: 1) the “total proba-
bility factor,” (1—myw); and 2) the “total preference factor,” [, ,(\:‘(6 —A)df, equal
to the area of triangle ABC.!%

Two observations regarding AWp(“DR”,5) turn out to be important. First,
as my is increased, the “total probability factor,” (1 — my ), decreases. Therefore,
AWp (“DR”,3) is a decreasing function of mw. Second, as the polarization
level of a polity, (Agx — A), rises, the area of triangle ABC (and, hence, the
“total preference factor”) increases. Therefore, AWp(“DR”,5y) is an increasing
function of a polity’s polarization level.

We have discussed the consequences for party P, when in state 3y, it chooses
to yield discretion. However, party Pz, has another option: it can set the budget for

the next period (period (£+ 1)) at some level between 0 and B. By assumption, A,

1% The welfare loss AWp(“DR”,3) is relative to the first-best payoff of party P,.
124The constant of proportionality is %,
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is less than %. Hence, on average, the agency’s services in period (t + 1) are worth
more than party Pp’s estimate of the cost. The optimal rigid budget therefore
involves precommitting the entire available funds, B.

The fixed budget of B leads to an expected welfare loss for party Py: specif-
ically, when the demand shock for period (t 4 1), 6y41, is less than Ar, party
Py, prefers ex post to shut down the agency but is instead committed to a fund-
ing level of B. The welfare loss from rigid budgets, denoted AWp(B,3), is as

follows: 125

Yl AL 1
AWp(B,51) = [B x /0 (A= 0) x 58] (3.30)

Observe, now, that welfare loss AWp(B, 51) is proportional to the area of triangle
OAD in Figure 2.126

In sum, party P, has essentially two budgetary options in state 5,: “DR” and
B. Relative to its first-best, AWp(“DR”,5;) (AWp(B, 31)) measures the welfare
loss to party P, when it chooses discretion (a fixed budget of B). The optimal
strategy for party P is to select the budgetary option with the smaller welfare
loss. Given this intuition, we now provide explanations for conclusions 2.1 and

E=Con N == et
125The welfare loss AWp(B,3y) is relative to the first-best payoff of party Py,.
1#The constant of proportionality is Z.
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2.2

Consider conclusion 2.1. Figure 2 illustrates that as the polarization level,
(Ar—Avr), rises, the area of triangle ABC (and, hence, AWp(“DR”,3,)) increases
as well. On the other hand, the area of triangle OAD (and, hence, AWp(B,3;)) is
independent of (Ag — Ar). Thus, as the level of polarization rises, there is greater
incentive to introduce rigid budgetary rules. In sum, polarization level and budget
flexibility (rigidity) are negatively (positively) correlated.

Consider conclusion 2.2. As the reelection rate of the chamber, my, is raised,
the “total probability factor” (1 — mw) (and, hence, AWp(“DR”,51)) decreases.
On the other hand, the area of triangle OAD (and, hence, AWp(B,31)) is inde-
pendent of 7. Thus, an increase in my produces a greater incentive for party Py,
to yield discretion. In sum, the reelection rate and budget flexibility (rigidity) are

positively (negatively) correlated.

3.5. Comparison of the Two Electoral Systems

In sections 3.3 and 3.4, we analyzed in isolation the separation-of-powers system
and the Westminster-style parliamentary arrangement. We now directly compare
the two electoral systems in terms of the rigidity of the rules that emerge in

equilibrium.
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Our method of comparison is as follows. Associated with the separation-
of-powers system are two reelection parameters, m¢ and 7p, corresponding to
chambers C' and P. By contrast, associated with the parliamentary system is
a single chamber and, hence, one reelection parameter, my. We let the three
parameters — 7g, mp and my — assume some fixed common value, denoted
7 € (3,1]. Then, we compare the \-spaces corresponding to the two electoral
systems to determine whether one cross-section generates more rigid rules than
the other.

Recall that result 1(2) in section 3.3(3.4) permits us to divide the A-space of
the separation-of-powers (parliamentary) system into three subsets: 1) a region
of rigid budgets, Rgg; 2) a region of flexible budgets, Rpr; and 3) a region of
hybrid budgets. Result 3, which follows directly from results 1 and 2, compares

the A-spaces of the two electoral systems.

Result 3: Let the reelection parameters m¢, mp and my assume some fixed common

value, denoted 7 € (3, 1]. For the two electoral systems, now consider the A-spaces,
{O\, AR)|X: € [0,8] and Mg > A}. Then:

1) The region of rigid budgets, R, is identical across the two electoral systems.

2) The region of flexible budgets, Rpp, in the separation-of-powers system is a
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strict subset of the corresponding region in the parliamentary system.

Figure 4 in Appendix C illustrates the above result. For both electoral systems,
the A-space is represented by triangle XYZ and the region of rigid budgets, Rgg,
is depicted by area ZDEF. The region of flexible budgets, Rpp, is triangle XGY
(XEY) in the separation-of-powers (parliamentary) system. Since triangle XGY is
contained in triangle XEY, we derive a surprising conclusion: for every parameter
value 7 € (3,1], the separation-of-powers system generates uniformly more rigid
budgetary rules than does the parliamentary system.

What is the intuition for result 37 Consider, first, why the region of rigid
budgets, Rpp, is the same across the two electoral systems. To fix ideas, we focus
on polities for which Ay, is less than g while A\g exceeds g. Suppose, furthermore,
that in generic period ¢, party Py, is assigned the right to set the budgetary regime
for period (t + 1).

In a separation-of-powers system, region Rpp is the subset of the A-space in
which party Py, prefers to set a rigid budget for period (¢ + 1) even though it cur-
rently controls both chambers, C' and P.**" Thus, for s € {(sz,sz,0), (sz,s,1)},

Rpp is the region of the A-space in which the welfare loss to party P, from setting a

SO S R WS ]
2T This observation has been discussed at length in section 3.3.3.
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rigid budget (AWs(B, s)) is less than that from ceding discretion (AWs(“DR”, 5)).
From equations (3.16) and (3.17), we obtain, respectively, expressions for AWs(
“DR”,s) and AWs(B, s). Using the two expressions, Rpp becomes the subset of

the A-space satisfying the following condition:'?®

Bx [0 -0) x 3061 < (a(s) + 25 x B x [0~ ) x Jad] (330

Furthermore, when s € {(sg, s1,0),(sz,52,1)} (i-e., the polity exhibits “unified
party Py, control”) and the two reelection rates, 7¢ and 7p, are each equal to m, the
total probability factor, (pa(s) + &2@), associated with AWgs(“DR”,s) assumes

the value (1 — ). In sum:

(ol + B = (1) for s € (om0, 0 (s )} (332)

Now consider the parliamentary system. Region Rpp is the region of the \-space

e S s e

12For ease of exposition, we only consider the perspective of party Pr. With two political
parties to consider, Rpp is the region of the A-space in which: 1) AWs(“DR”, s) weakly exceeds
AWs (B, s) for s € {(sg,s1,0), (sz,51,1)}; and 2) AWs(“DR”, s) weakly exceeds AWs(0, s)
f"l‘z: € {(sr,5r,0), (sr, 8, 1)}

When s € {(sg,sr,0), (sg,5z,1)}, we have: 1) pa(s) (the probability of “unified party Pp
control” in period (t + 1)) equal to [(1-7¢).(1-7p)]; and 2) p3(s) (the probability of “divided
government” in period (¢ + 1)) equal to [r¢.(1-7p) + (1-7c).mp). Thus, (p2(s) + ﬂzm) is equal
to: (1-%2-2£). When 7o = mp = m, (pa(s) + £2§2) assumes the value: (1-7).







167

in which party Py, when establishing budgetary rules, prefers to yield discretion to
the party assuming office in period (¢+ 1). Thus in region Rpg, the welfare loss to
party P, from setting a rigid budget (AWp(B,3.)) is less than that from yielding
discretion (AWp(“DR”,5)). Equations (3.29) and (3.30) provide expressions
for, respectively, AWp(“DR”,3.) and AWp(B,3;).13° Using the two expressions,

Rpr becomes the subset of the \-space satisfying the following condition:

Bx [“(p—6)x 2df] < (L—m) x [Bx [ "(0-X)x 2db]  (333)
0 0 AL 0
Given condition (3.32), constraints (3.31) and (3.33) are identical. Therefore, for
the two electoral systems, the regions of rigid budgets coincide.

Why, then, is the region of budget flexibility, Rpr, smaller in the separation-of-
powers system than in the parliamentary system? Recall that in a separation-of-
powers system, Rpp is the subset of the A-space in which party P, prefers to cede
discretion even though it currently controls only the weakest institution of power,

i.e., chamber P.13! Thus, for s = (sr,sL,1), Rpr is the region of the A-space

130For ease of exposition, we only consider the perspective of party Py. With two political
Parties to consider, Rpp is the subset of the A-space in which: 1) AWp(“DR”,5;) weakly
efgfeds AWp(B, 31); and 2) AWp(“DR”,3g) weakly exceeds AWp(0, 3g).
This observation has been discussed at length in section 3.3.3.
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in which the welfare loss to party Pp, from setting a rigid budget (AWs(B, s)) is
more than that from ceding discretion (AWg(“DR”, s)). Using the expressions for
AWs(“DR”,s) and AWs(B, s) (see equations (3.16) and (3.17)), Rgr becomes

the subset of the A\-space satisfying the following condition:!%2

(oals) + P3—§“”l) x[Bx [ i“(e Z ) % %dﬁ] <Bx | * (A — 0) x %do] (3.34)

Furthermore, when s = (sg,sz,1) (i.e., the polity currently exhibits “divided
government” with party Pg(PL) controlling chamber C(P)) and the two reelection
rates, mc and mp, are each equal to 7, the total probability factor, (p(s) + ’i’éﬂ),

associated with AWg(“DR,” s) assumes the value %.133 In sum:

(pa(s) + 2 353) ) = %; for s = (sg, 51, 1) (3.35)

Now consider region Rgp in the parliamentary system. In region Rgp, the welfare

132For ease of exposition, we only consider the perspective of party Pr. With two political
parties to consider, Rpp is the subset of the A-space in which: 1) AW (B, s) weakly exceeds
(AWS(“D)R”,s) for s = (sg,s1,1); and 2) AWs(0,s) weakly exceeds AWs(“DR”,s) for s =

8L,8gr,1).

133When s = (smysL,1), we have: 1) pa(s) (the probability of “unified party Pg control” in
period (¢ + 1)) equal to [r¢.(1-7p)]; and 2) p3(s) (the probability of “divided government” in
period (¢+1)) equal to [rc.mp + (1-7¢).(1-mp)]. Thus, (p2(s) + Mz-’-)-) is equal to: (3+ g _Zp),
When 7¢ = 7p =, (pa(s) + "%9) assumes the value: 1.
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loss to party P, from setting a rigid budget (AWp(B,3.)) is more than that from
ceding discretion (AWp(“DR”,31)).13* Using the expressions for AWp(“DR”,3})
and AWp(B,3.) (see equations (3.29) and (3.30)), Rpr becomes the subset of

the A-space satisfying the following condition:

(1=m) % [Bx [0~ 1) x 2d6) < [ x /OAL(AL ~ ) x %d@] (3.36)

By assumption, 7 exceeds 3. Given condition (3.35), we now note that constraint
(3.34) is more stringent than constraint (3.36). Therefore, the region of budget
flexibility in the separation-of-powers system is a proper subset of the correspond-
ing region in the parliamentary system.

In brief, the message of this section is as follows. In a separation-of-powers
System, when a political party — say, party P — cedes discretion in generic
period ¢, there are two potential sources of welfare loss: 1) that under “divided
government” in period (¢ + 1); and 2) that under “unified party Pgr government”

in period (¢ + 1). By contrast, in a parliamentary system, when party P, cedes

134For ease of exposition, we only consider the perspective of party P;. With two political
Parties to consider, Rpp is the subset of the A-space in which: 1) AWg(B,3.) weakly exceeds
AWs(“DR”,51); and 2) AWs(0,3g) weakly exceeds AWs(“DR”, 3R).
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discretion in generic period t, there is only one potential source of welfare loss:
that under “party Pg control” in period (¢ + 1). Somewhat surprisingly, for every
parameter value 7 € (},1], the probability weighted welfare loss from granting
discretion is weakly larger in a separation-of-powers system than in a parliamen-
tary system. Given the relative costliness of discretion, budget rules tend to be

more flexible (rigid) in a parliamentary (separation-of-powers) system.

3.6. Conclusion

In this paper, a polity has the following basic structure. There is an agency
that employs public funds to provide a service valued by citizens. There are two
political parties, with different preferences, that jointly establish the budgetary
rules to which the agency is subjected. Polities, however, are differentiated by
the electoral arrangement in place. Certain polities have a bicameral legislature
and, hence, are considered members of a separation-of-powers system. Other
polities possess a unicameral legislature and, hence, are considered members of a
parliamentary system. Throughout, we ask one question: what determines the
nature of the budgetary rules — flexible or rigid — that emerge in equilibrium?

Our models generate four predictions regarding the nature of budgetary rules.

First, in both electoral systems, as the level of polarization increases — i.e., as
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the two political parties move farther apart in preference — budgetary rules be-
come rigid. Second, in the parliamentary system, as incumbency becomes more
profitable — i.e., as the reelection rate of the unicameral chamber increases —
budgetary rules become flexible. Third, in the separation-of-powers system, the
relationship between the reelection rates of the two chambers and the nature of
the budgetary rules is asymmetrical (conclusions 1.2 and 1.3 make this precise).
Fourth, budgetary rules in the separation-of-powers system are, on average, more
rigid than that in the parliamentary system. While all of our four predictions
generate precise empirical hypotheses, we view the comparative result (prediction
4) to be the most surprising.
Our analysis of equilibrium budget rules is far from exhaustive. Several exten-
sions to this paper seem especially worthwhile. In an attempt to obtain closed-
form solutions that can be readily interpreted, we have consistently employed sim-
ple functional forms (linear utility for political parties, demand shocks that are
iid. and uniformly distributed, etc.). It is now desirable to ascertain whether
the principal predictions of this paper are robust to more realistic functional form
specifications.
This paper only addresses the implications of coalitional drift for equilibrium

budget rules — for analytical tractability, we have simply assumed away bu-
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reaucratic drift. Specifically, note that the agency never misreports the demand-
related information to its political overseer(s). This explicit assumption of agency
honesty is at odds with the traditional notion (see, e.g., Niskanen 1971, 1975)
that agency executives strategically manipulate private information so as to re-
ceive larger funds from politicians. Our paper will be considerably strengthened
should the agency be modeled as a strategic player engaged in budget maximiza-
tion. Results from this modified three-player game will shed light on how the two
drift forms (coalitional and bureaucratic) interact in the formation of equilibrium
budget rules. Preliminary work on this topic is in progress.

Finally, our paper considers polities with only two political parties. Most
democracies, however, possess multiple parties. Hence, extending our results to

multi-party polities should prove challenging but worthwhile.

3.7. Formal Proof of Result 1

In this section, we formally prove result 1. To reduce inessential details, we
consider polities for which both A, and Ag are different from g . The restrictions
are without loss of generality; all proofs can be extended to include these “knife-

edge cases.” Throughout, the notation used is that of section 3.3.
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[Step 1] Consider equations (3.10) - (3.15). The equations indicate that g is a
Markov perfect equilibrium if and only if the following two conditions are satisfied.

First, for all a € [0, B]U {“DR”} and for all s € S;,, we require:

7 9
6x > (s, s) x/o UL(s',9(s),0)d0 > 6x > (s, s') x/o UL(s',a,0)dd. (3.37)

ses ses

Second, for all @ € [0, B]U {“DR”} and for all s € Sg, we require:

§x Y (s, ) x/jUR(s’,g(s),O)dﬁ >6x Y (s, s) x/OEUR(s',a, 6)db. (3.38)

des s'es

Thus, g is a Markov perfect equilibrium if at node s € .S, budgetary regime g(s)

maximizes the expected next period payoff of party P(s).

[Step 2] Suppose that in generic period t, a polity is in state s € S; i.e., party
P(s) is in office. In the phase where party P(s) selects the budgetary regime for
period (t+ 1), assume that the “discretion regime” (“DR”) option is exogenously

excluded. Let §(s) € [0, B] now be the fixed budget level that maximizes party
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P(s)’s ex ante expected payoff in period (¢ + 1).
The average demand shock in period (¢ + 1) is the expectation of the random

. Given the risk neutral preferences of the two parties, it is

Sl

variable, 6; i.e.,

immediate that g(s) is as follows:

8 < \-value of party P(s)
g (3.39)

> A-value of party P(s)

[e]

[N

Lana
N

ol
3
NI

We describe the g-mapping graphically. Corresponding to a polity is a specific
pair (Az,Ag). Since A\, < Ag and ); € [0, 6], the collection of possible polities is
represented by the A-space: {(Az,\r)| Az < Az and ); € [0,6]}. In Figure 5 of
Appendix C, the A-space is the triangle ACF. Triangle ACF is subdivided into
three regions: A polity is placed in region 1 (triangle ABD) if its (AL, Ag)-value
satisfies: 1) \j, < g and 2) Ag < g . A polity is placed in region 2 (square DBEF)
ifits (AL, Ag)-value satisfies: 1) A\, < -g— and 2) Ag > g . A polity is placed in region
3 (triangle BCE) if its (AL, Ag)-value satisfies: 1) A > g and 2) Ag > 2.

The g-mapping in each of the three regions is as follows: 1) In region 1,

g(s)=B,vse S. 2) In region 2, §(s) = 0 for s € Sg and g(s) = Bforse 9. 3)

In region 3, g(s) = 0,Vs € S.
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[Step 3] Suppose that in generic period ¢, a polity is in state s € S. By the
construction in step 2, it is clear that when party P(s) selects a budgetary rule for
period (¢ + 1), the choice is between g(s) and “DR”. Thus, g(s) € {g(s), “DR”}.
Furthermore, step 1 indicates that in deciding between §(s) and “DR”, party

P(s) picks the option that maximizes its expected payoff in period (¢ + 1).

[Step 4] Suppose that in generic period t, a polity is in state s € S and that party
P(s) chooses budgetary regime g(s). Given g(s), we now compute the expected

payoff to party P(s) in period (¢+ 1), denoted V(§(s), s). To compute V (§(s), s),

L JE-1]

we shall consider two subcases: 1) the A-value of party P(s) is less than 2 (i.e.,
9(s) = B) and 2) the A-value of party P(s) exceeds g (i.e., g(s) = 0).

Subcase 1: A-value of party P(s) less than §.~ In an ideal world, party P(s)
desires a period (t+ 1) budget of B(0) when 6,4, exceeds (is less than) its A-value.
Thus, for s € S;, (s € Sg) the first-best expected payoff for party Py (Pg) is:
(B x ffL (6 —AL) x 2df] ([B x ffn(e — AR) X 3d8]). This first-best expected payoff
for party Py (Pg) is denoted as V7, (Vg )

However, given the rigid g(s)-regime, the flexible budgets of the ideal world

cannot be enforced. When the M-value of party P(s) is less than g, step 2 indicates
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that §(s) = B — i.e., the budget for period (¢ + 1) is set at B. The fixed budget
induces a welfare loss for party P(s): specifically, when 6;,, is less than the \-
value of party P(s), party P(s) prefers ex post to shut down the agency but is

instead committed to a funding level of B.

In sum, when s € Sy (s € Sg), the budget rigidity inflicts on party P (Pg)
an expected loss of: [B x [3*(A, — 6) x 1d8] ([B x [g*(Ar — 6) x 1df]). Given

this expected welfare loss relative to the first-best, the following two conditions

are immediate:

(3.40)

[SCRIRS Y

I7 T rmax E>) A 1
V(5(s),s) = Vo™ — B x /0 “(An = 0) x ~df; 5 € Sy and Ay <

T7/~ —max - AR 1 [
V(§(s),s) = V2™ - B x /0 (n—0)x zdb; s € Spand e < (341)

Subcase 2: \-value of party P(s) exceeds -2—.—— Step 2 indicates that §(s) =0
— lLe., the budget for period (¢ + 1) is set at 0. The fixed budget induces a

welfare loss for party P(s): specifically, when 6,4, is more than the A-value of
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party P(s), party P(s) prefers ex post to let the agency’s budget be B but is
instead committed to a funding level of 0.

In sum, when s € S;, (s € Sg), the budget rigidity inflicts on party Pr(Pg)
an expected loss of: [B x ffb(e — A) x zdf] ([B x ffR(é? — Ar) X 2d6)). Given
this expected welfare loss relative to the first-best, the following two conditions

are immediate:

0

7 FFmax & 1
V(§(s),s) = V™ — B x /A (0= 1) x gdf; s € Sy and Ay > (3.42)

N D

0
R

— —max — 1 [
V((s),s) = Vo™ — B x A (6—Ar) x 5d6; s € Spand Ag > 2 (343)

[Step 5] Suppose that in generic period ¢, a polity is in state s € S and that
party P(s) chooses the “discretion” regime, “DR”. Given the “DR”-regime,

we now compute the expected payoff to party P(s) in period (¢ + 1), denoted

V(“DR”,s). First, we introduce additional notation.
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We divide the state space S into four subsets. Sr.(Srr) denotes the set of
states in which party Pp(Pr) controls both chambers. S1r(SkL) denotes the set
of states in which party P(Pg) controls chamber C while party Pgr(PL) con-
trols chamber P. Given our theory of elections, characterized by reelection rates
(¢, mp), the transition probabilities between the (above) four subsets of S are

given by the matrix II.

S SLR SRL Srr
StL | mo.mp nc.(1-mp) (1-m¢).mp (1-m¢).(1-7p)
I=" S |nc.(l-np) | momp (1-7¢).(L-7p) | (1-mg).7p
Srr | (1-m¢).7mp (1-m¢).(1-7p) | me.mp me-(1-mp)
Srr | (1-7¢).(1-7p) | (1-7¢).7p nc.(1-mp) To.Mp

The (i, j)’th element of II denotes the probability of transiting (in one step) from
a state represented by the i’th row of II to a state represented by the j’th column
of II. For example, II(1,1) denotes the probability that the state next period is an
element of S;; when the current state is an element of Sp.. Since this requires
the incumbent party P, to win elections in both chambers, Il 1) = 7¢ X 7p.
Given II, for each state s € S we construct a three-element vector p(s) where:
1) the first element (p;(s)) represents the probability of “unified Py, government”

next period; 2) the second element (ps(s)) represents the probability of unified
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Pg government” next period; and 3) the third element (p3(s)) represents the
probability of “divided government” next period. The following four conditions

can be readily derived from the elements of II.

p(s) = (ne.mp, (1-mc).(1-mp), mc.(1-7p) + (1-mc).7p); s € St (3.44)

p(s) = (m¢.(1-mp), (1-m¢).7p, To-Tp + (1-m¢).(1-mp)); 8 € SLr (3.45)

p(s) = (1-mc).mp, m.(L-mp), mo.mp + (L7c)-(1-mp)); 5 € Spu - (346)

p(s) = (1-mg).(1-np), mo.p, o-(1-mp) + (1) ap)s 8 € Sen (347)

Consider, now, V(“DR”,s), s € Sp. Three cases arise: 1) With probability
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p1(s), party Pp controls both chambers in period (¢ + 1) and fixes the agency’s
budget at a level that is first-best for party P, — i.., the budget is B(0) if
0:11 exceeds (is less than) Az. 2) With probability p,(s), party Pg controls both
chambers in period (¢ + 1) and fixes the agency’s budget at B(0) if 6,,; exceeds
(is less than) Ag. The behavior of party Pg differs from the ideal rule of party Py;
specifically, when 6;,; € (\p, A\g), party Pgr shuts down the agency while party
Py, prefers that the budget be B. This incongruence in behavior inflicts on party
Py an expected welfare loss of [B x [xF(6 — A) x 3d6]. 3) With probability ps(s),
there is “divided government” in period (¢ + 1). Under divided government, the
agency’s budget is set at: a) 0 if 6,47 < AL, b) % if 6,41 € (A, Ar), and c) B if
0:+1 > Ag. The decision rule under divided government is suboptimal for party
Py in the region ,,; € (A1, \g); specifically, party Py prefers a budget of B but
obtains only half that amount. This incongruence in behavior inflicts on party P,
an expected welfare loss of [—g X [3R(6 — AL) x 3d8]. By a standard conditioning

argument, the following expression for {V(“DR”,s)|s € Sp} can be derived:

AR

V(“DR”,s) =V~ — (pa(s) + 7)) (B x /A

(0—A) x %d&); se Sy (348)

2

L
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By an argument identical to that given above, the following expression for {V/

(“DR”,s)|s € Sgr} can also be established:

VDR, s) = V2 — (py(s)+ 2y ¢ (B x /A " (Ar—8) x %d&); s € Sp (3.49)

L

[Step 6] For brevity, we only provide the necessary and sufficient conditions for
the Markov perfect equilibrium to exhibit complete budget rigidity or complete
budget flexibility. Thus, we compute: 1) the subset of the M-space, denoted Rgk,
for which g(s) = §(s),Vs € S (i.e., the region of budget rigidity); and 2) the
subset of the A-space, denoted Rpp, for which g(s) = “DR”,Vs € S (i.e., the
region of budget flexibility).

[Step 7] Consider, now, Rgg. By step 1, Rgp is the region: {(Ar, Ar)[V(9(s),s) =

V(“DR?,s);Vs € S}.
Consider, first, s € S;. Given the transition matrix IT and equations (3.44)

s h
- (3.46), simple algebra reveals that (pa(s) + %(—2) has the smallest value when

$ € S, N Sp;. (The comparison is across three subsets of Sy, : 51N Spr, SLNSLr
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and S; N Sgr. Note also that S; NS, = Str-) From equation (3.48), it therefore
follows that V(“DR,” s) has the largest value when s € Str- Finally, observe that
equations (3.40) and (3.42) jointly imply that the value of V(§(s), s) does not
vary across states s € Sy.

Consider, now, s € Sg. Given the transition matrix II and equations (3.45)
- (3.47), simple algebra reveals that (p;(s) + ﬂg‘zﬁ) has the smallest value when
$ € SpN Sgr. (The comparison is across three subsets of S : Sg N Srr, SN SLr
and SpN Sgr. Note also that Sp N Sgr = Skr.) From equation (3.49), it therefore
follows that V(“DR”, s) has the largest value when s € Sgg. Finally, observe that
equations (3.41) and (3.42) jointly imply that the value of V(§(s),s) does not
vary across states s € Sg.

Given the observations in the above two paragraphs, Rpg is as follows:

Rpr = Rpr(Sce) N RBr(Skr) (3.50)

where : Rpp(Si1) = {(A, \r)|V(3(s),s) > V(“DR”,s);Vs € St} (3:51)
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Rpr(Srr) = {(AL, Ar)|V(3(s), s) > V(“DR”,s);Vs € Srr} (3.52)

We begin by characterizing Rpr(Sir). To characterize Rpr(Syy), we shall

consider two subcases: 1) A\; < g (regions 1 and 2 of Figure 5) and 2) \; > g

(region 3 of Figure 5).

Subcase 1: A\ less than g.— Figure 5 indicates that g(s) = B. From equations

(3.40), (3.44) and (3.48), V(B, s) > V(“DR”, s) if and only if:

— Y o ]
( —%—g—P)xBx/R(@—/\L)x%d()ZBx/oL(A,;—H)x;dﬁ (3.53)
A

L

Simplifying the above expression, V (§(s), s) > V(“DR”, s) if and only if:

g _
)\RZ(l_tj)x)\L; Wherej’E\/(—E—l) (3.54)
J

Subcase 2: )\, exceeds g.—— Figure 5 indicates that g(s) = 0. From equations

(3.42), (3.44) and (3.48), V/(0,5) > V(“DR”, s) if and only if:
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[
|
|
-
X
ol
X

/A”(e M) x 28> B x [ (6 L
. L) x 58 > X/AL( X)X 5d8 (3.55)

Condition (3.55) is violated for all parameter configurations.

Combining equations (3.54) and (3.55), Rpr(Srz) is as follows:

1+4 0
Rer(Stz) = {(\n, Ae)Ar > ( j,J ) x Az and A < 2} (3.56)

We now characterize region Rpr(Srr). To characterize Rpg(Sgrr), we shall
consider two subcases: 1) A\g < g (region 1 of Figure 5) and 2) Ag > g (regions 2
and 3 of Figure 5).

Subcase 1: \p less than g.—— Figure 5 indicates that §(s) = B. From equations

(3.41), (3.47) and (3.49), V(B, s) > V(“DR”, s) if and only if:

A — A 1
( —E—W—P)XFX/R(AR—H)x%dHZBX/OR()\R—g)xgde (3.57)
A

L

Condition (3.57) is violated for all parameter configurations.

Subcase 2: \g exceeds g.— Figure 5 indicates that §(s) = 0. From equations
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(343), (3.47) and (3.49), V(0,s) > V(“DR”, ) if and only if:

Tc Tp — AR 1 _ ]
1-2_22)«B / Ar—0) x =df >
( ) x| (Ar 0)x9d0_Bx[\

L

(6= Ar) x %d& (3.58)

R

Simplifying the above expression, V(§(s), s) > V(“DR”, s) if and only if:

[} j
=) +( -
1+ 1+

Ar > ( ) X AL (3.59)

Combining equations (3.57) and (3.59), Rpr(Srr) is as follows:

./

) + (2 )X/\Lalld/\R>g} (3.60)

1+

Rpr(Srr) = {(AL, Ar)|Ar > (1 T

Finally, equations (3.50), (3.56) and (3.60) yield, after simple manipulations, a
characterization of Rgp. Rpp is the subset of the A-space satisfying the following

two requirements:
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) X AL (3.62)

[Step 8] We now compute Rpp (the region of budget flexibility). By step 1, Rpp
is the region: {(Az, Ag)|V(“DR”,s) >V (§(s),s);Vs € S}.

Consider, first, s € Sr. Given the transition matrix IT and equations (3.44)
- (3.46), simple algebra reveals that (py(s) + M‘zﬁ) has the largest value when
8 € Sy N Sgr. (The comparison is across three subsets of Sy : S, NSy, Sy NSLr
and Sy N Sgy.) From equation (3.48), it therefore follows that V(“DR”, s) has the
smallest value when s € S, N Sg.. Observe, also, that equations (3.40) and (3.42)
jointly imply that the value of V/(§(s), s) does not vary across states s € Sf.

Consider, now, s € Sg. Given the transition matrix II and equations (3.45)
- (3.47), simple algebra reveals that (p(s) + 22) has the largest value when
$ € SpN Spk. (The comparison is across three subsets of Sg : Sk N Srr, SRNSLR
and SpNSgy.) From equation (3.49), it therefore follows that V(“DR”,s) has the
smallest value when s € Sg N Spg. Observe, also, that equations (3.41) and (3.43)
jointly imply that the value of V(3(s), s) does not vary across states s € Sg.

Given the observations in the above two paragraphs, Rpp can be expressed as
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follows:

Rpr = Rpp(Sy N Srr) N Rpr(Sr N SiR) (3.63)

where : Rpp (S, N Sa) = {(Ar, Ar)[V(“DR”, s) > V(§(s), 8): Vs € S, N Sry}

(3.64)

Rer(SrN Sir) = {(0e, Ae)[V(“DR”, s) > V(4(s), s);¥s € S N Sz}  (3.65)

We begin by characterizing Rgr(Sr N Srr). Two subcases need to be consid-
ered: 1) \p < g (regions 1 and 2 of Figure 5) and 2) Ay > g (region 3 of Figure
5).

Subcase 1: Ay, less than g.— Figure 5 indicates that §(s) = B. From equations

(3.40), (3.46) and (3.48), V(“DR”,s) > V(B, s) if and only if:

1
1 nc 7p. — e 1, = /'\L,\_() x =df (3.66)
(5+7——)xBx[\ (0-X)x 5d8 <Bx | (A =0) %3
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Simplifying the above expression, V(“DR”, s) > V(§(s), s) if and only if:

1 + jl/
j//

) 1
) X Ar; where j” = \/(5 + _7723 - %) (3.67)

Ar < (

Subcase 2: )\j exceeds g.— Figure 5 indicates that g(s) = 0. From equations

(3.42), (3.46) and (3.48), V(“DR”,s) > V(0, s) if and only if:

L

Bx [ FO-x 1d9<§x/§(9—A)x1d9 (3.68)
+—=—-—=) X x/\L(—L)xz < A L) X 3 .

Condition (3.68) is satisfied for all parameter configurations.

Combining equations (3.67) and (3.68), Rpr(SL N Skry) is as follows:

1+j//

jll

0 [
RBF(SLHSRL) = {()‘L))‘R)l)‘R < ( )X/\L and \f < 5} U{(/\L,)\R)l AL > 5}

(3.69)

We now characterize Rp r(SrN SLr). Two subcases need to be considered: 1)
AR < g (region 1 of Figure 5) and 2) Ag > g (regions 2 and 3 of Figure 5).

Subcase 1: Ag less than g.— Figure 5 indicates that g(s) = B. From equations

(3.41), (3.45) and (3.49), V(“DR”,s) > V(B, s) if and only if:
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1 ¢ 7mp, — AR 1 — AR 1
A bt = < - =
( A (A 9)x0d0_Bx/0 (Ar—6) x =d8 (3.70)

Condition (3.70) is satisfied for all parameter configurations.

Subcase 2: Ag exceeds -g.— Figure 5 indicates that §(s) = 0. From equations

(3.43), (3.45) and (3.49), V(“DR”,s) > V(0, ) if and only if:

A — 7 1
*Or = 0) x %d& <Bx / (0—Xn) x 5d8 (371)

1 C p —_
(2+7——)><Bx//\ .

L

Simplifying the above expression, V(“DR”,s) > V(0, s) if and only if:

g j/l
)‘RZ(1+jH) +(1+j,,)xAL (3.72)

Combining equations (3.70) and (3.72), Rer(Sr N SLr) is as follows:

Rpr(SrNSir) = {(An,Ar)|Ar < g} U {(Az, Ar)|

g jll Q
)‘R < (m) ( - ) X /\Land AR > 2} (373)

+ 1+ 5"
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Finally, equations (3.63), (3.69) and (3.73) yield, after simple manipulations, a

characterization of Rgr. Rpr is the subset of the A-space satisfying the following

two requirements:

1+ 7
Ar < j,,f ) X Ap (3.74)
g j”
Ag < (W) + (1 +j”) X AL (3.75)

[Step 9] The locations of the two regions (Rppr and Rpr) in M-space are depicted

in Figure 1 of Appendix C. The location of Rgr(Rpr) is derived from equations

(3.61) - (3.62) ((3.74) - (3.75)).
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APPENDIX A

TABLES FOR CHAPTER 1

Table 1: Parameter Values (in francs) for the Experiment

::1:\:

Treatment 1
IL Treatment 2
ILTreatment 3

Treatment 4

Treatment 5

Treatment 6

Table 2: Summary of Observations for Repeated-Interactions Sessions

Treatment # # of Average Std. Dev. Realized Reelection
Trials Effort of Effort Output || Probability

Treatment 1 6 67.43 18.66 (67,134) (.08, 1.0)
Treatment 2 5 44.42 19.44 (93,77) (.10, 1.0)
Treatment 3 5 48.72 15.43 (86, 76) (21, 1.0)
Treatment 4 5 32.27 14.75 (100, 54) (.57, .98)
Treatment 5 5 5.24 12.16 (79, 73) (.40, 1.0)
Treatment 6 2 2.51 11.16 (25, 36) (.08, 1.0)
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Table 3: Regression-based Analysis of Candidates' Effort

Variable (1) 2) A3)
OLS OLS-FE OLS-RE

Constant 30.46 - 27.31

(1.19) (3.15)
Highb 15.60 16.88 16.82

(1.33) (1.78) (1.72)
Highprod 19.98 19.59 19.65

(1.33) (1.27) (1.26)
Fixed Effects No Yes No
R-squared 0.35 0.33 0.33
n= 687

Notes: OLS-FE refers to the fixed effects estimates of equation (1.3). OLS-RE
refers to the random-effects estimates of equation (1.3). The numbers in
parentheses are standard errors.

Table 4: Analysis of Voters' Behavior

Treatment # # of # of Error Rate, Error Rate,
Tnals Electnon Pds.

Treatment 1 14.23
"‘ reatment 2 22.59
Treatment 3 23.09
||‘ reatment 4 27.67
Treatment 5 23.42
Treatment 6




Table S: Analysis of Voter Heterogeneity

Treatment # Avg Error Std Dev., Avg .
Rates Error Rates

Treatment 1

Treatment 2

Treatment 3

Treatment 4

Treatment 5

Treatment 6

Table 6: Predicted and Observed Candidates' Effort Levels

Std. Dev.
of Predicted
Effort

Std. Dev.
of Effort

Average
Predicted
Effort

Treatment # Average
Effort

Treatment 1

Treatment 2

Treatment 3

Treatment 4

Treatment 5

Treatment 6
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Table 7: Regression-based Analysis of Effort Discrepancy

Variable 1) 2) 3)
OLS OLS-FE OLS-RE
Constant 20.10 - 19.34
(1.08) (1.64)
Highb 1.82 2.15 2.08
(0.91) (1.31) (1.21)
Highprod 0.85 0.78 0.79
(0.91) (0.93) (0.92)
Exper -0.25 -0.30 -0.28
(0.08) (0.07) (0.08)
Fixed Effects No Yes No
R-squared 0.02 0.02 0.02
n=687

Notes: OLS-FE refers to the fixed-effects estimates of equation (1.12). OLS-RE
refers to the random-effects estimates of equation (1.12). The numbers in
parentheses are standard errors.

Table 8: Relative Efficiency of Experimental Elections

Treatment # Effort Upper Average Relative
Bound Effort Efficiency

Treatment 1 95.84%
63.13%
84.38%
55.89%

Treatment 2

Treatment 3

Treatment 4

Treatment 5

Treatment 6




Table 9: Summary of Observations for One-Shot Sessions

Treatment # # of Average Std Dev.
Trlals Effort of Effort

Treatment 1

Treatment 2

Treatment 3

Treatment 4




APPENDIX B

TABLES FOR CHAPTER 2

Table 10: Parameter Values (in francs) for the Experiment

j:lj L) I 1y €y l Réo ljkuo

Treatment 1 100
600 20 0.5 1 10 1 10
1300 20 0.5 1 10 1 10

Table 11: Equilibrium Set for One-Shot Experimental Elections

Treatment # Poolmg Efficlent Separatmg Efficlent
Equlllbrla oolmg Equlllbrla Separatlng

Treatment1 || (0,0),¢0,1) [ (0,0),(0,1) 0,3,0,1)

Treatment 2

Treatment 3

Treatment 2 (0, 0), (0, 1), 0,0), (0, 1)

G, D
(0, 0), (0, 1),
3,1),(6.1)

Treatment 3 (0> O)a (07 1) (O’ 93 0, 1)




Table 12: Equilibrium Set for Repeated-Interactions Experimental Elections

Treatment # Poolmg Efﬁclent Separatmg Eﬂiclent
Equlllbrla Poolmg Equlhbna Separatmg

Treatment 1

(0, 0), (0, 1),
G. D

(0, 0), (0, 1) ,3,0,1)

Treatment 2

(0, 0), (0, 1),
3,1),(6,1)

(0,0), (0, T) (0,3,0,1)

Treatment 3

Treatment 1
Treatment 2
Treatment 3

Same as in
Treatment 2

(0, 0), (0, 1),
G, 1), (6, 1),
¥, 1)

0, 0), (0, 1) ©,3,0,1)

Table 13: Summary of Observations for FI-OS and II-OS Sessions

Session
Characteristic

Policy Outcome || Policy Outcome Reelection
1) (In) Probability

(27,0,0,0) (1,12,0,0) (.14,1.0, , )
9,6,0,0) (2,6,16,1) (0.0, .33, 1.0, 1.0)
(13,1,2, 1) (1,1,1,20) (0.0,0.0,0.0, 1.0)

Treatment 1
Treatment 2
Treatment 3

42,1,0,0) (2,40,5,0) (.07, .93, 1.0, )
(27,12, 0,0) (1,8, 30,2) (.18,.50, 1.0, 1.0)
(16, 8, 21, 0) 0, 7,22,6) (.07, .33, .84, 1.0)
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Table 14: Rationality of Candidates and Voters in FI-OS and II-OS Sessions

Session Optimal Reelection Conditional
Character- Policy Probability Probability
istic Choice of Iy

FI-OS:
Treatment 1 (14,10, , ) (.04,1.0, , )
Treatment 2 (0.0, .33, 1.0, 1.0) (.18, .50, 1.0, 1.0)

Treatment 3 (0.0, 0.0, 0.0, 1.0) [I (.07, .50, .33, .95)

II-0S:
Treatment 1 (.07,.93,1.0, ) (.05,.98,1.0, )
Treatment 2 (.18, .50, 1.0, 1.0) (.04, 40, 1.0, 1.0)

Treatment 3 (.07, .33, .84, 1.0) (0.0, .47, .51, 1.0)

Table 15: Equilibrium Selection for One-Shot Elections (Consistent Responses)

Session Equilibrium Equilibrium Equilibrium
Characteristic Ranked 1 Ranked 2 Ranked 3
FI-OS:

Treatment 1

(0, 3,0, 1), s, 90%) (0, 6,0, 1), s, 60%) (0, 0), p, 10%)
Treatment 2 (0, 6,0,1),s,63%) ((0,9,0,1),s,25%) (3, 1), p, 10%)
Treatment 3 (0,9,0,1),s, 83%) (0, 0), p, 33%) All Others

Treatment 1
Treatment 2
Treatment 3

((O’ 69 03 1)9 S, 50%)
(0,9,0, 1), s,30%)
(0,9, 0, 1), s, 26%)

(3, 1), p, 42%)
(3, 1), p, 31%)
((0, 0), p, 19%)

(0, 3,0, 1), s, 86%)
(0, 6, 0, 1), s, 65%)
(6, 1), p, 45%)

Notes: "All Others" includes the three pooling equilibria: (0,1), (3,1) and (6,1).




Table 16: Equilibrium Selection for One-Shot Elections (Likelihood Methods)

Session
Character-
istic

Treatment 1
Treatment 2
Treatment 3

Equilibrium
Ranked 1

((0,3,0,1),5)
((0,6,0,1),5)
(0,9,0,1),s)

Equilibrium
Ranked 2

((0,6,0,1),s)
(G, 1),p)
(6, 1), p)

Equilibrium
Ranked 3

(0, 1),p)
(0, 1), p)
(@3, 1),p)

s €p)
Best Equi-
librium

(.04, .14)
(.15, .18)
(.07, .05)

II-
Treatment 1
Treatment 2
Treatment 3

((0,3,0,1),s)
((0,6,0,1),s)

((6, 1), p)

((0,6,0,1),s)
(0, 1), p)
(3, 1),p)

(0, 1), p)
(G, 1), p)
(0, 1), p)

(07, .11)
(.13,.19)
(17, 21)

Table 17: Summary of Observations for the FI-RI and II-RI Sessions

Session Policy Outcome || Policy Outcome Reelection
Characteristic () (I Probability
FI-RI;

Treatment 1 (6,98,0,0)
Treatment 2 (8,92,37,0)
Treatment 3 9, 73,17, 16)

(100, 4, 1, 0)
(98, 30, 3, 1)
(81,25,1,0)

(.14, .99,0.0, )
(.07, .85, 1.0, 1.0)
(.18,.78, .95, 1.0)

II-RL

Treatment 1 (113,3,1,0) (7, 66, 50, 1) (-17, .64, 1.0, 1.0)
Treatment 2 (89, 28, 0, 0) (1, 38, 53, 16) (.08, .76, 1.0, 1.0)
Treatment 3 (64, 38, 18, 0) (2, 52, 65, 10) (.06, .75, .92, 1.0)
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Table 18: Equilibrium Selection for Repeated Elections (Consistent Responses)

Session # Trials # Trials # Trials
Characteristic (With (With Efficient
Separation) Separation)

FI-RI:
Treatment 1
Treatment 2
Treatment 3

II-RI:
Treatment 1
Treatment 2
Treatment 3

Table 19: Informational Efficiency of Experimental Elections

Session Treatment 1 Treatment 2 Treatment 3
Characteristic (%) (%) (%)
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