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ABSTRACT

CLASSIFICATION OF CORPS OF ENGINEERS PROJECTS
FOR ECONOMIC IMPACT ASSESSMENT

By

Dennis Robert Becker

Formal methods for performing economic impact assessments (EIA) are often
time consuming and expensive. This study developed a classification system that
shortcuts formal EIA processes by working as a “look-up” table in assigning the data
required for input-output modeling. That is, the system provides visitor spending profiles
and regional sales multipliers for Corps of Engineers (COE) projects that lack primary
data. Socio-economic variables from previous research were used to construct the
classification system. ANOVA results showed that the classification system successfully
segmented COE projects into homogeneous categories having statistically different class
means for many of the variables. Results of the discriminant analysis showed that fifty-
five percent of the projects were correctly classified, and that regional population, number
of retail establishments, per capita retail sales, percent retail sales, median household
income, and distance to the nearest metropolitan area were valid discriminators.
Recommendations for reducing the error in the classification system and for using it to

perform EIAs are provided.
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Chapter 1

INTRODUCTION

The allocation of scarce resources is a critical issue facing many public resource
management agencies. Public agencies charged with the care and management of these
resources must secure public funding on a competitive basis based on perceived and real
benefits and impacts on public welfare. For socially optimal uses of limited public funds,
quantification of effects of resource allocations are necessary (Leitch and Leistritz, 1985).

Many public entities, including state and local governments, and federal resource
agencies carry out impact studies to quantify the economic effects of proposed actions or
policies on a region’s economy. The methods used to forecast and understand economic
behaviors and impacts created by proposed economic activities are collectively called
economic impact assessments (EIA) (Propst and Gavrilis, 1987). Building on theory and
knowledge in regional economics, socio-economic assessments, and mathematical
economics and econometrics, EIAs typically involve analyses of the intersectoral
relationships which exist within a region. Knowledge of the linkages and flows
(interdependencies) of economic activity within an economy allows for an increased
awareness of possible implications of proposed actions and policies (Propst and Gavrilis,

1987). In the context of public resource management agencies, it is possible with EIAs to



anticipate the economic consequences of a proposed action or policy, such as increasing
recreation user fees. It is also possible with EIAs to make annual projections required for
effective planning, project business output by economic sector, and show the
consequences of alternative development scenarios (Stynes and Propst, 1996).
Increasingly, EIAs are also used as performance indicators in developing agency budgets
and formulating policies (Alward and Lofting, 1985; Archer and Fletch, 1996; Johnson,
Obermiller and Radtke, 1989). Estimates of economic impacts of visitor spending assist
the Corps of Engineers in justifying recreation budgets in Congressional hearings.
Economic impact assessments are utilized on a regular basis by all seven federal
land management agencies in the United States (USFS, FWS, NRCS, BLM, NPS, BOR,
and COE) (Clarke and McCool, 1996). Agencies such as the US Forest Service (USFS)
and the Fish and Wildlife Service (FWS) use EIAs to analyze the economic impacts of
designating public lands as wilderness for the purpose of endangered species protection.
The Natural Resources and Conservation Service (NRCS) uses EIAs to measure the
economic implications of different types of agricultural practices, such as conventional
versus alternative soil tillage techniques. The National Park Service (NPS) often uses
EIAs to measure the economic impacts of recreation activity, and the implications of
those impacts in terms of jobs resulting from visitor spending. Similarly, the Bureau of
Reclamation (BOR) utilizes EIAs to measure the economic implications of recreation on
lands developed primarily for water conservation (Clarke and McCool, 1996). As
illustrated, EIAs have a variety of uses in natural resource planning for federal agencies

as well as for state and local agencies for similar purposes.



Traditional methods of quantifying economic impacts of proposed actions or
policies on a region’s economy require extensive knowledge of EIA concepts,
requirements, and limitations. Additionally, methods which rely primarily on primary
visitor expenditure data often require large investments of time and money for data
collection and aggregation. Often times all that is needed for agency planning purposes is
a crude estimate of economic impacts. The development of simpler tools, aimed at aiding
in the estimation of economic impacts of changes in consumer demand or supply of
resources, would allow resource management agencies to quickly and cost effectively
justify or prioritize budgetary allocations. The research in this study focuses on the
development of a simplified economic assessment tool for the U.S. Army Corps of

Engineers (COE) as it relates to recreation visitor spending while visiting COE areas.

Economic Significance of Corps of Engineers Recreation Areas

Currently the Corps of Engineers operates and manages 462 water resource
development projects in the United States for purposes of commercial navigation, flood
control, hydroelectric power, and public recreation. A large majority of these projects
exist in close proximity to highly populated areas providing significant opportunities for
people of all ages and backgrounds to participate in recreation activities, particularly
water-based activities. Given that Corps of Engineers visitors account for roughly one
third of all recreation visitor days to federally managed recreation areas, Corps of

Engineers projects can play a significant role in the economic health and vitality of a



region (Jackson, 1997). While engaging in recreation activities at COE projects, visitors
spend money in several sectors of the economy for trip-related goods and services. For
instance, a family camping at a COE project may purchase groceries from a local store,
eat at a restaurant, or buy souvenirs. The degree to which the local economy is affected
by this type of spending behavior is potentially significant in light of the number of visits
taken each year to Corps of Engineers areas by campers and other types of recreation
visitors. With the aid of economic impact assessments, the Corps of Engineers is capable
of measuring the economic implications of visitor spending in terms of jobs, income, and

sales generated (Jackson, Stynes and Propst, 1994).

Study Purpose

The purpose of this study is to develop a classification system to obtain the
necessary information needed to quickly and cost effectively estimate impacts for Corps
of Engineers projects. The proposed classification system is one method that can be used
to reduce the cost and time constraints required of traditional economic impact
assessment techniques.

Critical to the development of the classification system is the identification of
factors which influence Corps of Engineers recreation visitor spending and the regional
economic impacts of that spending. Based on differing levels of these factors, economic
impact assessments can be estimated at Corps of Engineers projects lacking primary

visitor expenditure data. Differing levels of these factors provide the basis for the



classification of a sample of Corps of Engineers projects into relatively homogeneous
classes. Within each class there exists at least one COE project for which visitor
spending profiles and the economic impacts of that spending have been measured with
primary survey-based data. Assuming the dimensions of the classification system are
valid and accurately represent socio-economic conditions around COE projects, the
values from surveyed projects can be assigned to non-surveyed projects.

The information and tools developed in this study will allow the Corps of
Engineers an alternative method of quickly and effectively deriving the required inputs
for an economic impact assessment. With these inputs the Corps of Engineers can readily
estimate regional economic impacts of proposed recreation management strategies to
justify or prioritize budgetary allocations for recreation areas without having to collect

primary visitor expenditure data at each site.






Chapter 2

REVIEW OF LITERATURE

Measuring the economic impacts of recreation visitors with traditional economic
impact assessment methods is a time consuming and complex process. Sometimes this
complex process is necessary to predict visitor spending and to obtain accurate
measurements of that spending. However, often times all that is needed for agency
planning purposes is an estimate of economic impacts which can be obtained without
these complex models (Propst et al., 1985). The classification of recreation areas based
on site and regional characteristics is a less expensive approach that bypasses traditional
methods of measuring economic impacts. A review of literature is used to identify
applications of classification systems in recreation and regional economics. It is also
used to identify factors which influence the degree of visitor spending at recreation sites,
and the impacts of that spending on the local economy. Input-output modeling in
regional economics is also examined to provide a brief background of the economic

concepts important to EIAs and their application to the proposed classification system.



Recreation Classification Systems

Classification is an integral part of science, and often the degree of classification
is a measure of various disciplines’ advancement of knowledge. Chemistry reached its
first important stage of development with Mendeleev’s periodic table of the elements.
Botany reached its when Linnaeus developed a taxonomic, or classification system, that
furthered the understanding of plants and their relationships to each other (Gorelik and
Skripkin, 1989). Likewise, recreation and tourism has employed classification systems to
segment different types of visitors for marketing and management purposes (Bevins and
Zwick, 1993; Clark and Stankey, 1978; and Outdoor Recreation Resource Review
Commission, 1962).

Recreation management often uses some type of classification as one step in the
planning process (Bevins and Zwick, 1993). Armed with classification tools, agency
managers and researchers can compare visitor experiences related to opportunities
provided, identify patterns of visitor demand, and make short-term forecasts for
management and planning purposes. For instance, classifying campgrounds as being
rustic or modern can be used to determine the level of maintenance required for each
type. Two of the more-well known classification systems used in recreation planning are
the Outdoor Recreation Resource Review Commission (ORRRC) and the Recreation
Opportunity Spectrum (ROS). These systems are used to illustrate the use of

classification as a recreation planning and management tool.



The ORRRC in 1958 decided that an intensive nationwide study should be made
of outdoor recreation to provide a systematic approach for meeting growing recreation
demand after World War II. The purpose of the study was to identify and forecast
outdoor recreation demand in the United States until the year 2000. Additionally, the
commission was to identify available resources and the policies needed to ensure those
needs were adequately and efficiently met initially and in the future. The commission
recommended an inventory system which classified natural resources by type of resource
and recreational value ranging from “High-Density Recreation Areas,” (areas intensively
developed and managed for mass use) to “Primitive Areas” (undisturbed roadless areas
characterized by natural, wild conditions). With the classification system, planners and
managers could identify the available resources for a given area, and make decisions how
best those resources should be used. The implementation of this system was a major step
forward in a coordinated national recreation effort to provide a consistent and effective
method of planning for all land-managing agencies and promoted logical adjustment of
recreation activities to the available areas (ORRRC, 1962).

The ROS was developed as an outdoor recreation resource supply inventory and
classification system for multiple use natural resource planning. Developed by the U.S.
Forest Service, it is a framework for integrating recreational opportunities and non-
recreational activities. Unlike the ORRRC inventory system which based classification
solely on the physical setting of the resources, the ROS classes are defined by a spectrum
of recreational opportunities and their associated physical, social, and managerial
settings. Classes of the ROS range from “primitive” (provides an opportunity for

isolation to feel a part of the natural environment), to “modern urbanized” (provides an



opportunity to experience affiliation with individuals and groups, wildland challenges are
unimportant) (Clarke and Stankey, 1978). The central notion of the spectrum is to offer
recreation visitors alternative settings in which they can derive a variety of experiences.
If full ranges of opportunity settings are provided, changes in demand are more easily
accommodated because the kinds of features an activity requires are more likely to be
available.

Classification in recreation and tourism, not unlike other disciplines of science,
offers a means by which to further understanding of relationships between objects
important to planning and management. Building on a priori and statistical approaches to
classification in regional economics, a theoretically grounded system can be developed to
identify variations in regional economic impacts and visitor spending. Break points in
the data can be identified and non-surveyed Corps of Engineers projects can then be

assigned to appropriate classes.

Classification in Regional Economics

The primary building blocks of classification systems, including those used in
regional economics, are the patterns of relationships, phenomena, or processes which
exist between objects (Abler, 1971). Regional economics is concerned with explaining
why businesses and industries locate where they do, understanding consumer’s
purchasing behaviors, understanding and predicting regional development and growth,

and identifying the structure and implications of interregional transactions. Economic
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impact assessment procedures are analytical tools used by regional economists to predict
patterns of regional and interregional relationships (Richardson, 1969). Likewise,
classification of socio-economic data such as demographic characteristics, geographic
locations, and perceived product benefits is used to segment consumers into
homogeneous groups based on market demand (Gunter and Furnham, 1992). Classifying
recreation visitors according to their patterns of spending and their regional economic
effects, gives researchers or regional economists an analytical tool capable of projecting
social and economic impacts created by proposed economic activities or shifts in
consumer demand (Bevins and Zwick, 1993).

Prior knowledge of interrelationships between variables should be the
fundamental building block for all classification systems, whether statistical in nature, or
not. Each classification system, developed from prior knowledge, allows for a systematic
discrimination of objects into homogeneous groups providing a means by which to
predict performance and behavior (Gorelik and Skripkin, 1989). Prior knowledge of
interrelationships between variables, based on general theory, is often used to segment
different populations into homogeneous groups. Thus, a priori classification of Corps of
Engineers projects can be a useful tool in describing and comparing attributes pertinent to
recreation planning and management (Bevins and Zwick, 1993).

Some studies in regional economics rely heavily on statistical classification to
identify market segments, and to verify hypothesized relationships developed from a
priori investigations of observations (Punj and Stewart, 1983; Bevins and Zwick, 1993).
Unlike a priori classification methods, many statistical methods, such as cluster and

factor analysis, make no prior assumptions about interrelationships between different
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populations. Cluster and factor analysis are purely empirical methods of classification
and as such are primarily inductive techniques. Punj and Stewart (1983) suggest that
caution should be taken when using inductive techniques as they lack a conceptual
(deductive) understanding of the relationships that exist, and individually provide little
utility for planning and management. Statistical methods, such as regression and
discriminant analysis, on the other hand rely on conceptual hypotheses. Cluster and
discriminant analyses are used in regional economics and marketing to identify
differences in consumer attitudes and preferences to predict consumer behavior.
Regardless of the method used to classify objects or to verify the classification,
statistical verification of hypothesized interrelationships which exist between consumers
and the areas where they purchase goods and services further enhances an EIA (Punj and
Stewart, 1983). As such, statistical verification of a priori relationships between
recreation visitors and regional economies allows researchers and managers to identify

the strengths and weaknesses of the a priori set of assumptions.

Factors Influencing Recreation Spending

There is a rich history of economic literature pertaining to relationships between
consumer demand for products and services, and industry supply factors relating to price
influences and inputs. Notably, classic studies by Samuelson (1963) and Schultz (1938)
provided economists with ‘operationally meaningful’ theorems and hypotheses on market
equilibriums, and the demand for goods and services based on price. However, relatively

little thought was initially given to spatial aspects within traditional economic theories.
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Only within the past forty or so years have location theories, gravity-type spatial
interaction models, and regional economics become an important element of mainstream
economics extensively used today in policy and management decisions (Richardson,
1969; Fujita, 1990).

Location theory states that businesses tend to locate where they can maximize
profits relative to production costs. Thus, the spatial position of industries and consumers
is of foremost importance, overshadowing other motivations for location such as personal
considerations and satisfactions (Richardson, 1969). Location theory aids in identifying
regional interdependencies between specific sectors of the economy, such as the building
of a convenience store in relation to a newly opened marina. Inasmuch, location theory
allows for an estimation of the potential of new economic activity to attract new spending
to a region (Propst and Gavrilis, 1987).

Gravity-type spatial interaction models provide a theoretical base for analyzing
the spatial relationships between locations of economic sectors and consumers. It is
assumed that recreation visitors traveling to different sites will attempt to minimize trip
production costs by identifying goods and services that can be purchased for lesser
amounts, while maintaining satisfaction.' Differences in travel time and search costs
imply differences in total acquisition costs regardless of product prices (English and
Bergstrom, 1994). Building on Hotelling’s theory of industry agglomeration
(Richardson, 1969), recreation-related sectors, such as retail establishments, have a

tendency to cluster together. The clustering of economic sectors creates demand

'The notion of minimizing trip cost while maximizing satisfaction is referred to as the Household
Production Theory (English and Bergstrom, 1994).
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externalities, including reduction in search costs, and increases the likelihood that visitors
will find acceptable prices. Gravity-type spatial interaction models have recognized that
the locational distribution of goods and services is a critical determinant in minimizing
trip cost while maximizing satisfaction, and that the clustering of economic sectors is an
attractive force for economic activity. Building on this notion, retail businesses may
concentrate in and around recreation areas to provide goods and services to visitors,
consequently increasing a recreation site’s attractiveness (English and Bergstrom, 1994).
Various studies have focused on an assortment of regional and recreation site
characteristics thought to influence visitor expenditures. Lieber and Allton (1983), and
Lieber, Fesenmaier, and Bristow (1989) focused on regional and public recreation site
aspects in Illinois. Lieber and Allton (1983) identified seven site and visitation
characteristics expected to relate to variations in levels of visitor expenditures. These
included: (1) type of recreation area (surveyed in a park or conservation area), (2)
significance of resources (subjective agency rating of attractiveness), (3) degree of
urbanization (whether a large urban area was within the region), (4) length of stay (day-
use or overnight), (5) special events (at time of survey), (6) recreation season, and (7)
distance traveled to recreation site (resident or non-resident). Their study revealed that
neither the type of recreation area nor the ability of the resource base to attract visitors
had much affect on average expenditures per party trip. They found greater non-resident
visitor spending at recreation sites in close proximity to urbanized areas than at recreation
sites in non-urban areas. They also found that visitor expenditures within the study
region increased as the distance traveled by non-residents increased, and increased during

special events and hunting seasons. Similarly, Lieber et al. (1989) concluded that the
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locational distribution of recreation sites and visitor origin were important factors
influencing levels of visitor spending. Surveys of public recreation users showed that
total recreation spending per year was higher in areas that possessed a greater number of
alternative recreation sites. Typically, spending per trip was lower within these regions.
However, overall economic impact to the region was greater. They also concluded that
the type of recreation site visited influenced levels of spending. For instance, visitors
were likely to spend more while visiting state parks with concessions and convenience
stores in the area, than while visiting conservation areas with relatively few services.
Results of the Dawson et al. (1989) study suggested that regional characteristics
are an important factor in determining visitor spending. Dawson et al. (1989) suggested
that variations in visitor spending are significantly influenced by the degree of economic
development within a region, and the amount of tourism and recreation development.
Results of visitor expenditure surveys in Great Basin National Park identified retail trade,
restaurants and taverns, hotels and motels, amusement services (e.g. golf courses and
theaters), and transportation services (e.g. gasoline and car rental) as the primary
recreation-related economic sectors where visitors spend money. Analyses of the
regional economic impacts from this spending indicated that increased visitation to the
region resulted in relatively small increases in local economic activity, illustrated by the
small amount of indirect effects. They concluded that in order for the region to increase
recreation and tourism revenues, indirect economic impacts of visitor expenditures must
be increased. For instance, restaurants should purchase their goods and services, used to
meet recreation visitor demand, from the local area to receive an increased impact of

visitor spending. Furthermore, it was hypothesized that increasing the supply and
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diversity of recreation-related businesses would increase visitor’s length of stay and total
spending within the region by providing more opportunities to spend money.

Additional variables presumed to be important to the classification of recreation
visitors and their expenditure patterns have been investigated in many other studies as
well. Taylor et al. (1993) compared recreation visitors to historical sites with other types
of recreation visitors. They identified specific demographic and trip-related variables that
were thought to influence levels of visitor spending while visiting historic sites. Results
of the study indicate that average daily per-person expenditures increased as household
income increased. Furthermore, regression coefficients indicated that visitor
expenditures decreased as the party size increased, the number of nights within the region
increased, and if the group camped while in the area. Additionally, there was a positive
relationship between regional visitor expenditures and visiting a historical site. However,
historical sites were rarely the destination of visitors.

While researchers have a good idea of the economic sectors influenced by
recreation and tourism (Archer and Fletcher, 1996, Dawson et al., 1993; Douglas and
Harpman, 1995; and Johnson et al., 1989), there are only a limited number of published
studies aimed at predicting recreation visitor spending. Based on the previously reviewed
studies, it appears that travel distance, type of recreation activity, length of stay, type of
lodging, degree of urbanization, and degree of recreation-related sectors within a region
are the most common variables used to predict variations in visitor spending.
Additionally, demographic variables (e.g. age, income, and occupation), season, type of
recreation site, special events, and locational distribution of recreation sites have been

useful in identifying variations of visitor spending. Variables influencing levels of visitor
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spending may also contribute to variations in regional impacts of visitor spending. For
example, Taylor et al. (1993) demonstrated that significant levels of visitor spending had

a significant impact on a region’s economy.

Variations in Regional Impacts of Visitor Spending

Economic impacts of visitor spending may be divided into direct, indirect, and
induced effects. The sum of these three is termed the total effects. A change in final
consumer demand (direct effects) is a measurement of the immediate economic impacts
within a defined region resulting from the increase or decrease in consumer activity
within the region. For example, an increase in the number of visitors staying overnight in
hotels would directly yield increased sales in the hotel sector, as well as changes in wages
and salaries, taxes, and supplies and services. To continue the example, indirect effects
are the resulting impacts on sectors that supply goods and services to hotels, such as linen
supply companies. Induced effects of visitor spending are the changes in economic
activity resulting from household spending of income earned by employees and
contractors in the hotel and linen supply industries. The sales, income, and jobs that
result from household spending of added wage, salary, or proprietors’ incomes are the
induced effects. Together, indirect and induced effects are referred to as secondary
effects (Palmer, Siverts, and Sullivan, 1985).

A common tool for assessing the direct and secondary effects of visitor spending

is input-output (I/0) analysis (Leitch and Leistritz, 1985). Input-output analysis traces
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the intersectoral flows of visitor spending in a region to identify changes in sales, income,
and jobs associated with participation in recreation activities. It may be used to guide
investment decision-making by demonstrating the income and employment changes
resulting from alternative policy scenarios. Input-output modeling is used to measure the
amount of indirect and/or induced activity associated with the direct effects. The numeric
representation of this measurement is termed a multiplier. For instarice, the numeric
representation of the amount of respending of visitor dollars by a restaurant to purchase
more food and beverages to meet future demand is a multiplier (Palmer et al., 1985).
Generally, economic impact assessments utilize Type I, or Type II or III multipliers to
estimate a given impact on a region from a specific economic activity. Type I multipliers
are simply the ratio of the direct and indirect impacts on a region from a given economic
activity, whereas, Type II and III multipliers are the direct and secondary impacts on a
region, including induced effects (Stynes and Propst, 1996).>

There are many kinds of multipliers that reflect secondary effects from different
measures of economic activity such as sales, income, or employment. Sales multipliers
in recreation (also termed output multipliers) measure the value of all sales required to
meet visitor demand. Employee income multipliers measure the wages and salaries
necessary to produce this output, and employment is an estimate of the number of jobs
required to produce this level of sales (Jackson et al., 1994). Sales multipliers are often
used in EIAs because they provide a detailed picture of the sectors most affected by

changes in consumer spending (Palmer et al., 1985). The interdependencies those sectors

Type 11 multipliers are essentially the same as Type 111, other than Type Il involves a technical difference
in how induced effects are computed.
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require with other sectors within the region to produce goods and services indicate the
region’s ability to “capture” the secondary impacts of visitor spending (Stynes and
Propst, 1996).

Variations in sales multipliers from region to region are thought to be a function
of several factors including population demand, regional ability to meet consumer
demand, and spatial location. Population demand, as defined by Richardson (1969), and
Fujita (1990) is the primary factor in determining which goods and services will be
produced in a region. Richardson (1969) proposed that supply and demand could be
measured in terms of a population potential scale. The scale assumes that population
density, regardless of size, exerts an influence on consumers to purchase goods and
services from producers within a populatioh center. Influence varies directly with size,
and reduces as distance increases. Not unlike central place theory, the population
potential model assumes that consumers will travel from complementary regions to
population centers to purchase goods and services in direct proportion to the size of a
population center. Central place theory is concerned with the hierarchy of
interdependence among trade centers, and the supply of goods and services to
surrounding populations (complementary regions). In theory, the central place hierarchy
results from a direct relationship between the size and functions of central places and the
distances consumers are from trade centers (Richardson, 1969; Fujita, 1990).

Richardson’s (1969) population demand model also assumes that per capita retail
sales increase as population increases, thus supporting the assumption that consumers
travel to population centers to purchase goods and services. At the point at which it is no

longer economically or otherwise feasible to travel to a particular population center,
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consumers will opt to purchase goods and services elsewhere. Additionally, areas with
higher populations should exhibit a greater amount of economic diversity within the
region due to a greater diversity of goods and services demanded. As the sales of goods
and services between economic sectors of a region increases, secondary impacts of visitor
spending should increase as well (Dawson et al., 1993), thus increasing regional sales
multipliers.

Regional sales multipliers may be influenced by other factors such as changes in
visitor spending. Depending on the degree of intersectoral dependencies within a region,
visitor spending may have little impact on the regional economy in terms of secondary
impacts. However, a significant increase or decrease in the amount of visitor spending
within a region has the potential to significantly affect the local economy. If support
services for hotels, such as food catering and linen supply services, are available within a
region, hotels businesses are not forced to seek these services outside the region. Hence,
the local area captures a greater percentage of the economic impacts of visitors seeking
overnight accommodations at hotels within the region. Additionally, Type III regional
sales multipliers are affected to a large degree by the induced household spending of
income earned from recreation related businesses. The respending of employee
household income within a local area is dependent on the number of places to purchase
household items and personal goods. If these places do not exist within the region,
induced effects of visitor spending may be lost. Therefore, even with high levels of
visitor spending within a region, economic impacts may be potentially small.

Past studies reviewed in this section have shown that visitor spending increases as

the number of places to purchase recreation-related goods and services increases. Lieber
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and Allton (1983) found that annual resident and non-resident visitor spending increased
as areas became more urbanized. However, they also found that average per party trip
spending actually decreased for resident visitors in the same urbanized areas, indicating
that residents took trips more frequently and of shorter duration.

The process of tying together factors which influence visitor spending and the
factors which influence regional sales multipliers is a complicated process. A discussion
of the concepts used in I/O modeling and economic impact analysis is needed to
understand the importance of the intersectoral relationships that exist between recreation-

related businesses, and how they are impacted by visitor spending.

Concepts and Tools of Input-Output Modeling in Recreation

Economic base theory states that a region’s economy can be divided into basic
and non-basic sectors. Basic sectors are involved in the export of products, and non-basic
in the supply of local goods and services. All non-basic economic activities, especially a
region’s trade and service activities, are induced by the expansion or decline of basic
export industries (Richardson, 1969). Tourism is an export industry, therefore an
assessment of regional impacts produced from a change in economic activity of
recreation and tourism is feasible.

To quantify the economic impacts recreation visitors have on an area, I/O models
estimate the secondary effects of visitor spending within a defined region. These

secondary effects are calculated for the different types of recreation visitors (visitor
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segments) by tracing the flow of dollars between the economic sectors required to
produce those goods and services visitors purchase (Stynes and Propst, 1996). Since
most of the categories in which visitor spending accrues do not exist as economic sectors,
visitor expenditures for each visitor segment must be margined to their respective sectors.
A bridge table that transforms visitor spending to a final demand vector handles the
process of margining. The final demand vector can then be applied to the regional I/O
model. Total economic impacts are estimated by multiplying the final demand vector by
a set of multipliers (Stynes and Propst, 1992).

Primary visitor expenditure data are often used to determine average visitor
spending by different visitor segments, and to determine where goods and services were
purchased (Bergstrom, Cordell, Ashley and Watson, 1990; Douglas and Harpman, 1995;
Johnson et al., 1989; and Propst et al., 1992). Due to the time and labor expenses of data
collection, alternative methods of I/0 analysis may be desired. Depending on the EIA’s
application, non-survey or partial survey techniques for estimating visitor spending and
regional impacts may be the preferred alternatives. Both techniques utilize secondary
data in the transaction matrix in the I/O model (Hewings, 1985). The transaction matrix
refers to the intersectoral relationships between businesses as to how much they purchase
from each other to provide goods and services to consumers (Palmer et al., 1985). The
non-survey-based technique uses existing input-output tables, generally of national data,
and modifies them for regional uses. The partial survey technique is similar to the non-
survey technique in that it utilizes national tables and modifies them for regional

purposes. However, the partial survey method also uses local data and updates regional
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tables periodically. Therefore, many researchers regarded it as the best alternative to
costly primary survey-based data (Hewings, 1985).

One of the more common I/O models used in recreation planning and
management is IMPLAN. The U.S. Forest Service developed IMPLAN in 1979 as a
computer-based system capable of developing non-survey and partial survey models. It
provides a static view of economic activity down to the county level, including detailed
information on final demand and payments for recreation related sectors. The analytical
capabilities of the IMPLAN system can be separated into two broad categories: (1) the
estimation of impacts originating from changes in final demands, and (2) the evaluation
of constraints upon sectoral gross outputs. Economic impacts are expressed by the
changes in regional income and earnings, employment, gross output and various other
parameters (Alward and Lofting, 1985).

A limitation of using IMPLAN for assessing the economic impact of a change in
final recreation demand in a region is that it lacks clearly defined recreation sectors.
Identification of those sectors impacted by visitor spending that are unique to recreation
are identified in many research studies such as those done by Archer and Fletcher (1996),
Dawson et al. (1993), Douglas and Harpman (1995), Johnson et al. (1989), and Stynes
and Propst (1996). Through the use of the Mico-Implan Recreation Economic Impact
Estimation System (MI-REC), IMPLAN can be used for recreation applications by
attributing visitor expenditures for thirty three specific goods and services to recreation
related Standard Industrial Classification (SIC) sectors (Stynes and Propst, 1996). The
MI-REC model identifies these sectors within IMPLAN and automatically margins and

bridges visitor spending for the regional I/O model. Additionally, MI-REC imports the
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impact reports produced in IMPLAN and generates an assortment of summary reports
important to an economic impact assessment (Stynes and Propst, 1996).

With knowledge of how economic impact analyses are done, methods and tools
can be developed to tailor regional I/O models to particular applications. This study is
concerned with developing a “look-up” classification scheme that short cuts the
traditional I/O approach altogether. This scheme does not require primary visitor
expenditure data nor I/O modeling software to assess the economic impacts of visitor

spending.

Statement of the Problem

Economic impact assessments have a variety of uses in recreation and tourism,
including quantitative evaluations of Corps of Engineers recreation programs and
facilities. Since they estimate economic impacts of changes in recreation demand or
shifts in agency policy and management strategies, the Corps of Engineers use EIAs to
justify or prioritize budgetary allocations. With prior knowledge of what differing types
of recreation visitors spend on different goods and services and what the regional
implications of that spending are, the Corps of Engineers can forecast economic effects of
proposed actions or policies. As previously stated, much of the data needed to make
estimates of visitor spending and its impacts on a region are obtain with survey-driven
expenditure studies. Given the expensive nature of collecting primary data, this study

proposes a classification system that can use existing spending data to estimate economic
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impacts of Corps of Engineers agency policies and management strategies. Visitor
spending profiles and regional multipliers currently exist for a sample of COE projects
where primary survey-based data were previously collected (Propst et al., 1992). The
classification system can be used to assign these spending profiles and sales multipliers to
COE projects that lack primary expenditure data. Thus, the classification system would
greatly reduce time and costs associated with traditional I/O methods. However, to
assign these values to non-surveyed projects the factors that influence visitor spending
and its regional impacts must be identified. Once these relevant factors have been
identified, Corps of Engineers projects can be classified into categories based on differing
levels of these factors. The classification system developed in this study utilizes readily
available secondary data identified in the literature and examines their effectiveness in

explaining variations in visitor spending and regional impacts of the differing classes.

Study Objectives

The classification system should be capable of assigning non-surveyed Corps of
Engineers projects to classes for the purpose of accurately identifying visitor expenditure
data and the subsequent economic impacts of that spending. To develop a classification

system and utilize it as a “look-up” table, the following objectives must be met.

1. Identify Corps of Engineers project and regional socio-economic variables, from past

research studies, that influence levels of visitor spending.
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Identify Corps of Engineers project and regional socio-economic variables, from past
research studies, that provide indicators of levels of regional direct and secondary

effects of visitor spending to Corps of Engineers projects.

Develop a classification system based on those project and regional socio-economic

variables identified in the literature as being relevant to the first two objectives.

Determine the effectiveness and validity of the classification system using statistical

procedures.



Chapter 3

METHODS

A classification system capable of assigning spending profiles and regional
multipliers, for recreation areas where primary expenditure data does not exist, must rely
on secondary data sources. With secondary data sources, associated cost requirements
typical of input-output models using primary data can be reduced. Previously identified
factors thought to influence visitor spending and regional economic impacts are
incorporated into an initial classification matrix to segment a sample of Corps of
Engineers projects into homogeneous classes. This section will focus on the methods
used to classify Corps of Engineers projects and the methods used to test the validity of

the proposed system.

Operational Definitions

To standardize results with past research, the following terms as defined in Propst
et al. (1992) study of visitor expenditures at Corps of Engineers projects were used in this

study as operational definitions.

26
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Region — An area of interest defined to identify what spending and economic activity to
include in an economic impact assessment. Measures of economic impacts
should include only businesses within the defined area. The economic region
used in this study is comprised of those counties that are within 30 road miles of
Corps of Engineers project boundaries.

Visits — A visit is defined as the entry of one person onto a COE project to engage in one
or more recreation activities.

Non-Resident Visitors — Recreation visitors to Corps of Engineers projects who reside
outside the economic region used in the economic impact assessment.

Resident Visitors — Recreation visitors to Corps of Engineers projects who reside within
the economic region used in the economic impact assessment.

Visitor segments — Homogeneous groups of recreation visitors in terms of similar
spending patterns and preferences for certain goods and services. Each segment,
such as day-use boaters, or non-resident campers are characterized by
homogeneous spending profiles for recreation related goods and services.

Recreation-related businesses — Those retail and service sector businesses and industries
within a defined region directly affected by Corps of Engineers visitor spending.
Those businesses include, but are not limited to hotels and lodging, restaurants,
miscellaneous retail stores, grocery stores, gasoline and automotive services, and
recreation and amusement establishments.

Input-Output Models — An input-output model is a representation of the flows of

economic activity within a region. The model captures what each business or
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sector must purchase from every other sector in order to produce a dollar’s worth
of goods or services.

Sales Multiplier — Multipliers capture the size of the secondary effects, usually as a ratio
of total effects to direct effects. The sales multipliers used in this study measure
the value of all sales, including indirect and induced (Type III), required to meet
the demand created by visitors to Corps of Engineers projects.

Spending profiles - Average visitor spending for various goods and services purchased by
members of different recreation visitor segments to Corps of Engineers projects.
Spending profiles for COE visitors are a representation of only those expenditures

on recreation related goods and services within the defined economic region.

Sample Population

The units of analysis for this study are Corps of Engineers projects. A sample of
108 Corps of Engineers projects was drawn from the total population of 462 projects.
Locations of those projects are display in Figure 1. The subset of 108 COE projects
consisted primarily of those projects having a high degree of recreation visitation in 1994.
The sample set of projects accounted for more than 65 percent of all COE visitation, but
less than one-third of the projects. The following sources provided the 108 COE projects:
the National Resource Management System (NRMS) developed and maintained by the
Corps of Engineers (U.S. Army Corps of Engineers, 1994), Propst et al. (1992), and

Ward, Roach, Loomis, Ready and Henderson (1996). The top one hundred COE projects,
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Figure 1. Location of Corps of Engineers Projects Used to Develop the Classification
System (N = 108).

ranked by annual visitation in 1994 (U.S.C.O.E., 1994), were included in the study with
the assumption that these projects would account for a greater variety of visitor spending
than projects with a limited number of visitors. Thus, there would be sufficient variation
in spending and sales multipliers to develop a useful classification system into which any
of the remaining COE projects would fit. Other COE projects in the sample set include
those used by Propst et al. (1992) in a previous economic impact assessment study of
twelve projects. Primary visitor segment expenditure data from the 12 lakes study were
used as the basis for variations in spending explored in this study. Lastly, an additional
twenty-two COE projects were added to the classification system due to their previously
defined economic regions of 30 miles (Ward et al., 1996). After excluding overlapping

projects and the exclusion of an additional nine others, due to undefined service areas, the
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final sample set of COE projects was reduced to 108 (Appendix A). Undefined service
areas, in most instances, were a result of a river project lacking clearly defined property
boundaries. In other cases inconsistent project data in the NRMS made regional
delineation difficult. Inconsistencies included multiple names for projects, and exclusion
of project boundaries. As was the case in Mississippi River Pool systems, data for
several of the areas were lumped together in a non-standardized format. The following is
a list of the excluded projects with their 1994 project visitation rankings in parentheses:
Mississippi River Pools 11-22 (2), Riverlands - Upper (6), Lake Okeechobbee and
Waterway (10), Cape Cod Canal (11), Mississippi River Headwaters Lakes Project (23),
Black Warrior and Tombigbee Lakes (26), John Paul Hammerschmidt Lake (76), Duluth

- Superior Harbor (95), and Mississippi River Pool No. 3 (97) (U.S. Army COE, 1994).

Delineation of Economic Impact Regions

Defining the regions surrounding Corps of Engineers projects was a vital step in
developing the classification system. The decision to include or exclude counties in
regional economic impact assessments may alter the extent of intersectoral economic
relationships, consequently modifying regional multipliers . A change in multiplier size,
in turn, may alter the class to which a given project is assigned. For instance the decision
to include a county with a Metropolitan Statistical Area (MSA) into an I/O model may

reclassify a particular project into a category with differing regional characteristics and



31

spending patterns. Not including a county with a MSA may result in a project being
classified into a category with lower spending patterns and regional impacts.

For the purposes of the classification system, the defined regions surrounding
COE projects were comprised of those counties which had a majority of their land mass
and economic activity within thirty road miles of a project’s shoreline. Therefore, some
areas that fell within thirty miles were not included in the impact region due to a lack of
economic activity and/or their relative geographic position to COE projects.
Additionally, counties were used to delineate economic impact regions because most
socio-economic data relevant to regional economics is aggregated at the county level and
up. For example, IMPLAN utilizes only county level data from US Census Bureau
sources to estimate I/0 models (Alward and Lofting, 1985). Counties within each of the
defined economic regions for each of the COE projects are summarized in Appendix A.

Thirty miles was chosen to define economic regions for two primary reasons.
First, thirty miles is roughly the average distance across most counties in the east and
midwest where a majority of the projects are located. Secondly, the researchers in the 12
lakes study felt that thirty miles was a reasonable distance within which visitors could
recall whether or not they purchased goods or services (Propst et al., 1992). Other studies
of COE projects such as Ward et al. (1996) used thirty miles as functional economic
boundaries. However, they included only those counties that fell within thirty miles of a
project’s dam. A significant number of recreation areas exist on the upper ends of
reservoirs, opposite COE dams. Therefore to fully account for visitor expenditures within
thirty miles of recreation sites, this study utilized an operational definition of visitor

spending within thirty road miles of a project’s shoreline.
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The first step in identifying counties to include in economic impact regions was to
use a computer-based mapping system with a geographic information system called
ArcView (ESRI, 1996). With the aid of ArcView, counties partially or wholly within
thirty miles of COE project shorelines were electronically downloaded into spreadsheet

format. The criteria used to determine inclusion or exclusion of counties were:

Include counties if:

1. They are entirely with the thirty-mile area surrounding the project.

2. They have greater than one half of their landmass within the thirty-mile
area.

3. They have half their landmass within the thirty-mile area and half
outside the area, ONLY IF they are easily accessible', OR an MSA
falls within the service area and can easily access the project.

4. They have less than half their landmass within the thirty-mile area
ONLY when a majority of the population of their MSA(s) is within the
thirty-mile area, AND easy access is possible.

Exclude counties if:
1. They are entirely outside the thirty-mile area surrounding the project.
2. They have less than half of their landmass within the thirty-mile area.
3. Transportation to a project is difficult, regardless of the amount of
landmass within the thirty-mile area.

'Project inaccessibility is defined as the difficulty or inability to travel to the
project site in thirty miles or less. Difficulty or inability to travel may be a result
of a lack of transportation systems (e.g., interstate highways and roads), or
presence of natural barriers (e.g., lakes and mountains).

Secondary Data Sources

The data used in this study are a representation of those factors identified in the
literature as having an influence on visitor spending and the regional impacts of that
spending. Selection criteria for the data were that they come from secondary data sources

that were readily available and that the data be easily obtainable. Secondary data sources
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included the U.S. Census Bureau, the NRMS (U.S.C.0O.E., 1994), and spending profiles
from Propst et al. (1992). U.S. Census Bureau data were electronically downloaded from
government library sources from the following databases: USA Counties 1994 (U.S.
Bureau of the Census, 1996), 1992 Economic Census (U.S. Bureau of the Census, 1996),
and County Business Patterns 1993 (U.S. Bureau of the Census, 1996).

The variables thought to account for variations in visitor spending and regional
multipliers were summed for counties in each region for each of the 108 Corps of

Engineers projects. Variables and their data sources are listed in Table 1.

Table 1. Independent Variables'

Independent Variables Secondary Data Source
Type III Sales Multipliers® IMPLAN

Regional Population USA Counties 1994’

Median Household Income ($) USA Counties 1994

Number of Retail Establishments 1992 Economic Census’
Annual Retail Sales ($) 1992 Economic Census
Percent Retail Sales® County Business Patterns, 1993°
Per Capita Retail Sales ($)*

Annual COE Project Visitation 1994 NRMS?®

Distance to nearest MSA (miles)’ 1994 NRMS

Percentage of Visits Attributed to Boating 1994 NRMS

Percentage of Visits Attributed to Camping 1994 NRMS

lComplete database of independent variables and their units of measurement are found in Appendix B

2Regional sales multipliers were calculated with input-output model software, IMPLAN. 1/O models were
estimated for each region in the study sample using 1992 Census Bureau data.

3Goverenment library data sources obtained from the U.S. Bureau of the Census (1996).

“Ratio of total non-agricultural sales in a region attributed to retail trade

5Computed from annual retail sales per 1000 residents residing in the region

6Corps of Engineers project data derived from the 1994 Natural Resource Management System (NRMS)
maintained by the Corps of Engineers.

"Road miles to nearest Metropolitan Statistical Area (MSA) from Corps of Engineer projects



34

Classification Variables

Variables were identified in the literature as being relevant to variations in visitor
spending and regional sales multipliers. The variables found to influence levels of visitor
spending include location factors (Richardson, 1969), gravity-type spatial interaction
factors (English and Bergstrom, 1994), and economic industry agglomeration factors
(Fuyjita, 1990). Following the assumptions of the gravity-type spatial interaction models
presented by English and Bergstrom (1994), and Richardson (1969), a region’s retail
attractiveness increases as retail establishments agglomerate, which in turn causes an
increase in per capita retail sales. Additionally, average total visitor spending per
recreation trip for retail items may increase as a region’s retail attractiveness increases.
Thus, the number of retail establishments and their levels of sales were used as indicators
of “retail attractiveness.”

Variables thought to influence variations in regional sales multipliers were also
derived from the literature based on theories in regional economics as they pertain to
population demand models, location factors, and regional trade centers (Richardson,
1969; Fujita, 1990). These theories share in common the postulates that as a regional
trade center increases in population, a greater number of consumers are drawn to that area
to purchase goods and services. As the number of consumers increases, the demand for a
greater diversity of goods and services increases. Thus, as population increases the
diversity of economic sectors within a region does as well (Richardson, 1969). An
increase in population and the number of economic sectors within a region to meet

Ppopulation demand should lead to greater output and sectoral interdependencies. Hence,
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there should be higher regional sales multipliers in regions with higher populations and
greater economic diversity.

The literature suggests other variables are also factors influencing levels of trip
spending and regional impacts. Included are recreation site characteristics such as annual
visitation, type of activity participated in (e.g. boating and camping), and distance to
nearest economic service areas (distance to nearest MSA). Research such as that done by
Bergstrom et al. (1990), and Dawson et al. (1993) shows that total recreation visitation in
a region is capable of producing a significant enough amount of economic activity to
influence levels of visitor spending and sales multipliers. Other studies suggest that the
type of activity participated in is a significant factor in what visitor spending preferences
are while visiting an area (Douglas and Harpman, 1994; Lieber and Allton, 1983; and
Taylor et al., 1993). Richardson (1969) suggests that distance to economic service
centers is a critical factor influencing visitor spending. A metropolitan statistical area is
an example of an economic service center. An MSA is a core area (defined in counties)
containing a large population nucleus (greater than 50,000 population) with adjacent
communities having a high degree of economic and social integration (National Institute
of Standards and Technology, 1995). Additionally, demographic data, such as household
income and age influence levels of visitor spending. As income increases, expenditures

on recreation related goods and services would increase non-proportionately (Gunter and

Furnham, 1992).
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Twelve Lakes Study

The 12 lakes study conducted by Propst et al. (1992) was used in the present
research study to identify variations in recreation visitor spending in Corps of Engineers
project regions. The goal of the study was to predict visitor expenditures associated with
the recreational use of a sample of twelve COE projects. The intent was to develop
nationally representative spending profiles for recreation visitors that portrayed spending
behavior in three ways: (1) total amount spent on a recreation trip, (2) distribution of that
spending among economic sectors, and (3) geographic location of spending in relation to
a given COE project.

Site selection criteria of the twelve sample lakes required projects to represent a
full range of spending behavior by COE visitors. Priority was given to projects that:

1. Received recreation use from a broad range of visitor segments.

2. Differed in adjacent county population sizes (assuming that variation in

population size is an index of opportunities for local spending).

3. Were located in different geographic regions of the continental United States.

4. Varied according to lake size and degree of recreation development.

Consistent with the literature review presented in this thesis, the authors argued
that types of activities visitors engage in, distance traveled to a destination, and length of
stay affect the total amount spent and the distribution of spending among economic
sectors. Thus, twelve user segments representing visitor origin, type of overnight
accommodations (if applicable), and activity participation were defined. Spending

profiles were developed for each of the visitor segments at each of the twelve projects

based on reported expenditures for different goods and services by different visitor
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segments. The following visitor segments, defined by the 12 lakes study, were used to
obtain homogeneous segments of visitors with similar patterns of recreation-related
expenditures.
D/R/B:  day user, resident, boater
D/R/NB: day user, resident, nonboater

D/NR/B: day user, nonresident, boater
D/NR/NB: day user, nonresident, nonboater

O/R/C/B: overnight user, resident, camper, boater
O/R/C/NB:  overnight user, resident, camper, nonboater
O/NR/C/B: overnight user, nonresident, camper, boater
O/NR/C/NB: overnight user, nonresident, camper, nonboater
O/R/NC/B:  overnight user, resident, noncamper, boater
O/R/NC/NB:  overnight user, resident, noncamper, boater
O/NR/NC/B: overnight user, resident, noncamper, boater
O/NR/NC/NB:  overnight user, resident, noncamper, boater
The survey of the twelve sample lakes yielded 3,144 on-site interviews. Of the
COE visitors interviewed on-site, 2,190 completed mailback questionnaires of recreation
trip expenditures. It was found from the expenditure surveys that average spending for
overnight visitors was more than 7.5 times greater than day-users. Additionally, it was
also found that visitors who engaged in boating activities typically spent more for
recreation related goods and services per party trip than visitor who did not boat. It is
assumed that projects with similar project and regional characteristics will attract similar
visitor segments with similar spending profiles. Therefore, it should be valid to assign

the spending profiles and regional multipliers developed in the 12 lakes study to other

projects with similar site and regional characteristics.
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The Classification System

The third study objective was to develop a classification system capable of
assigning non-surveyed Corps of Engineers projects to classes for the purpose of
identifying site specific visitor expenditure data and regional impacts of visitor spending.
The benefit segmentation approach used in marketing research (Gunter and Furnham,
1992) was the basis of the a priori classification system. The benefit segmentation
approach typically uses some type of classification technique to partition objects into
homogeneous classes. The classes are then described in terms of class means, standard
deviations, and standard errors of the variables used in developing the a priori classes.
The classes are then described in terms of additional variables not included in forming the
initial classes. The variables listed in Table 1 were used to describe the classification
classes summarized in Appendices C and D. The classes of variables in Table 1 were
also used to meet study objective four. Objective fqur was to determine the effectiveness
and validity of the classification system based on the independent variables identified in
the literature.

The sample of COE projects were initially classified into homogeneous classes
based on three of the independent variables: regional sales multipliers, number of retail
establishments within a region, and regional population. These three variables were used
in the classification scheme because of the magnitude of their importance relayed in the
literature. Additionally, both the numbers of retail establishments and regional
population appear to significantly influence visitor spending and regional impacts of that

spending (Richardson, 1969; Fujita, 1990). Likewise, Type III regional sales multipliers
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were included in the classification scheme to identify levels of regional economic impacts
across different regions. Type III multipliers were used because they represent both the
direct and secondary effects of visitor spending. MI-REC was used with IMPLAN to
estimate Type III sales multipliers used in this study. The multipliers are aggregate
estimates of the amount of sales (output) generated in each sector present within each of
the defined regions surrounding the sample of 108 COE projects. Sales multipliers used
in this study were calculated as follows:

Type III sales multiplier = Direct Sales + Indirect Sales + Induced Sales
Direct Sales

The classification system for the sample of 108 COE projects consisted of a 3 X
4-classification matrix scheme with twelve categories, depicted in figure 2. Categories
ranged from regions having high numbers of retail establishments, high populations and
high sales multipliers, to regions with a low number of retail establishments, low
population, and low or medium levels of sales multipliers. Three of the twelve classes
were excluded from the classification scheme resulting in nine classes. The three

excluded classes included high, medium, and low sales multipliers classes within the

High Number High Number Low Number Low Number
of Retail Est./ of Retail Est./ of Retail Est./ of Retail Est./
High Population | Low Population High Population Low Population

High Multipliers

Medium Multipliers

Low Multipliers

Figure 2. Diagram of Initial Classification Scheme
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“Low Retail Establishments/High Population” category. All regions having high
populations also had a high number of retail establishments. The classification
dimensions were established by identifying natural breaks in the initial classification
variables depicted in Table 2. Natural breaks were identified by personal judgment based
on variable means and distribution among classes (Appendix B). Ranges of retail
establishments and regional populations were large with a significant variation in ranges
above the break points. Due to a limited number of regions with high values of
establishments and populations, break points were established at lower levels to more
closely reflect medians. Corps of Engineers projects classified in this manner created

classes of projects with similar site and regional socio-economic characteristics.

Table 2. Initial Classification Dimension Breakpoints

High Medium' Low
Number of Retail Establishments 1,350 + N/A 0-1,349
Regional Population 500,000 + N/A 0 - 499,999
Type III Sales Multipliers 23+ 2.0-2.29 0-1.99

'"The number of retail establishments and total regional population was split into categories having high and
low levels with no designation of medium levels in the classification system due to the difficulty in
establishing natural break points.

Tests for Validity of the Classification System

Objective four was to determine the effectiveness and validity of the classification

system using statistical procedures. A Pearson product moment correlation table was
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computed to determine the magnitude of relationships between the independent variables
chosen to represent those factors identified in the literature review. The correlation table
was used to determined if the identified variables were consistent with past theories in
regional economics, and to aid in the interpretation of the analyses of variances and the
discriminant analyses used to test the validity of the classification system.

Analysis of variance, or ANOVA, was used in this study to determine if class
means for each of the independent variables across the nine classes were statistically
different. The existence of statistical differences provides evidence that the classification
system has some validity in segmenting COE projects into homogeneous classes by
factors thought to influence spending and regional impacts of that spending. Analysis of
variance was also used to select independent variables to include in the discriminant
analysis.

Independent variables found to have statistically significant differences between
class means were included in the discriminant analysis to determine if they were good
discriminating variables between the different classes. If characteristics which
distinguish between the differing levels of visitor spending and regional impacts of that
spending are found for the sample of 108 Corps of Engineers projects, the remainder of
the 462 projects should also appropriately be classified by these characteristics. Thus,

discriminant analysis was used to seek a set of satisfactory discriminating variables.



Chapter 4

RESULTS AND DISCUSSION

The major goal of this study was to classify Corps of Engineers projects into
homogeneous groups based on differing levels of factors thought to influence levels of
visitor spending and the regional impacts of that spending. The intent of the
classification system is to have the capability of assigning spending profiles and sales
multipliers to COE projects without having to collect primary visitor expenditure data.

The results are presented as they relate to the four study objectives. The first
objective was to identify COE project and regional socio-economic variables from past
research that influence levels of visitors spending. The second objective was to identify
COE project and regional socio-economic variables from past research that provide
indicators of regional direct and secondary effects of visitor spending to recreation areas.
The third study objective was to develop a classification system based on differing levels
of the factors identified in objectives one and two. The fourth objective was to determine
the validity of the classification system using statistical procedures. The first and second
study objectives of identifying socio-economic factors that influence levels of visitor
spending and economic impacts were accomplished with the literature review. Therefore,

a majority of the discussion of results will focus on the last two objectives.
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Determinants of Spending and Economic Impacts:
Objectives One and Two

To review, factors that influence levels of visitor spending include gravity-type
spatial interaction factors (English and Bergstrom, 1994), economic industry
agglomeration (Fujita, 1990), location factors (Richardson, 1969), and retail
attractiveness factors (Richardson, 1969). Independent variables chosen to represent
these factors were: regional population, number of retail establishments, per capita retail
sales, type of activity engaged in, distance to MSA, and median household income.

Factors that were identified in the literature that influence regional economic
impacts of visitor spending are based on theories in regional economics. Those factors
include population demand factors, regional trade center factors (Richardson, 1969;
Fuyjita, 1990), and location factors (Richardson, 1969). Independent variables chosen to
represent these factors were: Type III regional sales multipliers, regional population,
annual COE project visitation, number of retail establishments, per capita retail sales,
distance to the nearest MSA, and percent retail sales. Variables that were readily
obtained from current and reliable secondary data sources were used in this study to
represent the identified factors (Table 1). The independent variables chosen were used in
the classification system to segment Corps of Engineers projects into homogeneous
classes, and to test the validity of the system.

Observed correlations between the independent variables in Table 1 were used to
determine which relationships were consistent with theories in regional economics, and to

aid in the interpretation of statistical tests of the classification system’s validity. Many of



44

the variables thought to influence visitor spending and regional economic impacts are
significantly correlated (Table 3). For instance, regional population is nearly directly
proportional to the number of retail establishments (r =.997, p <.001). Fujita’s (1990)
population demand models and retail agglomeration theories state that business
establishments increase as population density increases. Consistent with theory, the
number of retail establishments surrounding COE projects increase at a similar rate to
regional population.

Further support of the population demand model is the high correlations between
population and per capita retail sales, and per capita retail sales and distance to the nearest
MSA. As theorized by the population demand model, consumers have an increased
propensity to purchase goods and services from within population centers in proportion to
the size of the population center and distance traveled. Thus, as regional populations
increased around COE projects, per capita retail sales increased. Additionally, as regional
per capital retail sales increased, travel distance to the nearest MSA decreased.

Regional population was negatively correlated with percent retail sales (p <.001).
This finding is also consistent with the literature. Following Warntz’s population
demand model (Richardson, 1969), large regional populations have a greater diversity of
economic sectors by which to meet increased consumer demands (e.g. wholesale,
transportation, and manufacturing). Thus, the percentage of total sales attributed to retail
trade within highly populated regions will decrease. As further support, Type III sales
multipliers increased as the percentage of total sales attributed to retail trade decreased (p

<.01). This finding implies that regions with low percentages of retail sales contained



45

100" > I,

10> 9,
0" > g,
0001 €200 1£00- 6£00 8610 8L0°0 LT00- ,20C0- ,SO0T0- 9L0°0 Swodu] UeIpsapN
000'T  ,S9T0 9910  (SSTO S¥1°0 eILV'0-  (CLS0-  ¢SSS°0- LSTO" SI[eS [l Jusdiad
000'T 9200 [09T0 1L0°0" 0S€0- 80€°0- (L8T0- 0LT°0- VSN 03 dueIsi(q
0001 100 960°0- V0T0-  CIE0-  (L1€°0- 9€0°0- 3uneod 1U90134
000°1 1L1T0 1CET0-  6€T0-  0€T0- 00" Surdure)) 190194
0001 €200 9000  800°0- 0900 uoneystA OO renuuy
000'T  80¢0 (I9T0 98¢0 s[eg [reey ende) 134
0001 L66°0 SET0 Syuowystqelsy [re1oy
000'T SET'0 uopendod [euor3sy
0001 191dBMIN SITeS
(§)owoouy soeg  (seyrw) Suneog Suidwre) uoneysip  (§) sSES 15 uonendoq ot dnn
PIOYSSNOH [B1I9Y VSN 03 JUIDI8d  JUSdIdd 40D ey [reRy  [euoldsy S9TeS

UBIPJA|  JUdDId 9ddouelsig

[enuuy  eynde) 194

so[qeLre A siuapuadopu] 10J SUOTB[SLI0)) JUSWOJA] JONpO1d U0sIedd € d[qeL



46

more of the economic sectors needed to produce the goods and services purchased by
retail establishments than regions with high percentages of retail sales. However,
regional population was weakly correlated with Type 1II sales multipliers. Although
regions having high degrees of economic diversity also had high sales multipliers, some
sparsely populated regions also had high sales multipliers. Likely this is a function of
isolated areas with low populations meeting consumer demand within the region. Thus,
an adequate number of secondary sectors (e.g. retail, wholesale, transportation, and
manufacturing) which are dependent upon each to produce goods and services were
present in these regions to minimize economic leakages and increase sales multipliers.

Additionally, per capita retail sales and the number of retail establishments were
found to be positively correlated (p <.01). This result supports English and Bergstrom’s
(1994) gravity-type spatial interaction models that assume that consumers are attracted to
areas with clusters of economic sectors (i.e. retail establishments) where they can
minimize trip production costs and maximize satisfaction.

Several variables were not correlated with Type III sales multipliers. They
include all of the following: distance to the nearest MSA, regional population, number of
retail establishments, and number of COE visitors. Warntz’s population demand model
(Richardson, 1969) assumes that economic activity will increase as the distance to a
population density (MSA) decreases. Although the relationships between the two
independent variables are in the theorized direction, they were not significant. Other
variables found not to have significant correlations include COE project visitation and

regional population. From Propst et al. (1992) study of twelve COE projects, it was
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determined that a majority of visitors reside within the economic regions of the projects.
Hence, highly populated regions would likely have a greater number of visitors.
However, this relationship does not hold true. The data in Appendices B and E indicate
that regions with small reservoirs or limited recreational facilities often have smaller
visitation numbers regardless of the population size within the region. Thus, reservoir
size and degree of recreation facility development appear to be variables that mediate the
relationships between population size and visitation.

The variables chosen to represent factors which are thought to influence levels of
visitor spending and regional economic effects appear to be consistent with past research
and theory. Therefore, it is assumed that the independent variables listed in Table 1 are
appropriate indicators of the identified factors and are capable of segmenting Corps of

Engineers projects into homogeneous classes.

The Classification System

The third objective of the study was to develop a classification system based on
differing levels of factors though to influence visitor spending and regional economic
effects. The classification system should be capable of assigning non-surveyed Corps of
Engineers projects to homogeneous classes for the purpose of economic impact
assessment. Once the classification system has been established, predetermined spending
profiles and sales multipliers are available for each class. Thus, the classification system

works as a “look-up” table by assigning spending profiles and sales multipliers to non-
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surveyed projects assigned to particular classes with similar economic characteristics. If
valid, using the classification system as a “look-up” table significantly reduces the time
and expense involved in many economic impact analyses. A step-by-step process of
assigning profiles and multipliers to non-surveyed COE projects is outlined in Chapter 5.

Following the benefit segmentation approach used in marketing research (Gunter
and Furnham, 1992), regional sales multipliers, number of retail establishments, and
regional population was used to segment COE projects into initial classes. As previously
mentioned, these three variables were used in the initial classification scheme because of
the magnitude of their importance relayed in the literature and because of readily
available, annual databases. Descriptive statistics of the independent variables listed in
Table 1, including the three classification variables, are summarized in Appendix C by
each of the classification categories derived from the scheme.

The sample set of 108 Corps of Engineers projects was classified into the nine
categories summarized in Table 4. In general, COE projects are reasonably distributed
across the classification categories. The high sales multiplier category contains 27
percent (29 of 108) of the projects. The medium multiplier category contains 47 percent
(51) of the projects, and the low multiplier category has 26 percent (28). Additionally,
the “High Retail Establishments/ High Population” category contains 29 percent (31) of
the sample of COE projects across all multiplier levels, while 23 percent (25) of the 108
COE projects are classified into categories with high numbers of retail establishments but
low populations. The remaining 48 percent (52) of the projects are classified into

categories with low retail establishments and low populations.
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Recreation spending data were then provided for each of the nine categories. To
do so, average per person trip spending developed in the 12 lakes study (Propst et al.,
1992) were aggregated for day-user, camping, non-camping, and hotel spending
categories (Tables 5 and 6). The hotel spending category included only those visitors
who stayed in hotels or with family or friends while visi'ting COE projects. Spending
categories of day-users, campers, and hotels represent only visitors in those segments.
However, the non-camping visitor segment is an aggregation of both day-users and hotel
spending segments. Spending categories of residents and non-residents were aggregated
to obtain visitor expenditure profiles based on larger sample sizes, since many of the

original spending segments in Propst et al. (1992) had relatively few survey respondents.

Table 5. Average Per Person Trip Spending Within 30 Miles for Day-Users and

Campers'
Average Trip Average Trip
Classification Corps of Spending Per Spending Per Percent
Class Engineers Project Day-User $* Camper $* Campers (%)’

Class I J. Percy Priest 17.71 (118) 64.84 (15) 20
Class I1 Willamette 10.93 (201) 66.77 (52) 34
Class III Oahe 13.09 (53) 62.15 (38) 13

Ouachita 10.35 (30) 69.13 (65) 18
Class 1V None - - -
Class V McNary 14.92 (56) 65.54 (27) 2

Raystown 21.09 (88) 72.30 (150) 9

Shelbyville 10.55 (99) 63.77 (32) 14
Class VI Cumberland 22.45 (26) 77.81 (66) 49

Mendocino 24.44 (25) 102.90 (35) 17

Milford 16.48 (47) 54.50 (178) 13
Class VII Sidney Lanier 19.06 (65) 54.81 (62) 8
Class VIII None - - -
Class IX Dworshak 10.75 (49) 40.79 (89) 11

'Average per person trip spending derived from Propst et al. (1992) study of 12 Corps of Engineers
projects.

’The number of survey responses are reported in parentheses (N). Average per person trip spending
includes both resident and non-resident visitors.

*Natural Resource Management System (Corps of Engineers, 1994)



Table 6. Average Per Person Trip Spending Within 30 Miles for Non-Campers' and
Hotel Visitors™

Average Trip Average Trip Percent
Classification Corps of Spending Per Spending Per Non-Campers
Class Engineers Project Non-Camper (8)" Hotel Visitor ($)* (%)°
Class 1 J. Percy Priest 24.92 (127) 119.56 (9) 80
Class II Willamette 11.44 (202) 114.00 (1) 66
Class 111 Oahe 49.54 (86) 108.07 (33) 87
Ouachita 81.70 (98) 113.18 (68) 82
Class IV None - - -
Class V McNary 20.76 (61) 86.16 (5) 98
Raystown 45.10 (126) 100.71 (38) 91
Shelbyville 29.85 (125) 103.36 (26) 86
Class VI Cumberland 128.84 (113) 160.64 (87) 51
Mendocino 2391 (29) 20.62 (4) 83
Milford 20.90 (64) 33.14(17) 87
Class VII Sidney Lanier 5521 (110) 107.42 (45) 92
Class VIII None - - -
Class IX Dworshak 16.23 (60) 40.64 (11) 89

"Non-Campers include both day-users and hotel visitors.

*Hotel visitors include visitors who stayed in hotels or with family or friends while visiting Corps of
Engineers (COE) projects.

*Average per person trip spending derived from Propst et al. (1992) study of 12 COE projects.

*The number of survey responses are reported in parentheses (N). Average per person trip spending
includes both resident and non-resident visitors.

*Derived from the percentage of campers reported in the Natural Resource Management System (Corps of
Engineers, 1994).

In general, visitor spending across the classification categories are what one
would expect. Average per person trip spending was significantly higher for campers
than day-users (Table 5). Average spending for non-campers generally was lower than
for hotel visitors. Additionally, hotel visitors typically spent the greatest amounts on
recreation related items within 30 miles of COE projects (Table 6). However, campers at
Lakes Mendocino, Milford, and Dworshak reported spending more for related goods and
services than hotel visitors. Caution should be taken when comparing hotel visitors at

these projects, as the number of survey respondents was small (ranging from 4 to 17
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respondents). Similarly, the number of respondents at many of the COE projects in the
Propst et al. (1992) study was small for hotel visitors.

Regions with high numbers of retail establishments and high populations
generally received higher levels of visitor spending within the local area (30 miles).
However, campers reported higher spending while visiting both Cumberland Lake and
Lake Mendocino which are located in sparsely populated areas with low numbers of retail
establishments (Class VI). Additionally, non-campers (Table 6) at the J. Percy Priest and
Willamette projects (Classes I and II respectively) reported fewer expenditures for
recreation related goods and services than many of the other non-camping segments in
categories with low numbers of retail establishments and low populations.

A good distribution of the COE projects in the twelve lakes study across the nine
classification categories is important for the purpose of assigning spending profiles and
sales multipliers to as many non-surveyed projects as possible. Of the nine categories,
seven are represented by one or more projects from the Propst et al. (1992) study.
Classes I'V and VIII were not represented by a project in the study. Hence, 90 of the 108
(83%) projects in the classification system are represented by primary visitor spending
data from the Propst et al. (1992) study.

Categories with two or more COE projects from the Propst et al. (1992) study
included Classes II1I, V, and VI. Generally, visitors within these categories reported
similar spending patterns in each of the visitor segments (day-users, campers, non-
campers, and hotel visitors). For instance, visitors to Lakes Oahe and Ouachita (Class
1II) reported similar trip expenditures for both the day-user and camper visitor segments.

However, this pattern was not consistent as Lakes Oahe and Ouachita (Class III) had
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differing spending for the non-camping visitor segment. Similarly, non-campers at
Raystown (Class V) and Cumberland Lake (Class VI) reported differing spending
behavior than the other projects in their respective classes. In fact, Cumberland Lake
non-campers and hotel visitors reported significantly higher expenditures than any of the
remaining eleven projects in the study. Further investigation reveals that Cumberland
Lake has an unique visitation pattern of houseboaters (classified by the COE as hotel
visitors) who spent a significantly higher amount on recreation related goods and services
(Appendix E, and Propst et al., 1992). Therefore, Cumberland Lake may be a poor
representation of non-camper and hotel visitor spending profiles for Class VI.

Caution should also be taken when using spending profiles from Lake Sidney
Lanier (Class VII) because of its close proximity to Metropolitan Atlanta. Due to the
selection criteria for choosing counties to include in the /O model (Chapter 3), Fulton
county (which includes Metropolitan Atlanta) was excluded from the analysis. If Fulton
county was included in the I/O model that produced the Type III sales multipliers, the
Lake Sidney Lanier region would likely have been classified into Class I. Hence, Lake
Sidney Lanier spending profiles may not be representative of visitors to Class VII
projects.

For the purpose of assigning visitor spending profiles and regional sale multipliers
to non-surveyed COE projects, analysis of variance was used to determine whether the
classification categories were statistically different from one another. Additionally,
correlations between independent variables and discriminant analysis were used to test

the classification system’s ability to segment projects into homogeneous classes.
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Analysis of Variance

Analysis of variance (ANOVA) was used in this study to determine if class means
for each of the independent variables were statistically different across the nine classes.
The existence of statistical differences provides evidence that the classification system
has some validity in segmenting COE projects into homogeneous classes by factors
thought to influence spending and multipliers. Those variables found to have statistical
differences in means between classes were used in the discriminant analysis to measure
the amount of variance explained by the classification variables.

Analysis of variance is a statistical technique used in testing the null hypothesis
that the class means are equal in the population. It compares the sample variance
estimated from the class means to that estimated within the classes. If the observed
differences in class means are not statistically significant, they are assumed to be a
function of natural variability among sample means from the same population (Norusis,
1992). Analysis of variance procedures require the following assumptions: each of the
classes is an independent random sample from a normal population, and the variances of
the classes are equal (Norusis, 1992). To test the null hypothesis that class variances are
equal, a Levene test was used. The Levene test computes the absolute difference between
the independent variable’s value and the class means, and performs a one-way analysis of
variance on those differences (often referred to as Homogeneity-of-variance) (Norusis,
1992). Small significance levels of the Levene statistic (< .05) indicate that the null
hypothesis of equality of class variances should be rejected. Likewise, a large

significance level confirms that the variances are relatively equal. Results of the Levene
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test for homogeneity of class variances are summarized in Table 7. The ANOVA
indicates that roughly half of the independent variables have equal variances across the
nine classes. However, each of the variables used in the initial classification scheme
(Type 111 sales multipliers, number of retail establishments, and regional population) do
not have equal class variances. The effect of violating the variance assumption is not
clear. Some authors argue that ANOVA is robust and the assumptions need not be

strictly adhered to (Klecka, 1975; and Lewis-Beck, 1982).

Table 7. Levene Test for Homogeneity of Class Variance

Levene Between Within
A priori Variable Statistic Classes df Classes df Significance'
Type III Sales Multipliers 2.129 8 99 0.040
Regional Population 26.342 8 99 <0.001
Retail Establishments 24.984 8 99 <0.001
Per Capita Retail Sales 1.566 8 99 0.145
Annual COE Visitation 2.089 8 99 0.044
Percent Camping 1.030 8 99 0.419
Percent Boating 0.300 8 99 0.964
Distance to MSA 1.868 8 99 0.073
Percent Retail Sales 1.139 8 99 0.344
Median Household Income 1.554 8 99 0.149

lSigniﬁcance less than 0.05 indicates rejection of null hypothesis of equality of class variances.

To test the null hypothesis that the class means for the nine classes are equal, the
between-classes mean square is divided by the within-classes mean square. This ratio of
the variance among class means divided by the number of observations within each class
is the F statistic. Small observed significance levels of the F statistic (<0.05) indicate that

the null hypothesis of equality of class means can be rejected. Hence, observations are
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from statistically different populations. Results of the F statistic for each of the
independent variables between each of the classification categories are summarized in
Table 8. All the independent variables, with the exception of percentage of the COE
visitors who camped and total COE project visitation, had statistically different means
across the nine classes. Similar results were obtained from a Kruskal-Wallis
nonparametric analysis of variance, with identical variables identified as having
significantly different variances between classes. Therefore, results of the ANOVA are
assumed valid.

The existence of statistical differences provides evidence that the classification
system has some validity in segmenting COE projects into homogeneous classes by
factors thought to influence spending and multipliers. However, a significant F' value is
reported if only two class means are unequal. In order to determine exactly which class
means were statistically different from others, a multiple comparison post hoc procedure
was used. The Dunnett T3 post hoc procedure was chosen because it assumes that class
variances are not equal (SPSS, 1997). Results of Dunnett T3 method are summarized in
Appendix D.

The Dunnett T3 multiple comparisons indicate that some of the independent
variables were not statistically different across the nine classification categories. Total
COE project visitation, percent campers, and percent boaters did not have significant
differences in means for any of the classes. However, the percentage of boaters
previously had a statistical significant ANOVA of 0.029 (Table 8). Therefore, these
variables were not good discriminators between the initial classification categories.

Distance to the nearest MSA and percent retail sales had significantly different means
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Table 8. ANOVA Test for Differences in Class Means

Sum of Mean

A priori Variable Squares df Mean Square F Significance

Type III Regional Sales Multipliers
Between Groups 5.059 8 2.13 0.632 54.347 <0.001
Within Groups 1.152 99 0.012

Regional Population
Between Groups 1.1E+14 8 7.6E+05 1.3E+13 6.325 <0.001
Within Groups 2.1E+14 99 2.1E+12

Number of Retail Establishments
Between Groups 2.9E+09 8 4.2E+03 3.6E+08 7.354 <0.001
Within Groups 4.9E+09 99 4.9E+07

Per Capita Retail Sales
Between Groups 1.5E+08 8 6.7E+03 1.9E+07 16.499 <0.001
Within Groups 1.1E+08 99 1.1E+06

Annual COE Project Visitation
Between Groups 5.6E+13 8 2.3E+06 6.9E+12 1.497 0.168
Within Groups 4.6E+14 99 6.7E+12

Percent Campers
Between Groups 0.082 8 1 0.010 0.864 0.549
Within Groups 1.171 99 0.012

Percent Boaters
Between Groups 0.283 8 22 0.035 2.258 0.029
Within Groups 1.549 99 0.016

Distance to Nearest MSA
Between Groups 3.5E+04 8 29 4.3E+03 5.194 <0.001
Within Groups 8.3E+04 99 3.3E+03

Percent Retail Sales
Between Groups 392.954 8 28.1 49.119 8.047 <0.001
Within Groups 604.306 99 6.104

Median Household Income
Between Groups 1.8E+09 8 2.4E+04 2.2E+08 16.432 <0.001

Within Groups 1.3E+09 99 1.3E+07
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between some classes. However, a majority of the class means for these variables were
not different. Thus, these variables too were not the best discriminators between the
initial classes.

Variables that stood out as consistently having significant differences in means
across many of the classes included: Type III sales multipliers, regional population,
number of retail establishments, per capita retail sales, and median household income.
The only class mean for Type III sales multipliers that was not consistently different from
other class means at the 0.001 level was Class VIII. Regional population, number of
retail establishments, per capita retail sales, and median household income exhibited
statistical differences for many of the initial classes at the 0.05 significance level.
Therefore, it is assumed that these variables, including Type III sales multipliers, were
good discriminators between the initial classes of COE projects. These variables also
provide evidence that the classification system has some validity in segmenting COE
projects into homogeneous classes by factors thought to influence spending and regional
impacts of that spending. To statistically determine the effectiveness of all the
independent variables in classifying COE projects into homogeneous classes, those
variables identified by ANOVA as having significant between class differences in class
means (Type I1I sales multipliers, regional population, number of retail establishments,
per capita retail sales, median household income, distance to the nearest MSA, percent

retail sales, and percent boaters) were used in discriminant analysis.
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Discriminant Analysis

Several factors were identified in the literature as influencing visitor spending and
ensuing economic impacts. The independent variables listed in Table 1 represent many
of those factors. Independent variables found to have statistically significant differences
between class means were included in a discriminant analysis to determine if they are
good discriminating variables between the nine classes. “Once a set of variables is found
which provides satisfactory discrimination for cases with known group membership, a set
of classification functions can be derived which will permit the classification of new
cases with known memberships” (Klecka, 1975, p. 436). Thus, if characteristics which
distinguish between differing levels of visitor spending and regional sales multipliers are
found for the sample of 108 Corps of Engineers projects, the remainder of the 462
projects could be classified using these characteristics.

Discriminant analysis attempts to delineate between the classes by forming one or
more linear combinations of the discriminating variables. The mathematical
representation of these linear combinations of discriminating variables are called

discriminant functions (Morrison, 1969). The linear discriminant equation

Zi=bo+b1Xji+bX2j+ ...+ bpXp;

is similar to the multiple linear regression equation. The X;’s represent the values of the

independent variable for the ith observation, the b’s are coefficients estimated from the

data, and Z; is the discriminant score for the ith observation (Morrison, 1969). For
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sample populations to be significantly different, their discriminant scores must be
different. Therefore, independent variables are chosen so that the values of the
discriminant function differ as much as possible between groups, or that the discriminant
scores maximize the ratio of between-classes sum of squares divided by the within-
classes sum of squares. The first function, in the case of two or more functions, has the
largest ratio of between-classes to within-classes sums of squares. All subsequent
functions are uncorrelated and have smaller sums of squares ratios than previous
functions (Norusis, 1986). Thus, the discriminant functions determine which class an
observation has membership in based on maximum discriminant scores. Additionally,
the larger the value of b; (discriminant coefficient for the jth variable), the more
important variable X; is in discriminating between classes (Morrison, 1969).

For the linear discriminant function to be “optimal,” that is, to provide a
classification rule that minimizes the probability of misclassification, certain assumptions
about the data should be met. Those assumptions are that each class should be from a
sample with a multivariate normal population, and the population covariance matrices
between classes should be equal (Norusis, 1986). However, given the robust nature of
discriminant analysis, many researchers feel that these assumptions need not be strongly
adhered to (Klecka, 1975). Although, Lewis-Beck (1982) cited other researchers that felt

that the violations of the assumptions may render the results almost useless and invalid.
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Examination of the variables listed in Table 1 reveals that only the Type III sales
multiplier, per capita retail sales, and percent boating have normal distributions.* Many
of the variables with non-normal distributions are heavily skewed in the positive
direction. Possibly this is a function of a majority of the sample COE projects being
drawn from the top one hundred projects ranked in visitation. If total regional population
in any way affects visitation, population factors may be skewing the data. Although
results of the correlation matrix (Table 3) show that visitation and regional population are
not highly correlated, many of the projects which had comparatively high visitation were
located in urban regions (Appendices B and E). Therefore, comparing these projects to
the remaining projects with relatively low visitation rates may influence the distribution
of the data. Additionally, since the test of equal covariance is sensitive to the normality
assumption (Norusis, 1986), equal covariance will likely be violated.

Equally critical to the validity of the discriminant function is the absence of
specification errors and measurements errors in the model. Absence of specification error
means that variables have not been improperly included or excluded from the analysis
(Lewis-Beck, 1982). Given the nature of the study, variables that were readily obtained
from current secondary data sources were included in the analysis. Although, the
variables used in this study are thought to represent factors identified in the literature, not
all of the identified factors are represented by an independent variable. Variables not

included in the analyses that are thought to influence levels of visitor spending and

*A Lilliefors test of normality was used to determine levels of significance of each of the independent
variables, with a Kurtosis test to examine variable skewness. To adhere to the normality assumption,
variables with nonnormal distributions were transformed by their natural log, z scores and squares.
However, each attempt to obtain a normal distribution to adhere to the normality assumption was
unsuccessful.
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regional impacts include travel distance, length of stay, party size, and type of lodging.
Variables such as length of stay and type of lodging often are obtained from visitor
expenditure surveys. However, these surveys were not available for each project in the
sample set. Likewise, travel distance and visitor origin was not available from secondary
data sources.

Absence of measurement error is a critical assumption of any analysis. If the data
do not reflect what is intended to be measured, any generalizations are likely
inappropriate (Lewis-Beck, 1982). Many of the variables used in the classification
system were obtained from government census sources where measurement error was
assumed minimal. The levels of measurement error for visitation variables obtained from
the NRMS are suspect. The Corps of Engineers estimates total visitation by multiplying
the number of vehicles entering project areas by a predetermined number of passengers
(NRMS, 1994). Therefore, total visitation is only a crude estimate of true visits.
Additionally, length of stay bias is introduced in this measurement, as a visitor staying for
ten days is considered equal to a visitor staying only for a few minutes. However,
estimates of project visitation were not included in the discriminant analysis due to their
statistically insignificant differences between class means.

Separate discriminant analyses were performed to test the initial classification’s
ability to segment COE projects, to obtain a parsimonious set of discriminating variables,
and to predict sales multipliers. Initially a discriminant function was obtained for the
variables included in the classification scheme (Type I1I regional sales multipliers,
number of retail establishments and regional population). The purpose of the first

discriminant analysis was to determine the adequacy of independent variable break points
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(Table 2) in segmenting COE projects into homogeneous classes. One might suspect that
the percent of projects correctly classified would be artificially inflated, as the data used
for estimation were also used for validation (Aaker et al., 1995). Therefore, additional
variables not included in the initial classification scheme were included in a second and
third discriminant analyses to obtain a parsimonious set of discriminating variables, and
to predict sales multipliers. Based on the ANOVA, variables found to have significant
differences in means between the nine classes (Type III sales multipliers, regional
population, number of retail establishments, per capita retail sales, median household
income, distance to the nearest MSA, percent retail sales, and percent boaters) were
included in the second and third analyses.

The first discriminant analysis (3-variable model) correctly classified 70.4 percent
of the projects (32 of the 108 projects were misclassified). Investigations of those
misclassified projects revealed that nearly half (14) of the 32 projects were misclassified
to the “Medium Multiplier/High Retail Establishments/Low Population” category (Class
V). All fourteen projects in this class were predicted to belong to the “Medium
Multiplier/Low Retail Establishments /Low Population” category (Class VI). Thus, the
break point between high and low retail establishments is likely the reason for
misclassification. Similarly, 6 of the 12 projects in Class I were predicted to belong to
Class II, III, or IV. The initial variables (sales multipliers, number of retail
establishments, and regional population) for each of the misclassified COE projects had
values close to break points listed in Table 2 (Appendix B).

Again, one might suspect that the percent of projects correctly classified would be

artificially inflated, as the data used for estimation were also used for validation (Aaker et
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al., 1995). The purpose of the first discriminant analysis was to determine the adequacy
of independent variable break points (Table 2) in segmenting COE projects into
homogeneous classes. However, the three variable model is inappropriate for the goal
obtaining a parsimonious list of discriminating variables which are capable of segmenting
COE projects into homogeneous classes.

Therefore, a second discriminant analysis was performed with the following
variables: regional population, the number of retail establishments, per capita retail sales,
distance to the nearest MSA, percent retail sales, percent boaters and median household
income. The Type III regional sales multiplier was excluded from the second analysis
since, along with visitor spending profiles, sales multipliers are to be assigned (predicted)
for non-surveyed projects. Logically it would be inappropriate to include Type III sales
multipliers into the discriminant function since the function’s task was to predict the
multipliers. Results of the discriminant function using the above variables are
summarized in Table 9. Seven separate functions were calculated for each linear
combination of independent variables and used in the analysis." Functions one and two
accounted for 85.3 percent of the variance, with function one having an eigenvalue
greater than 1.0. Functions three through seven did not significantly contribute to the
analysis (Norusis, 1986). The Wilks’ Lambda for the seven functions was 0.085 at the
<0.001 significance level. The small lambda indicates that class means are statistically
different, and the within-class variability is small compared to the total variability

(Norusis, 1986).

‘Eight functions were obtained by default due to seven independent variables in the analysis.
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Table 9. Results of the Discriminant Functions Obtained from the Independent Variables
in the Second Discriminant Analysis.'

% of Cumulative Canonical
Function’ Eigenvalue Variance % Correlation
1 3.269 73.6 73.6 0.875
2 0.520 11.7 853 0.585
3 0.299 6.7 92.0 0..480
4 0..151 3.4 95.4 0.362
5 0.110 2.5 97.9 0.315
6 0.086 1.9 99.8 0.282
7 0.008 0.2 100.0 0.091

'Wariables included in the discriminant functions were number of retail establishments, regional
population, per capita retail sales, percent retail sales, distance to nearest Metropolitan Statistical Area,
percent boaters, and median household income.

>Wilks’ Lambda of the seven discriminant functions was 0.085 at the <0.001 significance level.

Independent variables with the highest correlations to the standardized
discriminant functions are thought to contribute more to the overall discriminant function
and are the best discriminating variables in the analysis. Median household income and
per capita retail sales had the largest correlations with the first standardized discriminant
function for the second discriminant analysis (.609 and .588 respectively). In the second
function per capita retail sales (.505) and the distance to the nearest MSA (-.263) had the
largest correlations (Table 10). However, caution should be taken when interpreting
correlations in the structure matrix, as strong intercorrelations between the independent
variables influence their magnitudes and signs. From the results of the correlation matrix
(Table 3) it was shown that the number of retail establishments and regional population
were highly correlated (0.997, with p <0.001). Thus, their contribution to the
discriminant functions were shared and it was not possible to assess the degree of

importance of the individual correlations to the functions (Norusis, 1986).
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Table 10. Structure Matrix of Correlations Between Variables and Standardized
Discriminant Functions in the Second Discriminant Analysis.

Function'

Independent Variable 1 2

Number of Retail Establishments 0.352? 0.199
Regional Population 0.306 0.226
Per Capita Retail Sales 0.588 0.505
Percent Retail Sales -0.397 -0.256
Distance to Nearest MSA -0.306 -0.263
Percent Boaters -0.138 -0.101
Median Household Income 0.609 0.030

'Functions three through seven have been excluded from the analysis since they do not significantly
contribute to the total variance. Functions one and two accounted for 85.3 percent of the variance.
Within-classes correlations between discriminating variables and standardized discriminant functions.

Class membership of the sample of COE projects was predicted by statistical
classification using the functions obtained in the second discriminant analysis.
Comparison of the discriminant classification system to the a priori system resulted in
54.6 percent of projects (59) being classified into the correct class. Observation of the 49
misclassified projects reveals that 8 projects were misclassified in Class V, 7 were
misclassified in Classes I and VI, 6 in Classes III and IX, 5 in Classes Il and IV, 4 in
Class VIII, and 1 in Class VII (Table 11).

Misclassified COE projects generally fell into adjacent classes (i.e. predicted
Class I projects falling into Classes II, IV or V, but none of the others). These projects
often had values of Type III sales multipliers, number of retail establishments, and
regional populations similar to the breakpoints (Table 2). However, six COE projects
were predicted by the discriminant function to belong to classes that did not directly

adjoin the initial classification category (Table 12). For instance, Pine Flat project (Class
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Table 11. Predicted Class Memberships of the Initial and the Second Discriminant
Classification Systems.'

Initial Class Predicted Class Membership by the Discriminant Function
Membership I II I v v VI VII VIII IX | Total
I 5 1 1 3 2 - - - - 12°
II - 2 1 - 3 1 - - - 7
111 - 1 4 - 1 1 - 1 2 10
v 1 - - 9 1 - 3 - - 14
\% - 2 - - 6 3 - - 3 14
VI - - 2 - 3 16 - - 2 23
VIl - - - 1 - - 4 - - 5
VIII - - 1 - 1 2 - - - 4
IX - - 1 - - 5 - - 13 19
Total 6 6 10 13 17 28 7 1 20 108

'54.6% of Corps of Engineers projects correctly classified.

“Number of Corps of Engineers projects predicted by the discriminant function to have membership in a
class.

*Number of Corps of Engineers projects predicted by the a priori classification system to have membership
in a class.

I), and Lakes Woodruff (Class VIII) and Dannelly (Class IX) was predicted by the
discriminant function to belong to Class III. However, there were no observable patterns
among the values of the independent variables for these three projects.

Similarly, both projects Norfork and Pomme de Terre were predicted by the
discriminant function to belong Class IX when initially classified into Class III. Closer
observation of these projects reveals that they had similar values to each other as well as
to the mean values of Class IX for per capita retail sales, distance to the nearest MSA,

percent retail sales, and percent boaters (Appendix B and C).
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Table 12. Casewise Results of the Discriminant Analyses (N=108)"'

Initial Second Initial Third
Corps of Engineers Classification Discriminant Classification Discriminant
Project Category Analysis Category? Analysis®
Canyon Lake 1 1 1 2%
Cheatham 1 4* 1 2%
David D. Terry 1 2% 1 2*
Hansen Dam 1 1 1 1
J. Percy Priest 1 4* 1 2%
Pine Flat 1 3* 1 1
Saylorville Lake 1 1 1 2%
Sepulveda Dam 1 1 1 1
Shenango River 1 5* 1 2*
Smithville Lake 1 S* 1 2*
Whittier Narrows 1 1 1 |
William H. Harsha 1 4* 1 2%
Barkley 2 6* 1 2*
Beaver 2 2 1 2*
Bluestone Lake 2 5* 1 2*
Stockton Lake 2 2 1 1
Table Rock 2 S5* 1 2%
Whitney Lake 2 5* 1 2*
Willamette 2 3* 1 1
Bull Shoals 3 3 | 1
Englebright 3 3 1 3*
New Hogan 3 8* 1 1
Norfork 3 9* 1 2*
Oahe 3 2* 1 1
Ouachita 3 3 1 1
Pomme de Terre 3 9* 1 3*
Rathbun Lake 3 6* 1 2*
Sharpe 3 3 1 2%
Waco Lake 3 5* 1 1
Addicks Dam 4 4 2 2
Alum Creek Lake 4 4 2 2
Blue Marsh Lake 4 7* 2 2
Bonneville 4 4 2 2
Chatfield Lake 4 4 2 2
Cherry Creek 4 4 2 2
Deer Creek Lake 4 1* 2 2
Grapevine Lake 4 4 2 2
Hartwell Lake 4 4 2 2
J. Strom Thurmon 4 5* 2 2
Joe Pool Lake 4 7* 2 2
Keystone Lake 4 4 2 2
Lewisville Lake 4 7* 2 2

'Discriminant analysis was computed using regional population, number of retail establishments, per capita
retail sales, percent boaters, distance to the nearest metropolitan statistical area, percent retail sales, and
median household income as independent variables.

*Type 111 sales multipliers were transformed into dummy variables and used as the dependent variable

*Misclassified Corps of Engineers projects
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Initial Second Initial Third

Corps of Engineers Classification Discriminant Classification Discriminant
Project Category Analysis Category Analysis
Oologah Lake 4 4 2 2
Cecil M. Harden S 2% 2 1*
Center Hill 5 6* 2 2
John H Kerr 5 9% 2 3%
Kaweah 5 9+ 2 3%
Lake O' The Pines 5 5 2 2
McNary S 5 2 2
Murray 5 2% 2 1*
Nolin River Lake 5 6* 2 2
Raystown 5 6* 2 2:
Senecavill Lake ) &) 2 2
Shelbyville 5 S 2 2
Success 5 5 2 2
Texoma Lake 5 5 2 2
West Point Lake 5 9% 2 3%
Barren River Lake 6 6 2 2
Belton Lake 6 5% 2 3*
Black Butte 6 9% 2 2
Cordell Hull 6 6 2 2
Cumberland 6 6 2 2
Dardanell 6 6 2 2
Degray Lake 6 6 2 73
Eufaula Lake 6 6 2 2
Fort Gibson Lake 6 Ui 2 3k
Greers Ferry Lake 6 6 2 3%
Harry S. Truman 6 6 2 3%
Laurel River 6 6 2 2,
Lower Granite 6 3* 2 2
Mark Twain Lake 6 6 2 3%
Mendocino 6 5* 2 2
Milford 6 6 2 2
Millwood 6 6 2 2
Sam Rayburn 6 6 2 2
Somerville Lake 6 3% 2 1¥
Summersville 6 6 2 2
Tenkiller Ferry 6 6 2 2
Wappapello 6 6 2 2
Wright Patman 6 5* 2 2
Allatoona Lake 7 7 3 2%
B Everett Jordan 7 4 3 2%
Falls Lake 7 7 3 25
Lavon Lake 7 7 3 2%
Sidney Lanier 7 7 3 2*
Monroe Lake 8 5% 3 28
Rend Lake 8 6* 3 2%
W. Kerr Scott 8 6* 3 2
Woodruff 8 3% 3 1*
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Table 12. Continued

Initial Second Initial Third

Corps of Engineers Classification Discriminant Classification Discriminant
Project Category Analysis Category Analysis
Arkabutla Lake 9 9 3 3
Blue Mountain 9 9 3 2%
Canton Lake 9 9 3 3
Carlyle Lake 9 9 3 2%
Dale Hollow 9 6* 3 2%
Dannelly 9 3* 3 3
Dworshak 9 9 3 3
Eastman 9 9 3 3
Grenada Lake 9 9 3 3
Hensley 9 9 3 3
Lake Celilo 9 6* 3 2*
Lake Seminole 9 6* 3 3
Lake Umatilla 9 9 3 3
Lewis and Clark 9 6* 3 2*
Nimrod 9 9 3 3
Philpott Lake 9 9 3 2%
Rough River Lake 9 6* 3 2%
Sardis Lake 9 9 3 3
Walter F. George 9 9 3 3

The remaining COE project that was predicted by the discriminant function to
belong to a class not directly adjoining the initial class was New Hogan. New Hogan was
initially classified into Class III, but predicted to belong to Class VIII. However, values
of the independent variables for New Hogan used to obtain the discriminant function
were not consistently similar to Class VIII variable means.

Classes that had poor classification rates (less than 40 percent correct
classification) were Classes Il and VIII (Table 11). The discriminant function assigned
two of the original seven projects to Class II. Of the five misclassified projects, three
were predicted to belong to Class V which has lower Type III sales multipliers and
similar values of per capita retail sales and percent retail sales. The discriminant function

assigned zero out of the original four projects to Class VIII. Two of the four projects
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were predicted to belong to Class VI (Rend Lake, and W. Kerr Scott). Both Rend Lake
and W. Kerr Scott had values of retail establishments and Type III sales multipliers
similar to the break points (Appendix B).

Classes having greater than 60 percent correct classification rate included Classes
IV, VI, VII and IX, which represent 61 of the 108 COE projects. The discriminant
function assigned 9 or the original 14 projects to Class IV (64%). Three of the 5
misclassified projects in Class IV were predicted by the discriminant function to belong
Class VII which had lower Type III sales multipliers. Sales multipliers for both Joe Pool
and Lewisville Lakes were similar to the break points. The discriminant function
assigned 16 of the original 23 projects to Class VI (70%). Three of the 7 misclassified
projects in this category were predicted to belong to Class V. However, none had values
consistently similar to each other. Likewise, 4 of the 5 projects (80%) in Class VII were
correctly classified. The lone misclassified project (B. Everett Jordon) in this class was
predicted to belong to Class IV which was not an adjacent category. Additionally, the
discriminant function assigned 13 of the original 19 projects to Class IX (68%). Five of
the 6 misclassified projects were predicted to belong to class VI. With exception of
Lewis and Clark, each of the misclassified projects had similar values for each of the
independent variables included in the analysis. Lewis and Clark had a smaller sales
multiplier (1.52) than the remaining misclassified projects that had multipliers close to
the break point of 2.0.

To determine if a 54.6 percent “correct” classification rate is satisfactory, the
percentage of correctly classified Corps of Engineers projects was compared to the prior

probability that projects could be classified correctly by chance alone. To compute the
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prior probability of chance classification, a proportional chance criterion was used
(Aaker, Kuma and Day, 1995). Proportional chance was computed by squaring the
original proportion of COE projects within each class (number of projects within each
class divided by 108). These squared class values were then added together to obtain a

proportional chance classification. The proportional chance rate was:

(12/108)2 + (7/108)* + (10/108)* + (14/108) + (14/108) + (23/108)* + (5/108)?
+ (4/108)* + (19/108)2 = 13.9

Thus, there is only a 13.9 percent chance that the COE projects might have been correctly
classified by chance. Compared to the 54.6 percent correct classification figure, the
seven variables included in the discriminant analysis perform significantly greater than
random chance classification for the sample of 108 Corps of Engineers projects. Thus,
the remainder of the 462 projects can be classified by these characteristics, and similar
classification results should be expected.

A third discriminant analysis was run using the same independent variables used
in the second analysis, only using the Type III sales multiplier as the dependent variable
as opposed to the class membership used in the first two. Type III sales multipliers were
transformed into dummy variables representing the three levels of multipliers (High:
2.3+, Medium: 2.0-2.29, and Low: under 1.99). The purpose of the analysis was to
determine how well Type III sales multipliers could be predicted within each of the given
levels (rows) of COE projects (i.e. Row 1: Classes I-III, Row 2: Classes IV-VI, and Row

3: Classes VII-IX). If the independent variables satisfactory discriminate between
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different levels of Type III sales multipliers, multipliers can be effectively assigned to
non-surveyed projects based on the given regional and project characteristics.

Two discriminant functions were obtained from the three variable model (Rows 1-
3) where the first function accounted for 84.6 percent of the total variance. Independent
variables within the first function with the strongest correlations were per capita retail
sales and percent retail sales, followed closely by regional population and the number of
retail establishments (Table 13). Therefore, it is assumed that per capita retail sales and
percent retail sales are the best discriminating variables between levels of sales
multipliers. The degree of discrimination for both regional population and the number of

retail establishments is unknown since they are highly correlated (Table 3).

Table 13. Structure Matrix of Correlations Between Variables and the Standardized
Discriminant Function in the Third Discriminant Analysis.'

Independent Variable Function 12
Per Capita Retail Sales -0.589°
Percent Retail Sales 0419
Regional Population -0.338
Number of Retail Establishments -0.330
Distance to Nearest MSA 0.240
Median Household Income -0.210
Percent Boaters 0.179

'Discrimianant function was obtained using Type IlI sales multipliers as the dependent variable.

2Function two was excluded from the analysis since is does not significantly contribute to the total
variance. Function one accounted for 84.6 percent of the variance.

Within-classes correlations between discriminating variables and standardized discriminant functions.
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Using Type III sales multipliers as the dependent variable resulted in a correct
classification of 59.3 percent (64) of the 108 COE projects (Table 14). Thus, there were
44 misclassified projects within the three levels of sales multipliers (Table 12). Eighteen
of those misclassified projects were in Row 1 where 16 projects were predicted to belong
in Row 2 by the discriminant function. Likewise, 16 projects were misclassified in Row
3 where all but one was predicted to belong in Row 2. Row 2 had a correct classification
rate of 80.4 percent (41/51). Of the misclassified projects in Row 2, 7 were predicted to

belong to Row 3.

Table 14. Predicted Row Memberships of the Initial and the Third Discriminant
Classification Systems.'

Predicted Row Membership by
Initial Row the Discriminant Function
Membership 1 2 3 Total
1 (Classes I-III) 11° 16 2 29°
2 (Classes IV-VI) 3 41 7 51
3 (Classes VII-IX) 1 15 12 28
Total 15 72 21 108

'59.3% of original grouped Corps of Engineers projects correctly classified using Type 111 sales multipliers
as the dependent variable.

*Number of Corps of Engineers projects predicted by the discriminant function to have membership in a
class.

*Number of Corps of Engineers projects predicted by the a priori classification system to have membership
in a class.

Nearly all the misclassified COE projects had values of Type I1I sales multipliers
close to the break points of the particular row the discriminant function predicted
membership for. In other words, many of the projects predicted to belong to Row 2

rather than Row 1 had values of Type III sales multipliers close to the 2.30 break point.
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Likewise, many of the misclassified projects in Row 3 had values of sales multipliers
similar to the 1.99 break point. Thus, the initial classification system may perform
significantly better in the third discriminant analysis if ranges of Type III sales multipliers
were slightly increased to reflect the misclassification results.

To determine if a 59.3 percent “correct” classification rate is adequate, the
percentage of correctly classified Corps of Engineers projects was compared to the prior
probability that projects could be classified correctly by chance alone. The proportional
chance criteria (Aaker, Kuma and Day, 1995) computed a prior probability of chance
classification of 36.2 percent ((29/108)* + (51/108)* + (28/108)* = 36.2). Thus, the initial
classification system performed moderately well when predicting rows (i.e. sales
multipliers) of COE projects. However, other independent variables need to be explored
to increase the third discriminant analysis’ ability to predict Type III sales multipliers.

Otherwise, some sales multipliers may be incorrectly assigned to COE project regions.



Chapter 5

SUMMARY AND CONCLUSIONS

Several factors were identified in the literature that influence levels of visitor
spending and regional economic impacts. Considering differing levels of these factors,
COE projects were classified into homogeneous groups. The resulting classes of COE
projects were statistically tested to determine the validity of the classification system. A
summary of the findings from these methods are presented, along with the limitations of
the design and the data. Additionally, the step-by-step process of assigning visitor
spending profiles and regional sales multipliers to non-surveyed projects is outlined for
the “look-up” table. Conclusions are drawn on the utility of the “look-up” table for

public recreation agencies based on the findings and limitations. Additionally,

recommendations are made for future testing and refinements to the classification system.

Summary of Findings

The first study objective was to identify Corps of Engineers project and regional
socio-economic factors, from past research studies, that influence levels of visitor

spending. Factors identified as influencing visitor spending include: gravity-type spatial
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interaction factors (English and Bergstrom, 1994), economic industry agglomeration
(Fujita, 1990), location factors (Richardson, 1969), and retail attractiveness factors
(Richardson, 1969). Additionally, travel distance, type of recreation activity, length of
stay, type of lodging, degree of urbanization, and number of recreation related sectors
within a region were the most common variables used to predict variations in visitor
spending. Several variables were chosen from readily available secondary data sources to
represent these factors. They included number of retail establishments, regional
population, per capita retail sales, distance to the nearest MSA, median household
income, and percentage of boaters and campers. However, not all factors were included
because important variables such as length of stay, travel distance, visitor origin, and type
of lodging were not available at the secondary data level. Because of the importance
relayed in the literature, regional population and the number of retail establishments were
used to develop the initial, nine category classification system (Table 4).

Recreation spending data were then provided for each of the nine categories. To
do so, average per person trip spending developed in the 12 lakes study (Propst et al.,
1992) were aggregated for day-user, camping, hotel (visitors staying in hotels or with
family or friends), and non-camping (day-users and hotel visitors) spending categories
(Tables 5 and 6). The spending averages from the one or more of the twelve lakes from
Propst et al. (1992) were assigned to all the projects in a given class. Since none of the
twelve projects fell into classes IV and VIII, additional primary spending data will need
to be collected. In the interim, spending averages from adjacent classes may be used for
Class IV and VIII projects. When two or more of the twelve lakes fell into a given class

(i.e., Classes III, V and VI), the spending averages were generally similar enough to allow
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any set of averages to be used. However, there were exceptions. In particular, estimates
of visitor spending for Cumberland Lake and Lake Sidney Lanier may be misleading.
Cumberland Lake (Class VI) experienced a unique visitation pattern of houseboaters who
spent a significant amount on trip-related items. Additionally, the Lake Sidney Lanier
region is located just outside Metropolitan Atlanta giving it regional characteristics much
more like Class I than Class VII. Thus, these projects may be poor representations of the
non-surveyed projects in their respective classes. This is not a problem for Class VI as
the spending averages for Lakes Mendocino or Milford may be used. However, Lake
Sidney Lanier is the only primary data project in Class VII. Judgment and the additional
information contained in Appendices B, C and E will be necessary in deciding whether or
not to use Sidney Lanier’s averages or adjacent class averages to represent Class VII.
Objective two was to identify COE project and regional socio-economic factors
that explain variations in regional economic impacts of visitor spending. Factors
identified in the literature that influence economic impacts are based on theories in
regional economics. Those factors included population demand, regional trade center
factors (Richardson, 1969; Fujita, 1990), and location factors (Richardson, 1969).
Several variables were chosen from readily available secondary data sources to represent
these factors. They included Type III sales multipliers, regional population, distance to
the nearest MSA, percent retail sales, percent campers and boaters, and COE project
visitation. Along with the number of retail establishments, Type III sales multipliers and
regional population were used to develop the classification system. From the results of
the discriminant analysis, it was shown that these three variables, along with distance to

the nearest MSA and percent retail sales were good discriminating variables. However,
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COE project visitation, percent camping and percent boating did not have statistical
differences in class means, therefore, do not appear to be good discriminators.

Objective three was to develop a classification system based on project and
regional socio-economic factors identified in objectives one and two. The goal was to
use the smallest number of variables possible that would a) indicate variations in visitor
spending and b) explain variations in regional economic impacts. In addition, the data
had to be readily available from reliable data sets. Results of the initial classification
system (using Type III sales multipliers, number of retail establishments and regional
population) were encouraging. Corps of Engineers projects were distributed relatively
well across the nine classes. Only Classes VII and VIII were represented by five or fewer
projects, and Class VI by twenty or more. Additionally, seven of the nine classes were
represented by one or more projects in Propst et al. (1992) study of twelve COE projects.
Thus, more than 80 percent of the projects in the sample set of 108 are represented for the
purpose of assigning spending data. For those projects not represented by a COE project
(Classes IV and VIII) from the Propst et al. (1992) study, visitor spending data can be
estimated by the methods outlined in the “look-up” table section to follow in this chapter.

To accomplish objective four (statistical examination of the system) the first step
was to include each of the independent variables listed in Table 1 in an ANOVA to
determine if their means were statistically different between the nine classification
categories. All the independent variables, except for percent campers and total COE
project visitation, were found to have significant differences in class means. Therefore, it
was assumed that variables with different class means came from statistically different

populations and could be used to segment COE projects. The Dunnett T3 multiple
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comparison post hoc procedure showed that Type III sales multipliers, regional
population, the number of retail establishments, per capita retail sales, and median
household income were consistently different across many of the initial classification
classes. Therefore, they were assumed to be good discriminators between COE projects.
Those variables that were not statistically significant across any of the nine classes
included the percentage of campers and boaters, and annual COE project visitation. The
remaining variables (percent retail sales and distance to the nearest MSA) were
statistically different across some of the classes. However, the percentage of retail sales
and the distance to the nearest MSA were not as good at distinguishing between classes
as those previously. All variables identified by the ANOVA as having significant
differences between class means were included in the discriminant analyses.

Based on results of the discriminant analyses, the classification scheme did an
adequate job of segmenting COE projects into homogeneous classes. Using the seven
independent variables identified as having statistically different class means, the initial
classification scheme and the discriminant function (Table 11) agreed on class
membership 55 percent of time. Classes that had poor classification rates (less than 40
percent correct classification) were Classes II and VIII (Table 11). Classes having greater
than 60 percent correct classification rate included Classes IV, VI, VII and IX, which
represent 61 of the 108 COE projects. In most cases, projects “incorrectly” classified
were near the borders of the classes defined by breakpoints (Table 2) derived by visual
examination of the data. For example, results of the last discriminant analysis (Table 14)
suggests that the initial classification system would perform significantly better if ranges

of Type III sales multipliers were slightly increased to reflect the misclassification results.
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For instance, the classification system might predict Type 111 sales multipliers better if the
center range was increased from 2.00 - 2.29, to 1.90 - 2.29.

Overall, it is concluded that the classification system is appropriate for assigning
spending profiles and sales multipliers to the majority (80 percent) of the Corps of
Engineers projects in the study sample. The statistical differences between class means
for variables used in the classification system provided evidence of the system’s validity
in segmenting projects. Results of the discriminant analysis supported the choice of the
appropriate discriminating variables upon which the classification was built.
Improvements to the classification system includes a) expansion of the ranges of the Type
I1I sales multipliers, and b) primary visitor spending data collection for representative

projects in Classes IV, VIII, and possibly VII (See “Study Limitations™).

Study Limitations

Given the dynamic relationships between recreation spending and the impacts of
that spending across regions, it is impossible to have a completely encompassing data set
which lacks specification errors. In meeting the first two study objectives, variables were
chosen from secondary data sources to represent those factors which influence visitor
spending and regional economic impacts. Relying on readily available secondary
sources, data were obtained from the U.S. Census Bureau, the Corps of Engineers, and
the Propst et al. (1992) study of twelve COE projects. In this study, specification error is

present since not all of the factors identified in the literature were included in the
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classification system. Not all factors were included because secondary data were not
available for important variables such as length of stay, group size, travel distance, visitor
origin, and type of lodging. These variables were identified in the literature as being
determinants of visitor expenditures.

Caution should be taken when using secondary data sources, as measurement
error can be a critical problem. Measurement error was suspected in this study, as Corps
of Engineers’ visitation data was questionable. Additionally, distance to the nearest MSA
is not the best indication of regional economic activity. Although, those regions with
MSAs within thirty miles are more economically diverse, other regions appeared to be
just as diverse but did not contain an MSA (Appendix B and E).

Small sample size is another limitation of the study. With small sample sizes it
was difficult to interpret some of the statistical comparisons. Likewise, many of the
classes in the initial classification system had small samples, except for maybe Classes VI
and IX which had 23 and 19 projects respectively. In addition, two of the nine classes
were not represented by Corps of Engineers projects from the 12 lakes study (Propst et
al., 1992). Hence, there were not enough COE projects with previously defined spending
profiles and sales multipliers to represent all 108 sample projects. This is not a serious
problem for multipliers because they can be derived from IMPLAN’s secondary data
sources and matrix computations. However, it is a problem for spending profiles because
primary data are required. Since there is no primary spending data for Classes IV and
VIII and since Lake Sidney Lanier may be more appropriately assigned to Class I than
VII, expenses must either be incurred for data collection or spending profiles must be

chosen from one of the neighboring classes in the “look-up” table.
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Recommendations for Management and Planning

Given the limitations, the proposed classification system has utility in assigning
visitor spending averages and regional sales multipliers to Corps of Engineers projects
that lack primary visitor expenditure data. The classification system can be used as a
“look-up” table to place COE projects into homogeneous classes (Table 4) and find the
corresponding spending data and sales multipliers that reflect the socio-economic
characteristics of an area. The procedures for assigning the spending averages and sales
multipliers are described in the following section for the purpose of computing total

economic impacts of recreation visitors.

Procedures for Estimating Total Economic Impacts of Recreation Spending

To compute total economic impacts of visitor spending, three basic pieces of
information are required: total visitation by visitor segment, average visitor spending,
and a region’s effective sales multiplier. Average per person visitor spending (Tables 4,5,
and 6), and Type III sales multipliers (Table 4, and Appendix B or C) can be obtained
from the classification system. Total visitation by visitor segment must be derived from
total COE project visitation reported in the NRMS (U.S.C.O.E., 1994). This is done by
multiplying total project visitation by percent campers (U.S.C.O.E., 1994) to obtain total
camper visits. Total camper visits can then be subtracted from total project visits to

obtain non-camper visits.
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To determine which spending profiles and sales multipliers from the classification

system to use in computing total economic impacts, the following steps are provided to

described the process:

1. If the COE project in question is one of the 108 in the sample set (Appendix A

and Table 4), this step may be skipped. For the remaining 354 projects, the next

step is to determine membership in one of the nine classes.

a)

b)

For those projects not in the sample set of 108, a determination must first
be made about which counties to include in the economic region. Users
have the option of defining their own regions based on the requirements of
their particular scenario, or using the criteria outlined in Chapter 3
(“Delineation of Economic Impact Regions™). It should be noted that the
spending profiles derived in the Propst et al. (1992) study and the
classification system are based on 30-mile regions. Thus, it is
recommended that the criteria in Chapter 3 be adhered to as closely as
possible.

Once a region has been defined, county level data can be aggregated from
Census Bureau sources for the remaining 354 projects to determine class
membership. The number of retail establishments can be obtained from
the 1992 Economic Census (U.S. Bureau of the Census, 1997) and
regional population can be obtained from USA Counties 1994 (U.S.
Bureau of the Census, 1997). These data can generally be downloaded

from libraries or U.S. Government web pages on the internet.
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c) Users can now begin the process of determining which class most
represents their project of interest. This is accomplished by first
determining which column in Table 4 a particular project belongs to (i.e.
“High Retail Establishments/High Population,” “High Retail
Establishments/Low Population,” and “Low Retail Establishments/Low
Population”) based on the data aggregated in the previous step. Once the
user has determined which column the project is most similar to, the
number of possible classes is reduced to three.

d) To determining which class within a particular column a project belongs,
Appendix B and E are used as a guide in finding a region with similar
economic characteristics. Appendix E provides a qualitative description of
each of the nine classes. The descriptions rely on information about each
of the twelve projects from the Propst et al. (1992) study. By studying
each of the three classes within the chosen column, a decision can be made
about which class most reflects the economic activity within the study

project’s region.

Once the final decision has been made as to which class most reflects the
economic activity of a particular COE project, the spending profiles can be
assigned. For all 462 projects, choose the appropriate spending figures from
Tables 5 and 6, one for campers and one for non-campers. Multiply the number
of campers and non-campers by the appropriate Tables 5 and 6 spending figures.

The results will be total spending (in 1990 dollars) separately for campers and
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non-campers. It should be noted that the same can be done for day-users and

hotel visitors if the total number of visitors within each visitor segment is known.

a)

b)

If two or more COE projects with differing spending profiles from the
Propst et al. (1992) study represent a class, Appendix E should be used to
determine which project most represents the study project’s region.
Descriptions of each of the surveyed projects should serve as a guide in
determining which project is most similar to the project of interest in terms
of its economic structure.

However, if there are no projects from the Propst et al. (1992) study to
represent a particular class (i.e., Classes IV and VIII), the user has the
option of using Appendix E to choose a surveyed project that most reflects
the project in question. The user of the “look-up” table also has the option
of creating a new spending profile from the range of profiles given in
Tables 5 and 6. This can be accomplished by looking at the profiles given
for classes on each side of the unrepresented class. For instance, day-user
spending profiles can be created for Class VIII by taking the average
between profiles for Class VII and IX. However, it should be noted that
spending patterns between classes are not consistent and newly derived
estimates of spending may not reflect actual visitor expenditures.

Therefore, caution should be taken when using these methods.

Using the information in Appendices B, C and E, choose an appropriate sales

multiplier. To assign a multiplier from the given range of multipliers, users have
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the option of choosing an average multiplier or one from either end of the range,
based on variable comparisons. This multiplier is multiplied by the appropriate
“capture rate,” which averages 65 percent across the twelve COE project regions
(Propst et al., 1992; Stynes and Propst, 1996). The result is called the effective
sales multiplier (Stynes and Propst, 1996). Since not all of the total camper and
non-camper expenditures are captured by a local region’s economy (i.e. there is
some “leakage”), the aggregate Type III sales multiplier must be reduced by the
capture rate to account for such leakage (See Stynes and Propst, 1996, for more

discussion of the capture rate and effective sales multiplier concepts).

4. To compute total economic impacts (sales), multiply the total expenditure figures
from step 2 by the effective sales multiplier from step 3. The results may then be
summed across campers and non-campers. Since the value will be in 1990
dollars, it may converted to more recent year dollars by applying the relevant
Consumer Price Index (CPI). Total economic impacts will be for sales (output)
only and may be converted to aggregate income (wages) or employment effects

with knowledge of appropriate income/sales or employment/sales ratios.

The “short-cut” method introduced here will allow recreation planners and
managers a means by which to quickly and cost effectively analyze economic impacts of
recreation visitor spending on regional economies. Although, the proposed classification
system has been developed for Corps of Engineers purposes, the “look-up” table method

has utility in estimating economic impacts of recreation visitor spending for many
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applications. With modification of the data, the proposed “look-up” table method could
be used by different kinds of natural resource recreation agencies interested in quickly
estimating the regional economic impacts of their visitors. The Corps of Engineers uses
these estimates of economic impacts for quantifying the significance of their recreation
programs to Congress for budget purposes. Additionally, a quick and cost effective
system of estimating economic impacts will allow the Corps of Engineers and other
recreation agencies to assess the economic implications of proposed policies and
management plans prior to implementation. Hence, the economic ramifications of
proposed policies can be determined at non-surveyed projects prior to agency

implementation.

Recommendations for Future Study

Future research should focus on further testing and refinements of the
classification system. One recommendation is to collect primary data for a sample of
Corps of Engineers projects not included in the initial classification system. Economic
impacts would be estimated for each of these projects using the IMPLAN/MI-REC input-
output model. Results of the impact assessments would then be compared to results of
economic impact analyses where spending profiles and regional sales multipliers were
assigned to projects based on the “look-up” table methods. Comparison of the two

methods would indicate the degree of error for the “look-up’ table.
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A method of testing the validity of the statistical classification systems would be
to aggregate data used in this study for an additional sample of Corps of Engineers
projects. This set would constitute a “hold-out” sample to test the discriminant function
(Aaker et al., 1995). Using the discriminant function obtained with the initial sample, the
hold-out sample of COE projects can be classified. If the percentage of correctly
classified projects for the hold-out sample is similar to that obtained with the first sample,
it is assumed that the discriminant function is valid. However, if the discriminant
function does a poor job of classifying the additional projects, a new discriminant
function should be obtained with different discriminating variables.

Results of the classification system can also be used to identify variables that are
good discriminators between classes of Corps of Engineers projects. Identified variables
can be used in multiple regression analyses to predict levels of spending, as well as
predict regional economic impacts from visitor spending. Thus, regression analysis can
be used to assign visitor spending profiles and regional sales multipliers to COE projects
for which no primary expenditure data have been collected.

Discriminating variables that explain uniqueness of regional economies such as
population densities, degree of urbanization, regional diversity, and other factors
identified in the literature but not included in the analyses, should be considered for
future investigations. Variables such as these may be useful in further refinement of the
classification system. Additionally, other variables are needed to further determine if the
initial classification scheme is valid or if class memberships are functions of other factors

not identified in this thesis.
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Appendix A. Counties Located Within 30 miles of Corps of Engineers Projects

Project Name County Project Name County
Canyon Lake, TX Bexar Smithville Lake, MO Leavenworth, KS
Blanco Wyandotte, KS
Comal Buchanan
Guadalupe Clay
Hays Clinton
Kendall Platte
Cheatham, TN Cheatham Whittier Narrows, CA Los Angeles
Davidson Orange
Dickson
Houston William. H Harsha, KY Bracken
Montgomery Campbell
Robertson Kenton
Williamson Pendleton
Brown, OH
David D. Terry, AR Faulkner Clermont, OH
Lonoke Hamilton, OH
Pulaski Barkley, KY Caldwell
Saline Calloway
Christian
Hansen Dam, CA Los Angeles Crittenden
Graves
J. Percy Priest, TN' Cannon Livingston
Cheatham Lyon
Davidson Marshall
Dickson McCracken
Robertson Trigg
Rutherford Dickson, TN
Sumner Houston, TN
Williamson Humphreys, TN
Wilson Montgomery, TN
Stewart, TN
Pine Flat, CA Fresno
Beaver, AR Benton
Saylorville, A Boone Carroll
Dallas Madison
Polk Washington
Story Barry, MO
Warren
Whitney, TX Bosque
Sepulveda Dam, CA Los Angeles Hill
Johnson
Shenango, PA Mahoning McLennan
Trumbull Somervell
Lawrence
Mercer Willamette, OR! Lane

'Corps of Engineers project included in the 12 lakes study (Propst et al., 1992)
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Project Name County Project Name County
Bluestone, WV Bland, VA Bull Shoals, AR Baxter
Giles, VA Boone
Montgomery, VA Marion
Pulaski, VA Ozark, MO
Mercer Taney, MO
Monroe Dewey
Raleigh Hughes
Summers Potter
Radford, VA Stanley
Carroll Sully
Marion Walworth
Barry, MO
Christian, MO Ouachita, AR' Garland
Stone, MO Hot Spring
Taney, MO Montgomery
Englebright, CA Nevada Oahe, SD' Burleigh, ND
Sutter Emmons, ND
Yuba Morton, ND
Campbell
New Hogan, CA Amador Dewey
Calaveras Hughes
Potter
Norfork, AR Baxter Stanley
Fulton Sully
Izard Walworth
Marion .
Stone Pomme de Terre, MO Cedar
Ozark, MO Dallas
Hickory
Rathbun Lake, IA Appanoose Polk
Davis
Lucas Lake Sharpe, SD Buffalo
Monroe Hughes
Wapello Lyman
Wayne Waco Lake, TX McLennan
Cherry Creek, CO Arapahoe Deer Creek, OH Fayette
Denver Franklin
Douglas Madison
Jefferson Pickaway
Ross
Addicks, TX Fort Bend
Harris

Waller
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Project Name County Project Name County
Alum Creek Lake, OH Delaware Blue Marsh, PA Berks
Franklin Lancaster
Knox Lebanon
Licking Schuylkill
Marion
Morrow Bonneville, OR Hood River
Union Multnomah
Skamania, WA
Grapevine Lake, TX Dallas
Denton Chatfield Lake, CO Arapahoe
Tarrant Denver
Douglas
Hartwell Lake, GA Banks Jefferson
Elbert
Franklin Keystone Lake, OK Creek
Habersham Osage
Hart Pawnee
Madison Tulsa
Rabun
Stephens Lewisville Lake, TX Collin
White Cooke
Jackson, NC Dallas
Transylvania, NC Denton
Abbeville, SC Tarrant
Anderson, SC
Greenville, SC Oologah Lake, OK Craig
Oconee, SC Nowata
Pickens, SC Rogers
Tulsa
J Strom Thurmond, SC  Columbia, GA Washington
Elbert, GA
Lincoln, GA Cecil M. Harden, IN Clay
McDuffie, GA Montgomery
Richmond, GA Parke
Wilkes, GA Putnam
Abbeville Vermillion
Aiken Vigo
Edgefield
Greenwood Raystown, PA' Bedford
McCormick Blair
Fulton
Huntingdon

Mifflin
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Project Name County Project Name County
Joe Pool Lake, TX Dallas Center Hill, TN Bledsoe
Ellis Cannon
Tarrant De Kalb
Grundy
Lake O' The Pines, TX  Camp Jackson
Cass Putnam
Gregg Smith
Harrison Van Buren
Marion Warren
Morris White
Titus Wilson
Upshur
John H. Kerr, NC Franklin
McNary, OR' Umatilla Granville
Benton, WA Person
Franklin, WA Vance
Warren
Murray, AR Faulkner Brunswick, VA
Pulaski Charlotte, VA
Saline Halifax, VA
Lunenburg, VA
Nolin River, KY Barren Mecklenburg, VA
Butler South Boston, VA
Edmonson
Grayson Kaweah, CA Tulare
Green
Hardin Texoma Lake, TX Bryan, OK
Hart Carter, OK
Larue Johnson, OK
Warren Love, OK
Marshall, OK
Senecaville, OH Belmont Murray, OK
Guernsey Cooke
Monroe Grayson
Muskingum
Noble West Point, AL Chambers
Lee
Shelbyville, IL' Christian Randolph
Coles Carroll, GA
Cumberland Coweta, GA
Douglas Harris, GA
Effingham Heard, GA
Macon Meriwether, GA
Moultrie Troup, GA

Shelby
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Appendix A. Continued

Project Name County Project Name County
Success, CA Tulare Barren River Lake, KY Allen
Barren
Cumberland, KY' Adair Edmonson
Casey Metcalfe
Clinton Monroe
Cumberland Simpson
Lincoln Warren
McCreary Macon, TN
Metcalfe
Pulaski Belton Lake, TX Bell
Rockcastle Coryell
Russell
Wayne Black Butte, CA Glenn
Pickett, TN Tehama
Dardanelle, AR Conway Cordell Hull, TN Cumberland, KY
Franklin Monroe, KY
Johnson Clay
Logan De Kalb
Perry Jackson
Pope Macon
Yell Overton
Putnam
Eufaula Lake, OK Haskell Smith
Latimer Trousdale
Mclintosh Wilson
Muskogee
Okmulgee Degray, AR Clark
Pittsburg Hempstead
Hot Spring
Fort Gibson, OK Osage Montgomery
Washington Pike
Lower Granite, WA Latah, ID
Greers Ferry Lake, AR Cleburne Nez Perce, ID
Independence Asotin
Stone Garfield
Van Buren Whitman
White
Harry S. Truman, MO Bates
Mark Twain Lake, MO  Audrain Benton
Marion Cedar
Monroe Henry
Ralls Hickory
Randolph Johnson
Shelby Pettis

St. Clair
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Project Name County Project Name County
Laurel River, KY Knox Carlyle, IL Bond
Laurel Clinton
McCreary Fayette
Pulaski Marion
Whitley Washington
Wappapello, MO Butler Mendocino, CA' Mendocino
Carter
Stoddard Milford, KS! Clay
Wayne Dickinson
Geary
Wright Patman, TX Miller, AR Riley
Bowie
Cass Millwood, AR Hempstead
Morris Howard
Little River
Sam Rayburn, TX Angelina Miller
Jasper Sevier
Nacogdoches Bowie, TX
Sabine
San Augustine Somerville, TX Brazos
Shelby Burleson
Lee
Allatoona Lake, GA Bartow Washington
Cherokee
Cobb Summersville, WV Clay
Dawson Fayette
Floyd Nicholas
Forsyth
Fulton Tenkiller, OK Adair
Gordon Cherokee
Paulding Haskell
Pickens Muskogee
Polk Sequoyah
B Everett Jordon, NC Chatham Falls Lake, NC Durham
Durham Franklin
Harnett Granville
Lee Orange
Orange Person
Wake Vance
Wake
Lavon Lake, TX Collin
Dallas
Hunt

Rockwall
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Appendix A. Continued
Project Name County Project Name County
Sidney Lanier, GA' Banks Rend Lake, IL Franklin
Barrow Hamilton
Cherokee Jackson
Dawson Jefferson
De Kalb Marion
Forsyth Perry
Franklin Washington
Gwinnett Williamson
Habersham
Hall W. Kerr Scott, NC Alexander
Jackson Alleghany
Lumpkin Ashe
Pickens Caldwell
Stephens Watauga
Union Wilkes
White
Woodruff, AL Autauga
Monroe, IN Bartholomew Dallas
Brown Lowndes
Greene Montgomery
Jackson
Lawrence Arkabuta, MS De Soto
Martin Tate
Monroe Tunica
Morgan
Owen Blue Mountain, AR Logan
Yell
Dale Hollow, TN Clinton, KY
Cumberland, KY Canton, OK Blaine
Monroe, KY Dewey
Wayne, KY Major
Clay
Fentress Lake Umatilla, OR Sherman
Jackson Klickitat, WA
Macon
Overton Lewis and Clark, SD Cedar, NE
Pickett Knox, NE
Putnam Bon Homme
Clay
Dannelly, AL Dallas Yankton
Lowndes
Marengo Nimrod, AR Perry
Wilcox Yell
Dworshak, ID' Clearwater

Lewis
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Project Name County Project Name County
Eastman, CA Madera Philpott Lake, VA Floyd
Mariposa Franklin
Henry
Grenada Lake, MS Calhoun Martinsville
Carroll Patrick
Grenada
Montgomery Rough River Lake, KY Breckinridge
Tallahatchie Grayson
Yalobusha Hancock
Hardin
Hensley, CA Madera Meade
Ohio
Lake Celilo, WA Hood River, OR
Sherman, OR Sardis Lake, MS Lafayette
Wasco, OR Marshall
Klickitat Panola
Tate
Lake Seminole, FL Gadsden Yalobusha
Jackson
Decatur, GA Walter F. George, AL Barbour
Grady, GA Henry
Miller, GA Russell
Seminole, GA Calhoun, GA
Clay, GA
Early, GA
Quitman, GA
Randolph, GA

Stewart, GA







APPENDIX B







*(¢ 1ovdey) ut uorssnostp pue y xipuaddy 23g) uor3ai 201a19s o1wI0U03 pa1e3ai33e ayy ul papnjoul SANUN0D JO JAQUINN,
*3pe1) [18J21 0) PAANQLIIE UOISAI © U] SI[es [eI[noLiSe-uou [210} JO Oney ¢

s10901d 190u13ug Jo sdi0) woy (YSW) ea1y [eonsnels uenjodonajy 1531eau Ay 0} SA[IW peoy,

1eak 12d 180Q OYM SIONSIA S123UISU JO SAI0D) [B10) JO IUADI]

1eak 1ad dures oym sioyista s19aurdug jo sdio) [e103 JO JUdIA{

Apmig 1011d SR 1 (z661) ‘T8 12 sdoig wt safoid

s 64T 1og st %L1 %S 005'899' 859 PII'STTT 1961 808'6€€ 05T XL “Souym
3 vz $'8C 3 %L1 %E 00°1L8'8 £95'9 SLT608'T $s6'1 296'6LT €T AV YOy AqeL.
s 661 ¥'8T i3 %EE %Il 0050T€"1 €516 99€'908°7 1861 £5L'L8T ST OW ‘2T uoIyo0lS
6 80T 8T 34 %S %€ 008°S14'1 6£8°9 810°0L1'T L' SIELIE 9w AM ‘Buoisanig
s ST 687 0 %IT %T 000°L80°L. PSEL STEEEIT 858°1 002987 0£T AV 1oneag
st rie $1E 09 %L %6E 000'96L°9 6189 298'60'€ €787 00045t L€T AN Aoy
1 £5T 6€C 0 %St %b€ 000°0£9°1 €518 659'8SH°T 686°1 998062 4x4 R Y
uopgindog Moy / Siuduy: /3udnngy $AES YIH 11 SSED

A 0L v'6T 141 %81 %1 00Z°16Z1 $9L'L £99°72T°01 L 0S6'S1ET 334 AN BYSTH H wellm
z voy s0z 0 %0 %T 000'78L°1 TeL STOLIERS  6IILS  BE'SESII S€T VO ‘SMOLEN JomIyM
9 L6t 0'sT s %€ %S 001°€80'1 7189 986TTLE 906 1L5°9%s 69T OW ‘e JlAprus
v 8T (24 0 %L1 %9 001°LET'T 7169 120°s€6' 1677 T66E1L 134 Vd ‘08ueuays

1 0'sE 907 0 %0 %0 006'1L2°C £L6'9 68K'LTIEY  STTER SP9'ES0'6 PET VO ‘wreq epasndas
s r6C L9z 0 %1 %S 61L°790'1 seL's Y61 LOE'E £46'508 R4 VI 2lasolies

1 ¥9T Ly 0 %Y %S1 008°18€ L1589 LYY 019' £19'0L [ VO ‘el duid

1 0'se 90T 0 %0 %0 009°€90°1 £L6'9 680LTI'EY  STTEy SH9'€50°'6 PET VO ‘weq uasuey
2 st ¥9T €1 %l %t 008'spS°1 856'8 SSE66E'Y wre T5L'STS €7 WV ‘a1 q peq
L 887 6LT 8T %6 %L1 6VTTE6T 126 SEI'60'S 959'7¢8 66T NL ‘weyeay)
9 79T 9z 0 %IT %9 00L'L8'1 1€, 125°60€°01 SISSHET €T X1 ‘2Ye] uokue)
6 S0€ 85T 0 %bl %0T 008006°8 SIs'S SLS'SII6 1L0°F€0°1 IsT (NI 1591 A232d
uonendog 43, 1 1113Y YSIH / DUdBINN TS YSH 1 SED

SSNUN0D  (g)owoou; (S (OMW)  Funeog  Swdww)  uonensip ($) sapes (§)saEs  swowysyquisy  uonendog  saydnmpy swafog samsug
[euoiBoy  PIOYASNOH (IO VSIWOr  JURRd AU jafog 50D ey ey 2y jo [euoiday SIS Josdioy

IOl WepOW  juodidg  9ouelsiq [enuuy ende) 19g 1aquiny 2diy

sa[qeLre A Juapuadapu] Jo 198 eie( [eul ‘g xipuaddy

103







104

S 1974 L9T 33 %11 %61 986°0Z¢€"1 yb6°8 SPS°EI8’S 96Ty 620°0S9 SI'C MO ‘a1 yesojoQ

S 1343 (44 0 %1 %€ 005°895°C LEL'S 0ESY9ILTE 810°1T S80°0SL°E 11T X1 ‘e AIASima]

14 (474 L'sT I %Y1 %9 LY899Y1 795°8 EPEBLY'S v60‘y 608°6£9 S1T O “Me] 2uoiskay

€ Sie (474 0 %8y %01 008°991°1 1668 TSL'Y96°8T 9£9°81 109°12T°€ 00C X1 ‘e [00d 30f

11 (A 74 78T [44 %01 %ST 00T°THs'S €EL9 166°998°¢ [(4:743 €9€°VLS 60'C DS ‘puounnyj, wons f

91 (\h74 ¥'8C 0 %6T %L 000°€98°v1 y16°9 yv6°€L0°9 98%°S T€5°8L8 €T VD ‘e [[amureHq

€ 9'€e L'€T 0 %61 %I 00L°T61°1 9788 §95°LST 0E 6161 Y9T'8TY'E S0'¢ X1 ‘e¥e] sutaadern

S 'L 1'8¢ 194 %¢ %38 00V°LL6T LEE'6 L88YTO11 6189 9€L081°1 £0°C HO “ea1) 193Q

14 €8¢ 1’61 0 %9 %]l 008°600°C 1168 S60VLLTI 80L°8 L6SEEY] 97T 00 Y21) AUy

4 €8¢ 1’61 0 %9 %C 00L°EEY°T 116°8 S60°VLLTT 80L°8 L6SEEY' 9T 0D ‘e playeyd

€ 0'LT 44 LE %11 %38 £€69°596°C S16°8 078°98S°S yesy wW9°979 61°C YO ‘dqpiasuuog

14 §'6C 6'LT 0 %0¢ %0 6€£T'SSH'L 8T€L S9T°LIYL ¥87°9 8€T9H0°1 07T Vd ‘YsIe]y anjg

L 66T (44 0 %6 %€ 009°886°1 9188 1€0°921°C1 yILL 018°0LE‘T 0re HO ‘ayeT ¥231D wmpy

€ 0ze 8T 0 %0 %0 £96TE0°T 011°8 1£5°89€°9C $00°L1 09€°1ST'E £0°C XL ‘S¥IppY

uopendog

YSi1H / syuawysiqEIsy eI YSIH / 12dDInIAl SIES WNIPIW AT SSE[D

1 LTt £9C 0 %I1T %C 00Z°T01°1 09T°L S6L06€°1 L1l 09¢°161 9¢'C X1 ‘oyeT oM

9 861 9'6C 0S %S1 %01 009°181°1 018°S LE6'SLY LS S16°18 0¢'C V1 ‘e unqey

14 'Lt V6T (1)4 %9¢ %6T 006'1Z€°1 SSS°Y YYETST (453 00t°SS 9¢'C OW ‘313, 3p awwog

9 L91 V6t ss %E€ %Y 000°008°€ 9’y L6L'96E €1¢ SEP'C8 we AV “YoHoN

C 0'6¢ V9T 4t %I1S %9T $S0°6ST 0€L'8 €L8°98S (%94 8TT’L9 £e'e VO ‘ue3oH MaN

€ (A1 v'eT LS1 %61 %S 00V €IT‘1 1LS°L 1€5°961 1Ll 9L9°0C 9¢'T as ‘adreys aye|

€ 69T (a4 € %9$ %61 00Z°8€1 oLL'S 168°1€T1 VAN 80S°€1T Sy VD W3uga|Sug

S L'81 S'8¢ 9¢ %¥T %9 00¥°020°t ¥99°L 917°9t8 LE6 11011 19¢ gV ‘sfeoys [ing

€ L8l $9T 9z %9T %81 009'10Z°1 0s€'L £90°718 06L 68t°011 W (Y EHYRno

01 viT 8'6C z %0€ %€l 00L81L°T 171°8 T19's20°1 986 L8T9T1 ST 1ds 240

uoyendog Mo / SNUIWYSI|QRIST [18IAY M0 / JdDny s3es GSIH :I1I SSelD

sanuno)  (§) swoouy safes (sapw) Suneog Surdwe) uoneNSIA ($) sapes (§) soes  swuowysiiqersg  uoneindod  Jatdnnpy 103{014 s1ouiSug

Jeuoiday  ployasnoy [1ey VSN 01 uonejisiA - UOneNsiA 109f01d ey ey ey jo Teuoisay SIeS Josdioy
oL ueIpI DI ddueISIq NI JUELYEX | 10D eude)) 154 JaquinN adK

penunuo) g xipuaddy






105

T L'9T §'8T £€ %9 %81 100°6€9°€ 969y 970°sTy 99% 80506 80T MO ‘uosqio uog
9 6Ll T0€ 08 %Z1 %91 00S°91L°T 059°s SST0S0°T LYO'T 1L8°581 $0'C MO ‘oxeT] eineyng
S 0'81 8'8C €5 %ST %1 SELLYI‘T £9€°S YOL‘69Y 10§ 185°L8 €0C gV ‘Aeidsq
L 61 Tog oy %IE %S$ 008°50S°€ TEs'S SOv'618 €58 vTI8Yl 10 AV ‘sjjeuepreq
11 661 ree 6y %I1 %pE Y91°T68°C 90b°s 8YETET] £6T°1 TL6'LTe 0T NL ‘InH [[2p10D
z 97 9'sT o€ %61 %0T 008°s¥1 86T'S 086°90% $6€ 60v°LL 90T VO ‘aung yoelg
4 9°€T 43 0 %61 %P 009°TTE 1 9£5°s STSOIY'1 8¢T'1 198457 00T X1 ‘oxe] uoleg
8 81 9'€e €L %zl %01 00S°01€°T SIT'L £6T°9LET 0671 99L°061 91T AN ‘9T 19ATy USLIEG
4 1'ee £0¢ oL %IT %€l 00L°1LS 9sL's £78°8€L 708 98l SI'T 1A PN
I 9T 89T 0€¢ %TT %L1 001°66¥ LLT'L 084°v6S LoL 889°18 97T (VO "OUI0pUSN
14 9yl 6'€€ 0s %S 1 %6 £89°9THL £S°Y 6£5°388 SII' 985°561 10T (AN PuUepIaqUInG
uonendog
MO / SIUIWYSIQEIST [1839Y MO / JaN[dDNJA SI[ES WNIPIA :A SSEID
6 L'€T L'6T sT %8T %L 996°s¥1°7 98%°S STI9TI'T SY0°C LLS‘L8E 90°C TV Wod 159M
8 861 £0€ 0 %¥T %¥1 T6I0VI°S 085°9 955009°1 SHS°l LETEYT vTT XL ‘aye] rwoxa]
I ST 1'8C 0 %bT %3 006895 €05°S 0861781 165°1 180°1€€ 0T VO ‘ssa00ng
S 91T 867 L %S %0 006760°1 6TL°9 681°LLY 6v¥'1 1p$°61C £0C HO “3|[1A803U3g
6 6l 60€ 0s %1T %P 009°661°C LEI'L £29°066°1 918'l 016'8LT 10C A ‘I9Ay UIjON
€ €92 v'sT 0 %L %T 001°L€9°1 168°8 SLYOLE Y LEO'E 978 t8Y €TT gV “‘Aeumpy
8 60T I'ig 0 %8T %L 00L°98€°1 756'9 865°086°1 206'1 86887 §TT XL ‘sauld YL ,0 3xe]
1 74 '8¢ [4d %97 %L 000°5LY £0S'S 0861281 165°1 180°1€€ 0T VO ‘yeamey
11 L1z 1'6C Ly %ST %61 TET06T°E vTL'Y 959°6LT'1 £€0S°1 L98°0LT €1z DN “uaY "H uyof
I €12 .14 09 %3 %ES 00T°6LS°S vEp'S 0SS°L8¢€°1 £3¢°1 £PEEST €07 NLL “NITH 191u2)
9 6T 68T 6 %91 %L 00Z°€90°1 LSTO1 WTILET Ul 681°1€T 07T NI ‘uspreH ‘W {1990
8 09T VLT w %0C %1 8SE°LS0°T vicL EENTT 088'1 8S€°70€ 87T (AN 2akqrays
S 6TT $6T 0€¢ %87 %6 000486 L9'9 £€5°€06'1 69'1 $0€"$8T €Ie | Vd ‘umoiskey
€ L9 197 0 %C1 %C 98EVE6'Y 9LYL L£00°099°1 8Pl 650°T¢T €0 140 AN
=c_uu_=.._ek MO / SmmysI|qBIsy [1e)y -—M_= / ._o__n—mu_-.z SI[eS WNIPIA :A SSEB]D
sapuno)  (§) swoouj safeg (sajrw) Suneog Suidure) UonRIISIA ($) sapes (§) sares  swawmysyqessg  uonejndod  Janydnny 199(014 s1oousuy
[euoisy  PployosnOH eI VSN O} UOHENSIA  UOLENSIA 13fo1d BN fre1ay J1e1ay Jo Teuo13oy sa[es Jo sdiop
feloL UBIpIN JUELIER oueIsIq JUERIER | JUELIEE | 30D ende)) 124 nRqunN adA1

panunuo) ‘g xipuaddy






106

4 L1z 082 0 %6V %9 008°8LS 1 8hLL 200°914°T 988°] 0v8'11€ €61 TV Prupoom

9 0T £0€ o€ %9¢ %91 00L°LES'T 1409 056°68¢€°1 10§°1 §60°0€T 8l DN 09§ LY "M

8 €1T L'8T 6€ %8¢ %S1 6STHTIT £78°9 11L926°1 106°1 TLET8T €81 I “o)e] pusy

6 997 ¥'62 0 %61 %S 1 009°T6€°1 S8€°9 09$°€0S°T 0T £21°76€ L6'1 NI ‘2010

uoyendog Mo / syudwmysijqessy (1839 31H / JAD[NIA SIS MO LA SSB[D

¥ £9¢ 6'€T L %ET %€ 00T'$S0°T 0LT'6 08Z'€0€° 1 ppSeel 00T'867°C 68'1 X1 ‘O¥e uoae]

L 6LT 0'67 0 %S€ %] 001°092°C 6v6'L 16£'960°L $S6°S 68L°T68 €8’ ON ‘e sired

9 682 TLe 0 %21 %€ LLOPI6T Sh0°8 LTSTLT'L LEO'9 LYL'L68 98'1 ON ‘UOpIOf N13AT g

1 9°0¢ 192 0 %be %38 006°9LS Y 605°8 £61°LSYE1 $56°6 TS 18s°l 161 VO ‘aYerT euooe|[y

91 8T 9'87 St %TE %3 pLS €899 L00‘8 TIE8SE 1 LST'S T79'81¥'1 98’1 (VO 1oneT Aaupig

uonendog y31{ / s;udwystqeIsH [1833Y Y3IH / JINAUINIA SI[ES MOT :[IA SSED

v I'ie Tl 0 %¢€1 %3 006°L0¥'1 SEL'9 01t°€01°1 LL6 pH8°€91 LTT X1 ‘weuned Wysum

v 661 067 sel %0€ %2 060°781°C TEL9 TEI°18S 6LS LTE98 81T OW ‘ofjadedde

S 8L 9°Z¢E 99 %L1 %0T 009°50S"1 €16y €TS 0€8 <16 650°691 vTeT NO “oqIyua]

€ 651 (143 43 %91 %8 00€°€T1°] 443 0$8°T9¢ wuy 900°¢8 L0T AM 3[[iAsIdunung

v T 197 61 %ET %1 009°€ST'1 SE0°L 206°ST'1 70N 81S°8LI 07 X1 “3[iA13wos

9 881 61¢ 9 %0t %6 004°€98°1 984°9 $00°087'1 01Tl ceeL6l 61T X1 ‘wngAey ureg

9 902 0°0€ 87 %0t %L 00LTLS 106'9 780°TULT1 €80'1 0rE T8l €1 AV ‘PoOmMIIIN

9 11z ¥'LT 0€1 %Ib %€l 9LE969'1 pSLS L69°0LS L99 781°66 LTT OW "a¥e] utem [, Nle

S S'€T £6T SL %S¢ %2 S1P'8ES1 ¥$9°9 P6L CES 4§ 06L°5T1 97T VM ‘dlURID 13m0

S 861 8T SL %0 %0 001°LLY L36'L 996°Lt 11 001°1 9TLEHL ore AN 19Any [aineT]

8 6'81 I'ig [43 %€9 %9 00€°558°1 10t°s YTy 6v8 £90'1 98T LS1 +TT OW ‘weurnu| g Auey

S 81 1'62 LE % %9 005'82T'S £b8°c YIS'LLL (44} SLO'EEL $TT gV e AU s12210

(p3nuguo)) uoyendod Mo/ HIWYSIGEIST [183Y M0 / 1ADININ SIS WRIPIW :JA SSEID

sanuno)  (§) swodsuj soeg (soqiur) Suneog Suidure) UoNBNSIA ($) sares ($) soes  swowysijqeisy  uonemdod  1sndnpy 130014 s1vauifug

[euoi3ay  ployssnoq  [re1dy VSN O} UOHEISIA  UONBNSIA 13foig sy 1re1sy 19y jo Teuo13ay sa[es Jo sdioy
reo], UBIPIN LRI EN | doueIsi(] JUENICR LRI EN| 300 ende) 124 pquUNN adA1

panunuo) ‘g xipuaddy







107

6 'Ll I'ie 0 %0y %6 S68°E6LY (A4 8€S°61S 689 896°6T1 16'1 TV 931030 " Ia1em
S §8l1 yie 197 %bt %9 00S°108°1 L9 LT8009 0IL 799°8T1 L8] S ‘e sipres
9 1z §'6C 0§ %S1 %6 00L°T81°C £€6°S TH6'EV0‘1 LS6 696°SL1 ¥6'1 A ‘a¥eT JoARY y3noy
S (1874 §LT LT %1 %l 00¥'¥91°1 10Z°S €67 LYL 08L PLIEVT S6'1 VA ‘oeT nodjiyg
[4 9'81 [4:14 0§ %I1T %38 006°62€ 660°€ 1vL°18 001 6LE9T 8Ll v ‘poswiN

S 961 66T s9 %I1 %l 00L0€9°1 8TLS 6€£€°0VE 1485 61¥°'65 4! ds “Ywe|D pue sima]
[4 (18 74 9°Ce 0 %S¢t %L 701°689°¢ 6Tl'°¢ LIL'6S LO1 880°61 91 JO ®lineW) 3¥e]

9 861 (443 6¢ %ttt %8 956°1LT'1 60T°S 0€€°T9L 1.8 12382 06’1 T4 ‘S[ounwag axey
14 S$ve S0t 0€ %LT Y%L TIE'806°1 yv8°9 £€9°00 1997 6£€°8¢ 86'1 VM ‘O[l[9D 3xe]

I ¥'LT £9¢ €T %Lt %11 006°ST1 69 8pE'E9Y (147 £20°66 LL] VO ‘AsjsusH

9 991 Lot 06 %ST %9 00Z0E1°T 681y TT8'9se 06¥ PLI'E8 9Ll S ‘aYe] BpRuaID
[4 €92 SLT LE %0 %ST 00¥°s9 vLLY 866°SHS LES 19€°+11 LL1 VD ‘ueunseq
14 8'S1 8'0¢ 0 %S %S 001°099°1 VLY 980°¢9v LES 9€9°L6 LUl TV ‘Ajjpuueq
I 091 y'ze 001 %Pl %¢€9 009°11CY 9Z€'s LTI'L68 100°1 Stv'891 681 N “MOJI0H 3ed
S 74 0'LT 0s %91 %¢t1 ¥TL001°C 0€9°¢ ELYTIL S08 €9¢°9C1 881 g EIN )
13 0’12 ¥'8C 137 %S 1 %91 PETVOTl £v6°€ ¥81°¢6 161 [4 20 74 £8'l NO ‘uoue)
[4 €6l 9'8C of %0¢ Yol 00L°§ST 8LSY STHLLL €81 €SL78¢€ @'l YV "uleunojy anjg

£ 91T ¥'6T 91 %6C %9 006'68T'1 (AN ¥96°CES 99t 6'e01 16°1 S BInqexry

z v'TT ST syl %9¢ %11 699801 80ty 881°vS 01 P67 Tl $9'1 (I Seusiong
uoyendog Mo / YUIWYSIQBIST [1BIIY MO / 11D NJA SA[BS MO :X] SSBID

ssnuno)  (§) swoosuj safes (soqiw) Suneog Suidwe) uonesip (§) safes (§) sores  sudwysijqeisy  uoneindog  1andnnp 103(014 s192u1sug
[euoiday  ployasnoy ey VS 01 uolelISIA  UOHEBSIA wa3fo1d ey ey ey jo [euoi3oy S3res Jo sdiop

el ueIpa JUEICR asuelsiq JUELIER U2019J 300 ende) 134 IequnyN adA1

penunuo) ‘g xrpuaddy



APPENDIX C



6II°LS 001 018°S 1957 618 SIS‘S S8I'v 801 [e10L
100°1 001 799 78¢ L9 162 443 61 "dod m07] / [1e35Y MO/ NN MO]
0v°T 10S°1 01T SEET 81 69¢ €761 % "dod Mo/ [1e3oy Y3IH / NN MO]
rrsS el $S6°S 699C1 1€8y AbA! 951 0SL‘8 S "dod Y31H / [1e19Y YSIH / NN MO
€6T°1 S6¢€ 600°1 89L 8¢ 6LT 888 €z -dod Mo/ [te19y MO / JNJA WNIPSN
LEO'E 8YEl LL6T YLY'T 911 9¢h STL1 yl  "dod moT/[re1sy YSIH / NN WnIpSN
810°12 78T°¢ 86€£°¢€1 SE0°9 POL 1 9LE’9 LIL'6 y1  -dod YSTH / [1eey YSIH / NN WNIPIN
ILIT IL1 956 1434 111 1S€ SoL 01 "dod mo7] /1239y MO/ NNA YSTH
€78°C S8L°1 YLET 0€LT 43 8pE 750°C L "dod Mo/ re3ay YStH / NN YSIH
611°LS 906°C 897'8C TLI'E 10L°S 6vL°61 ozL'sT Tl "dod yStH / 1119y Y3IH / M YSIH
sjudmysiqe)sy [1e)dY JO JaqunN

wt ST ] 4 60'C 20°0 $T0 €I'T 801 [e10L
861 49| 88l 9L'1 €0°0 zro 8l 61 "dod M0 / [1e39Y MO'T / NN MO]
L6'1 €8°1 00T 6L'1 £0°0 L0°0 06'1 b "dod moT /1239y YSIH / NN MO
161 €8'1 16°1 €81 100 €0°0 L8] S "dod Y3IH / 1839y YSIH / NN M0
LTT 00T 81'C 60'C 200 01°0 €1t €z dod mo/ [1e1y MmO/ NN WRIPSA
87T 102 LT S0T €00 01°0 11z pI  -dod mo/[re1oy YSIH / ‘NN WnIpIN
97T 00C L1T 80°C 200 80°0 €1e v1  dod yStH / [re19y YSIH / NN WnIpI
Lt 0€C $$'T SET 00 v1°0 SH'T 01 "dod mo7] / [1e39y MOT/ WA YSTH
ST 0€'C 8¥'T €T €0°0 600 0p'T L "dod mo77 /11e39Y YSIH / NN YSIH
0L'T 1€C ST ¥€'T ¥0°0 ¥1°0 €p'C 4! "dod Y31H / 181y YSIH / A Y3IH
wmunxely  umunuiy  punog reddn  punog Jomor] Joug uoneIAsQg ues|y N stardyynA saes [euoi3ay III 2dAL

a8uey UBSJA 10J [BAINU] PS 'S
30USPYUOD) %56

saAnduosa(g d[qenre A uspuadapu] ) xrpuaddy

108



109

oy T09P1 1488 44 6SL‘TT 8IS 98¢€‘S LSL'ST 801 el
0LELT v6L'S1 899°CC 062°61 08 ¥0S‘€ 6L60C 61 "dod MO / [1E3Y MO / JNA MO']
$65°9C 0LT1T 16892 99681 6€T°1 LLY'T 606°CT v "dod Mo / [1e19Y Y3IH / NN MO
0vE‘9E 616°LT T1LYE SE1°9T 249! €SPE €Tho¢ S "dod 431 / 11839y YSTH / NN MO
LEL9T 20901 SPEIT £55°81 €L9 82T€ 6661 €T "dod MO / [1e19Y MOT / JNJA WINIPIN
£99°97 0161 9¢$YT 96L°1T £¥9 LOY'T 9pi‘cc  ¥1  -dod moT/[1e1vy YSIH / NN WnIpsy
987'8¢ 9¢€0vT 08L°TE LOO°LT 9¢El 666 €686z 1 "dod Y3iH /€1y YSIH / NN WnIpay
$$6°8T £99°91 201°vC 60€°81 08T°1 6v0't S0Z‘1z 0l "dod mo7] / [1e1y MO/ NN Y3IH
897°ST £58°61 1¥0vC L91°02 16L ¥60°C vol1‘ze L "dod mo/ [1e39y YSIH / MO YSIH
a4 d\4 16L%T 908°C¢ 888°9C LSE' 00L'y vL86T Tl "dod YS1H / [1e39y Y3IH / NN YSIH
($) awoduy p[ogasnoy UeIPIA

PEPSES T y6TTI €OP‘€80°1 SSL‘ST LIT'SOT  THE'SILY 6L0°9SL 801 [e10L
696°SLI ¥62°C1 09€°LIT 062°L9 91611 1v6°1S sTET6 61 "dod MO / [1B39Y MO / NN MO]
€21°76¢ $60°0€T 6S8°11¥ 95€°961 6S8°€E LILLY 8010 v "dod m07T /[1e19Y YSIH / NN MO
00Z'86T°C  68L°T68 LLS'8EIT £86°969 919°6SC 615°08S 08L°LIFT S "dod YSIH / [1e39y YSIH / NN MO
198¥ST 60V°LL 98€°691 065°sT1 65S°01 090 88YLYI €T "dod MO / [1e19Y MO / NN WNIPIN
9788y 1¥S‘61C vTs9ee 67T°€ST 8LZ°61 1€1°2L LL8'Y6T  y1  ~dod moT/[1e1oy YSIH / NN WNIPIN
$80°0SL‘E €9€'PLS 861°09¢°C 968‘v66 886°S1€  6I€T8IT  LYSLLY'T 1 -dod YSiH /[re1sy YSIH / NN WNIpaN
80S°€1T 9L90T 0€L'8P1 758°€9 09L°81 STE6S 162901 01 "dod M0/ [1e1oy MO / MO YSIH
000°SP 796°6LT SLY'6LE L90°$92 8LE'ET 75819 1LT'eee L "dod mo77/ [1e19y YSIH / N YSIH
YEP'8ES I €16°S0S €8LLEL'S 0ETYLy  LTL'S61'T  611°THI'Y  900°901°C  TI "dod Y31 / 11239y YSIH / WA YSIH
wnunxey — wnunuiy — punog loddn) punog Jamor] Jouyg UuoneIA(g ues N uonye[ndod [euoisoy

o3uey UBSA| 10] [BAIJU] IS S

90USPYUOD %56

panunuo)) ‘) xipuaddy



110

e 1’61 9'8T S'LT €0 I's 1'8T 801 [e10],
(473 v'sT L0€ v'8C S0 €T $°6T 61 ‘dod m07] / [1833Y MO / JNA MOT]
£0€ 0'8C L0g S'LT S0 01 162 % ‘dog mo71/ 11e1oy Y3IH / N MO]
062 6°€C Y4 v¥T 60 1T 0°LT S "dod y31H / [1e39y YSIH / I MO
6°€€ €T I'1g 6'8C S0 ST 0°0€ €T ‘dod MmO / [1e39Y MO / JNJA WNIPSN
I'1€ ¥'sT L'6T $LT ) L1 887 p1  ~dod moT/[re1y YSIH / NN WIS
¥'8¢ 161 L9T (A4 80 I'¢ 62 y1  -dod ySrH / [1e1y YSIH / NN WnIpa
86 V€T 062 L'ST L0 €T VLT 01 ‘dod M0/ [1e19y MO / NN YSIH
8'I¢ 6'€C 8'0¢ €9 60 v'C 9'8C L "dod mo7/ [1e1ay YSIH / NN Y3TH
v'6C $'0C TLT TET 60 1I'¢ TSt 4 "dod y3iH / [1e39y YSIH / O YSIH
S9[eg [1B)Y UG

LST 0 S€ €7 € €€ 67 801 [el0L
94! 0 29 LT 8 9¢ vy 61 "dod MO/ [1e1yg MO / NN MO']
6€ 0 6v SI- 01 0z L1 % "dod mo7T /1839y YSIHY / NN MO
9% 0 ¢ - 6 0 01 S "dod YS1H / [1e39y YSIH / NN M0
SE1 0 L9 8¢ L 143 €S €T "dod MO / [Te3ay MO / JNJA WINIPSA
09 0 1€ L 9 12 61 p1  -dod mo7/(re1ay YSiy / NN WnIpapy
LE 0 LI I v vl 6 p1  dod ySry / [1esy ySIy / NN WnIpapy
LS1 0 1L S SI 9 8¢ 01 "dod mo] / [1e3oy MmO/ NN YSIH
09 0 6¢ 0 8 1T 0T L "dod Mo/ [1e1oy YSIH / ‘N YStH
8T 0 01 I- 3 6 S 4| "dod y31Y / [1e39y YSIY / NN YSIH
wnuIxen wnuurly  punog laddn  punog 1amor] Jouyg uonerAsg UBdA N (sapir) VSJIA 1531B3N 03 due)si(]
a3uey UeSA I0] [eAIdIU] PIS PIS

AQUIPIIUOD) 2%$6

panunuo) ) xipuaddy



111

ST9'LIEYS 8SIpS 8E0‘P8I‘S TIVIEE'S LE6'CTT'T  O0ES'6ILTY  STL'LSL'S 801 [eroL
6 Er0‘1 881°vS 88L°509 602°9Z€ L€S 99 620062 666°S9v 61 "dod m07] / [1819Y MO / N MO
09S°€0S‘T  0S6°68¢€‘1 90LSL8‘T 90V THT'1 S19°95T 6CT'E1S 950650 ¥ "dod Mo / [1e19Y Y3IH / NN m0]
08Z°€0E'IT  16£960°L  0T€'STE61 ILL'6V8Y  068909°T  €81°678°S  1vSL80CI S *dod y31H / [1e19y YSIH / NN MOT
ST80IY'1 086°901 #00°L20°1 891°ShL 6v6°L9 €L8°GT¢ 980988 €T "dod MO / [1e19Y MO/ JNA WNIPIN
SLYOIEY  9S9°6LT‘1 yLITTY'T 199°0LS‘1 8961 YTS9EL 816°566‘1 #1  "dod mo/[1e30y YSIH / NN WNIPIN
0€SYILTE  166°998°C  SHI‘SEV 0T STO9SE'8  TEL'S6LT  699°09v°01 S£8°s6€vl  +I  "dod Y3IH / [1e1ey YSIH / N WmnIpsiy
S6L06ET 1€5°961 LYT'P10°T LS8°0TY PEIIET 89°VIY 20S‘LIL Ol "dod MO / 119y MO7T/ NN YSIH
798660°€  SLT'608°I TLTI6LT 9LL'6LE 128691 TL8EY vTse8€T L "dod Mo/ [resoy Y3tY / NN Y3TH
STO'LOEY8  986TIL'E  90S991‘1H 661°826°C  SOV'6SP'8  SPY'POE6T  TSELYSTT Tl "dod YS1H / [1e39y YSIH / NN YSIH
saes 181y

LSTO1 660°‘€ $66‘9 S6€‘9 ISI ILS‘T $69‘9 801 [eoL
89 660°€ 0ST's YoE‘y 112 616 LOS'Y 61 "dog mO7T / [1e19Y MO / N MO]
8YLL 1¥09 vT6'L vLS'S 69¢ 6€L 6YL‘9 14 "dod Mo/ [1e1Y YSIH / NN MO
0LT'6 6V6°L 8406 $99°L 6T LSS 95¢‘g S "dod Y31y / [1e19y YSIH / NN MO
L86°L 13494 00t'9 019°S 061 €16 $00°9 €T "dod MmO/ [1e19Y MO / INA WINIPIN
LST01 L'y 919°L 906°S 96¢ 08%°l 19L°9 14 "dod Mo/ [1e3oy YSIH / YN WNIPIN
LEE6 €ELO S16°8 TS6°L €T 143 €CH's vl dod YStH / [1e1dy YSIH / NNA WNIPIN
0€L‘8 SSS'y 88L°L LOL'S 09% pSH'l LYL'9 0l ‘dod Mo / [1e19y MO/ NN Y3TH
€SL°6 €919 0098 15€°9 65P 91Z1 SLY'L L "dod mo7/ [1e3y Y3IH / NN YSIH
12L°6 LSS'9 SEE'] oL $6T 8101 689°L 4| "dod Y31y / 139y YSIH / A Y3IH
wnunxely wonunuily  punog Jaddn  punog IomoT] Joug uoneIA(Qg 11:2) AN N eynde) 134 sdfes [1e1dYy

oM:&M UesJA 10J [eAlaju] ‘PIS PIS

90USPYUOD %56

panunuo) - xipuaddy



112

€9°0 000 sT0 07°0 100 €1'0 770 801 1el0L
0 000 1£0 61°0 £0°0 €10 S0 61 “dog Mm0T / [1e1Y MO/ NN MO
60 61°0 150 01°0 900 €10 1£0 14 “dog Mo/ [resay YBIH / NUN MO
SE0 o 6£0 SIo $0°0 010 LT0 S “dod Y3iH / [re1y Y3tH / [N MO
£9'0 000 620 L0 €00 P1°0 €20 €z dod M0/ 119y MO/ N WP
870 S0'0 vZ0 S1'o 00 80°0 61°0 pl1 dod Mo/ [re1ay YSIH / NN WIpAN
80 000 7o 80°0 €00 €10 S0 p1 -dod USIH / ey YSIH / AN WP
95°0 SIo 170 120 $0°0 €10 1€0 o1 “dog Mo/ [re10y MO/ NN USIH
940 S0°0 v€0 800 S00 P10 170 L “dog M0/ [1e1y YBIH / IV USIH
170 000 €20 L0°0 700 €10 SI°0 41 “dod YBIH / (12199 YSIH / JINIA YSIH
M-—_uuoﬂ JuNIg

000°€98°PT  00¥'S9 SEV'P69'T 1284581 TIO'TIT  T06T61'T  8TI'OLT'T 801 1eoL
S68°E6LY  00b'S9 069°TIET LSOPO0T  00ETIE  tTE'9SE'l  €L9°8S9'l 61 “dog Mo/ [e10y MO/ NN MO
008'8LS'T  6ST'HTI'l  S6E'SEL'T ¥8T180T  OLLTOI  OPS'SOT  OPE'80¥'l “dog Mo/ [1e1y YStH / NN MO
PLS'E89'9  LLOPI6'T  112060°9 6TL'S06  OL9'SE6  6PL'L80T  OLE'LOY'S S “dod YSIH / 119y YSIH / NN MO
€89°91'L  008‘SHl 0LL'6LLT LT8Y6TT  TIO'BSE  S96'9ILT  86TLEOT €T dod MO/ [reIoy MOT/ YN WNIPIN
00T'6LS'S  000'SLY  POS'LTE'S PPO'ETE T IEL'€9Y  ETI'SEL'l  pLY'STET pl "dod MO/ [Iay USIH / N WnIpajy
000°€98‘¢1  008°991°1  LOI'S80°S L60'IV6  860°6S6  S19'88S'€  TOI'€l0'c bl "dod YSIH /w1y YSIH / NN wnIpay
005020 00T'8€1 9EL'STS'T SLO'SK  9pS'SIy  €LOPIET  90L'S8S'T 01 “dog Mo/ [1e10y M0/ NN YSIH
00S'1L8'8  00V'0ZE'T  88LLLI'L 869°LbO'1  PTOTSTT  EEI'VIEE  EHLTIY L “dog Mo/ [resay YSIH / AN YSIH
0080068 00S‘I8€  ¥80°S0S‘E LTS1S9  SYT'8Y9  88C'SKTT  90€'8L0°T  TL ~dod ySiH / [re10y YSIH / NN YSIH
wnuixely — wnuwiuipy  punog Joddn  punog Jamo| Joug uoneiaaq ueajy. N UONEJISIA FOD [enuuy

28uey B3N 10J [eAIRIU] ms ms

QUIPYUO)) %56

panunuo) ) xrpuaddy



113

€90 000 €10 600 10°0 1o o 801 1eloL
€90 00 810 S0°0 €0°0 €ro o 61 “dod MO/ [1e30y MOT/ AN MOT
9IT'0 900 0zo 900 00 SO0 €10 14 “dog M0T/ [1e10Y YBIH / AN MOT
800 100 600 100 100 €00 SO0 S "dod YSIH / 119y YSIH / [N MO
670 000 810 800 00 1o €10 34 “dog MO/ [1e10Y MO/ I WRIPIN
£5°0 000 61°0 €00 ¥0'0 €10 1o vl “dod MmO/ [1e19y YSIH / NN WP
ST 000 1o 00 00 L00 L00 vl dod YSIH /11y YSIH / NN WnIpI
620 w00 0zo 900 €0°0 600 €10 o1 “dog M0 / [re1ay MOT/ NN YSIH
6£0 00 820 10°0- 900 910 1o L “dog MO/ [1e19y YSIH / NN YSIH
020 000 To £0'0 200 L0°0 80°0 4} dod YSiH / [1e¥ Y3IH / NN YSTH
wnuwixepy  wnwiuiy punog Jaddn  punog Jomo Jouy uoneIA(q uedIN N Surdwe) yuadiag
a3uey UBS 10J [BAIRIU] PIS M

OUIPYUOD %56

panunuo) ) xipuaddy



APPENDIX D



Appendix D. Analysis of Variance Between Classes Using Dunnett’s T3 Multiple
Comparison Method.'

Independent Classes
Variable Class 1 11 11T v \ VI Vil VIII X

Type III Regional Sales Multipliers
1 x

)i -
11T -

IV s *rx *ax el
Yo e wax *xx 2
VI e *xx e 3

VI *** wan wax wa wax wxx 5

VI *** wax wax * * * ”
IX o+ wxx wax P wxx xxx =

Independent Classes
Variable Class 1 11 111 \% N VI VII VIII IX

Regional Population
1 2

1 -
1 ak X
v « - 3
v . « ¢
Vi - * . 3
il _
VI * -
X . - rx * . "

"Dunnett’s T3 Multiple Comparison method is a Post hoc procedure assuming unequal class variances.
*  Mean difference is significant at the 0.05 level

**  Mean difference is significant at the 0.01 level

*** Mean difference is significant at the 0.001 level
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Appendix D. Continued

Independent Classes
Variable Class 1 11 111 v N VI Vil VIII IX
Number of Retail Establishments
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Independent Classes
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Appendix D. Continued

Independent Classes
Variable Class I 11 111 v \ VI Vil VI IX

Annual Corps of Engineers Project Visitation
I
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Independent Classes
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Appendix D. Continued

Independent Classes
Variable Class 1 11 11 v A4

VI

Vil

VI

X

Percent Boaters
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Independent Classes

Variable Class 1 I 111 I\
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Appendix E. Qualitative Descriptions of Initial Classification Categories

Class I: High Multiplier / High Retail / High Population (N = 12)

Each project in this class is within 30 miles of a Metropolitan Statistical Area (MSA), and
has a large number of retail establishments within the region, as well as high retail sales.
Most of the projects in this class have a reportedly low level of camping.

The Corps of Engineers project from the Propst et al. (1992) study that was classified into
this category was J. Percy Priest. J. Percy Priest is located just outside Nashville, TN in a
relatively rural area. Of the 8.9 million visitors in 1994, approximately 20 percent were
estimated to have camped within the project’s boundaries, while 14 percent of the visitors
engaged in some form of boating while at the project (NRMS, 1994). A ten county
region was aggregated for J. Percy Priest. The region reported a total of $32 billion in
sales to final consumers in 1990 (final demand) (Propst et al., 1992). The percentage of
those sales to COE visitors by individual recreation related sectors were: Hotel (8.3%),
Recreation (3.3%), Eating and Drinking Establishments (2.8%), and Retail and Wholesale
(1.8%) sectors. Nonresident visitors accounted for 20 percent of all visitors to J. Percy
Priest and 38 percent of visitor spending in the local area. Average nonresident visitor
spending was $124.68 within 30 miles, while average resident spending was $51.61.
Average spending for all COE visitors within 30 miles was $66.37, and $88.48 per party
trip.

Class II: High Multiplier / High Retail / Low Population (N = 7)

Corps of Engineers projects in this class generally were further away from MSAs,
although many were still within 30 miles. Apart from Beaver, AR, each of the projects in
this class are located in relatively rural areas in the vicinity of other popular recreation
destination areas. For instance, the Willamette, OR projects are located in the vicinity of
the Pacific Ocean and many other recreation areas. Additionally, Barkley, KY is located
adjacent to the Tennessee Valley Authority’s popular Land Between the Lakes Recreation
Area, and Stockton Lake, MO and Table Rock, AR are located adjacent to the Ozarks.

The Corps of Engineers project from the Propst et al. (1992) study that was classified into
this category was Willamette. Willamette is really an aggregation of three small projects
(Cottage Grove, Fall Creek, and Fern Ridge) surrounding Eugene in Lane County, OR.
Approximately 1.6 million visitors came to these three projects in 1994. Of those
visitors, approximately 34 percent were estimated to have camped within the project’s
boundaries, while 45 percent of the visitors engaged in some form of boating (NRMS,
1994). In Propst et al. (1992) study of the Willamette project, Lane County reported a
total of $7.2 billion in sales to final consumers in 1990 (final demand). The percentage of
those sales to COE visitors by individual recreation related sectors were: Hotel (5.0%),
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Recreation (2.1%), Eating and Drinking Establishments (1.5%), and Retail and Wholesale
(1.3%) sectors. Nonresident visitors accounted for 16 percent of all visitors to Willamette
and 30 percent of visitor spending in the local area. Average nonresident visitor spending
was $101.48 within 30 miles, while average resident spending was $44.53. Average
spending for all COE visitors within 30 miles was $53.64, and $72.54 per party trip.

Class III: High Multiplier / Low Retail / Low Population (N = 10)

Corps of Engineers projects in this class are located in relatively rural areas, except for
Waco, Englebright, and New Hogan. Waco is a primary provider of recreation
opportunities, particularly day-use, for visitors living in nearby Waco, TX. Englebright
and New Hogan are both small reservoirs located outside Yuba City, CA and Medesto,
CA respectively. Neither Englebright nor New Hogan had a comparatively equal amount
of recreation facilities to other projects in this class. As such, neither project is a
significant provider of recreation opportunities within their respective regions.
Additionally, many of the projects within this class are located in popular recreation
areas, such as the Ozark Mountains in Missouri and Arkansas, and Sierra Nevada
Mountains in California.

The Corps of Engineers projects from the Propst et al. (1992) study that were classified
into this category were Lakes Oahe, SD and Ouachita, AR. Lake Oahe is a large river
project spanning 231 miles from Bismarck, the capital of North Dakota, to Pierre, the
capital of South Dakota along the Missouri River. Of the 1.7 million visitors in 1994,
approximately 13 percent were estimated to have camped within the project’s boundaries,
while 30 percent of the visitors engaged in some form of boating while at the project
(NRMS, 1994). A thirteen county region was aggregated for Lake Oahe. The region
reported a total of $3.8 billion in sales to final consumers in 1990 (final demand) (Propst
etal., 1992). The percentage of those sales to COE visitors by individual recreation
related sectors were: Hotel (30.1%), Eating and Drinking Establishments (9.4%),
Recreation (6.5%), and Retail and Wholesale Trade (3.7%) sectors. Nonresident visitors
accounted for 44 percent of all visitors to Lake Oahe and 71 percent of visitor spending in
the local area. Average nonresident visitor spending was $125.54 within 30 miles, while
average resident spending was $40.02. Average spending for all COE visitors within 30
miles was $77.82, and $131.09 per party trip.

Lake Ouachita is located 25 miles from Little Rock, AR on the Ouachita and Black
Rivers in southern Arkansas and northern Louisiana. Of the 1.2 million visitors in 1994,
approximately 18 percent were estimated to have camped within the project’s boundaries,
while 26 percent of the visitors engaged in some form of boating while at the project
(NRMS, 1994). A five county region was aggregated for Lake Ouachita. The region
reported a total of $3.3 billion in sales to final consumers in 1990 (final demand) (Propst
etal., 1992). The percentage of those sales to COE visitors by individual recreation
related sectors were: Hotel (19.2%), Eating and Drinking Establishments (9.9%), Retail
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and Wholesale Trade (5.3%), and Recreation (4.4%) sectors. Nonresident visitors
accounted for 65 percent of all visitors to Lake Ouachita and 74 percent of visitor
spending in the local area. Average nonresident visitor spending was $129.91 within 30
miles, while average resident spending was $86.48. Average spending for all COE
visitors within 30 miles was $114.71, and $177.14 per party trip.

Class IV: Medium Multiplier / High Retail / High Population (N = 14)

Except for Bonneville, OR and Oologah Lake, OK, Corps of Engineers projects classified
into this category generally were within 30 miles of an MSA. Additionally, 9 of the 14
projects in this class were located immediately adjacent to an MSA. As such there were a
significant number of places to purchase recreation related goods and services.
Additionally, adjacent to or within each of these project’s boundaries were a number of
resort style recreation areas providing golf courses, commercial and private lodging, and
an assortment of urban type recreation facilities. Other than J. Strom Thurmond, project
visitation was predominately day-use. Approximately 25 percent of 1994 visitors
camped while at J. Strom Thurmond.

There were no Corps of Engineers projects from the Propst et al. (1992) study classified
into this category. Thus, primary visitor spending data was not available to develop
visitor spending profiles for this class. However, crude estimates of spending profiles can
still be estimated for COE projects in this class if levels of retail establishments and
regional population are known. For instance, the spending profiles of an adjacent class
may be examined for projects in this class if the levels of retail establishments and
regional population are somewhat similar (i.e. projects in this class having numbers of
retail establishments and regional population close to the break points). However,
caution should be taken when using this method as estimated spending profiles may not
reflect visitors in this class. Additionally, spending profiles derived from adjacent classes
for projects in this class should error on the side of conservative.

Class V: Medium Multiplier / High Retail / Low Population (N = 14)

Corps of Engineers projects classified into this class were in a variety of locations,
ranging from remote to more urbanized areas. A majority of the projects in this class had
relatively few campers during the 1994 season, except for Center Hill, TN. More than 50
percent of COE visitors were estimated to have camped or stayed in commercial lodges
while at Center Hill.

The Corps of Engineers projects from the Propst et al. (1992) study that were classified
into this category were McNary Lock and Dam, OR, Raystown, PA and Lake
Shelbyville, KY. McNary Lock and Dam, located in the Columbia River George
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National Scenic Area adjacent to Richland, OR and Kennewick, OR, backs up 64 miles
of water to create Lake Wallula. Of the 4.9 million visitors in 1994, approximately 2
percent were estimated to have camped within the project’s boundaries, while 12 percent
of the visitors engaged in some form of boating while at the project (NRMS, 1994).
Many of the project’s visitors come to view the large hydroelectric plant in operation. A
four county region was aggregated for McNary. The region reported a total of $8.4
billion in sales to final consumers in 1990 (final demand) (Propst et al., 1992). The
percentage of those sales to COE visitors by individual recreation related sectors were:
Hotel (46.7%), Eating and Drinking Establishments (8.7%), Recreation (6.9%), and
Retail and Wholesale Trade (3.2%) sectors. Nonresident visitors accounted for 38
percent of all visitors to McNary and 64 percent of visitor spending in the local area.
Average nonresident visitor spending was $72.82 within 30 miles, while average resident
spending was $25.31. Average spending for all COE visitors within 30 miles was
$43.51, and $71.38 per party trip.

Raystown is located 30 miles from Altoona, PN. The project has thirteen public use
facilities, a private recreation complex with cruise vessels, and overnight
accommodations. Of the 980,000 visitors in 1994, approximately 9 percent were
estimated to have camped within the project’s boundaries, while 28 percent of the visitors
engaged in some form of boating while at the project (NRMS, 1994). An eight county
region was aggregated for Raystown. The region reported a total of $13 billion in sales to
final consumers in 1990 (final demand) (Propst et al., 1992). The percentage of those
sales to COE visitors by individual recreation related sectors were: Recreation (2.2%),
Hotel (1.4%), and Eating and Drinking Establishments (0.7%) sectors. Nonresident
visitors accounted for 63 percent of all visitors to Raystown and 75 percent of visitor
spending in the local area. Average nonresident visitor spending was $53.01 within 30
miles, while average resident spending was $30.87. Average spending for all COE
visitors within 30 miles was $44.86, and $80.39 per party trip.

Lake Shelbyville is located 22 miles from Decatur, IL. Of the 2 million visitors in 1994,
approximately 14 percent were estimated to have camped within the project’s boundaries,
while 20 percent of the visitors engaged in some form of boating while at the project
(NRMS, 1994). A ten county region was aggregated for Lake Shelbyville. The region
reported a total of $12 billion in sales to final consumers in 1990 (final demand) (Propst
etal., 1992). The percentage of those sales to COE visitors by individual recreation
related sectors were: (10.8%), Eating and Drinking Establishments (2.8%), Recreation
(2.5%), and Retail and Wholesale Trade (1.1%) sectors. Nonresident visitors accounted
for 44 percent of all visitors to Lake Shelbyville and 71 percent of visitor spending in the
local area. Average nonresident visitor spending was $85.86 within 30 miles, while
average resident spending was $27.63. Average spending for all COE visitors within 30
miles was $53.31, and $87.67 per party trip.
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Class VI: Medium Multiplier / Low Retail / Low Population (N = 23)

Except for Belton Lake, TX and Wright Patman, TX, Corps of Engineers projects
classified into this category generally were in rural areas lacking an MSA within 30 miles
of their boundaries. As such, there were fewer retail establishments and less per capita
retail sales in comparison to the previous classes. Additionally, the percentage of total
sales within the projects’ regions attributed to retail trade was generally higher within this
class. Many of the projects were predominately day-use. However, several projects
received more than a fifth of their visitation as campers.

The Corps of Engineers projects from the Propst et al. (1992) study that were classified
into this category were Lake Cumberland, KY, Mendocino, CA and Milford Lake, KS.
Lake Cumberland is located 50 miles south of Lexington, KY adjacent to the Daniel
Boone National Forest. Of the 7.4 million visitors in 1994, approximately 50 percent
were estimated to have camped within the project’s boundaries, while 15 percent of the
visitors engaged in some form of boating while at the project INRMS, 1994). The project
is a popular area for many of the more than seven million visitors to stay overnight on
houseboats, and engage in related recreation activities associated with houseboats, such
as fishing and swimming. An eighteen county region was aggregated for Lake
Cumberland. The region reported a total of $6.3 billion in sales to final consumers in
1990 (final demand) (Propst et al., 1992). The percentage of those sales to COE visitors
by individual recreation related sectors were: Hotel (256.3%)', Recreation (41.7%),
Eating and Drinking Establishments (35.8%), and Retail and Wholesale Trade (15.8%)
sectors. Nonresident visitors accounted for 59 percent of all visitors to Lake Cumberland,
and 78 percent of visitor spending in the local area. Average nonresident visitor spending
was $172.91 within 30 miles, while average resident spending was $70.47. Average
spending for all COE visitors within 30 miles was $131.21, and $197.91 per party trip.

Mendocino is located on the Russian River 30 miles Santa Rosa, CA. The project has
four campgrounds with limited recreational facilities. Of the 500,000 visitors in 1994,
approximately 17 percent were estimated to have camped within the project’s boundaries,
while 22 percent of the visitors engaged in some form of boating while at the project
(NRMS, 1994). In Propst et al. (1992) study of Mendocino, Mendocino county reported
$2 billion in sales to final consumers in 1990 (final demand). The percentage of those
sales to COE visitors by individual recreation related sectors were: Hotel (7.3%),
Recreation (4.4%), Eating and Drinking Establishments (3.4%), and the Retail and
Wholesale (1.7%) sectors. Nonresident visitors accounted for 41 percent of all visitors to
Mendocino, and 30 percent of visitor spending in the local area. Average nonresident
visitor spending was $62.86 within 30 miles, while average resident spending was

' Estimates of hotel spending exceeded 100% of 1990 sales in the hotel sector. This is likely due to
allocation of houseboat rentals to the hotel sector. In fact, the houseboat rental business is so extensive
that Lake Cumberland can be considered an outlier in terms of visitor spending and economic effects.
Thus, it would be more appropriate to make comparisons to Lakes Milford and Mendocino in Class VI.
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$101.54. Average spending for all COE visitors within 30 miles was $85.84, and
$126.20 per party trip.

Milford Lake is located 70 miles west of Topeka, KS off Interstate 70, adjacent to Fort
Riley Military Base. The project has four marinas and nine developed recreation areas
providing visitors with several places to purchase recreation related goods and services.
Of the 570,000 visitors in 1994, approximately 13 percent were estimated to have camped
within the project’s boundaries, while 21 percent of the visitors engaged in some form of
boating while at the project (NRMS, 1994). A five county region was aggregated for
Milford. The region reported a total of $2.9 billion in sales to final consumers in 1990
(final demand) (Propst et al., 1992). The percentage of those sales to COE visitors by
individual recreation related sectors were: Hotel (5.9%), Eating and Drinking
Establishments (1.9%), Recreation (1.6%), and the Retail and Wholesale (1.6%) sectors.
Nonresident visitors accounted for 41 percent of all visitors to Milford Lake, and 51
percent of visitor spending in the local area. Average nonresident visitor spending was
$102.05 within 30 miles, while average resident spending was $67.97. Average spending
for all COE visitors within 30 miles was $81.87, and $128.49 per party trip.

Class VII: Low Multiplier / High Retail / High Population (N = 5)

The five Corps of Engineers projects assigned to this class were predominately day-use
facilities. Except for Lake Sidney Lanier, the projects in this class were located adjacent
to MSAs, and had comparatively high per capita retail sales. Given the fact that these
projects are located adjacent to MSA, it is surprising that sales multipliers are low.
Additionally, the projects in this class had relatively high amounts of boating activity in
relation to their numbers of visitors, with the exception of B. Everett Jordon. B. Everett
Jordon was estimated to have had only 12 percent of its visitors participate in boating
activities while the other projects were estimated to have from 23 to 35 percent of their
visitors participate in boating.

The Corps of Engineers project from the Propst et al. (1992) study that was classified into
this class was Lake Sidney Lanier. The project is located 45 miles from Metropolitan
Atlanta, GA, were a majority of the visitors reside. More than sixty public recreation
areas are located on Lake Sidney Lanier, including a golf course, resorts, commercial
lodging and other places for visitors to purchase recreation related goods and services.
The region surrounding Lake Sidney Lanier is an economically large and diverse area,
compared to other COE projects. However, a majority of the population and economic
activity lie just outside 30 miles which partially explains the low multipliers. Of the 6.7
million visitors in 1994, approximately 8 percent were estimated to have camped within
the project’s boundaries, while 32 percent of the visitors engaged in some form of boating
while at the project (NRMS, 1994). A twenty county region was aggregated for Lake
Sidney Lanier. The region reported a total of $41 billion in sales to final consumers in
1990 (final demand) (Propst et al., 1992). The percentage of those sales to COE visitors
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by individual recreation related sectors were: Hotel (2.6%), Recreation (2.5%), Eating
and Drinking Establishments (1.5%), and Retail and Wholesale (0.7%) sectors.
Nonresident visitors accounted for 23 percent of all visitors to Lake Sidney Lanier, and
29 percent of visitor spending in the local area. Average nonresident visitor spending was
$72.58 within 30 miles, while average resident spending was $51.64. Average spending
for all COE visitors within 30 miles was $56.39, and $71.49 per party trip.

Class VIII: Low Multiplier / High Retail / Low Population (N = 4)

The four Corps of Engineers projects classified into this category were located in sparsely
populated regions compared to many of the other projects. Even Woodruff, AL and
Monroe, IN do not exceed 400,000 people within the region and they were located just
outside Montgomery, AL and Bloomington, IN respectively. Additionally, the number of
retail establishments and per capita retail sales were lower for this class than for Class
VIL

There were no Corps of Engineers projects from the Propst et al. (1992) study classified
into this category. Thus, primary visitor spending data was not available to develop
visitor spending profiles for this class. However, crude estimates of spending profiles can
still be estimated for COE projects in this class if levels of retail establishments and
regional population are known. For instance, the spending profiles of an adjacent class
may be examined for projects in this class if the levels of retail establishments and
regional population are somewhat similar (i.e. projects in this class having numbers of
retail establishments and regional population close to the break points). However,
caution should be taken when using this method as estimated spending profiles may not
reflect visitors in this class. Additionally, spending profiles derived from adjacent classes
for projects in this class should error on the side of conservative.

Class IX: Low Multiplier / Low Retail / Low Population (N = 19)

Most of the projects classified into this category were located in rural areas with
comparatively sparsely populated economic regions. As such, there were a limited
number of places to purchase recreation related goods and services. Dale Hollow, TN
was the only project in this class with more than 1,000 retail establishments (1,001). Per
capita retail sales were lower for the regions in this class than in others. A majority of the
projects in this class received little camping during the 1994 season. However, as high as
63 and 25 percent of the visitors in 1994 were estimated to have camped at Dale Hollow
and Lake Eastman, CA, respectively. All the projects in this class received between 11
and 52 percent of their recreational use in the form of boating, except for Lake Eastman
which had none.
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The Corps of Engineers project from the Propst et al. (1992) study that was classified into
this category was Dworshak Reservoir. The project is located in a largely rural area
(1994 population of 12,300) 145 miles from Spokane, WA. Limited recreation facilities
were located within the Dworshak region, as well as places to purchase recreation related
goods and services. Of the 109,000 visitors in 1994, approximately 11 percent were
estimated to have camped within the project’s boundaries, while 36 percent of the visitors
engaged in some form of boating while at the project (NRMS, 1994). A four county
region was aggregated for Dworshak. The region reported a total of $2.1 billion in sales
to final consumers in 1990 (final demand) (Propst et al., 1992). The percentage of those
sales to COE visitors by individual recreation related sectors were: (1.2%), Recreation
(0.6%), Eating and Drinking Establishments (0.6%), and Retail and Wholesale (0.3%)
sectors. Nonresident visitors accounted for 53 percent of all visitors to Dworshak, and 43
percent of visitor spending in the local area. Average nonresident visitor spending was
$38.44 within 30 miles, while average resident spending was $55.90. Average spending
for all COE visitors within 30 miles was $46.71, and $81.92 per party trip.
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