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ABSTRACT 
 

ADVANCED RAPID COMPRESSION MACHINE TEST METHODS AND SURROGATE 
FUEL MODELING FOR BIO-DERIVED JET AND DIESEL FUEL AUTOIGNITION 

 
By 

 
Casey Allen 

 
A rapid compression machine (RCM) has been designed and built for investigating the 

autoignition characteristics of bio-derived jet and diesel fuels. The RCM has been designed with 

a particular emphasis on versatility, so that non-volatile fuels may be tested in a premixed gas 

phase, as a fuel spray, or as an aerosol in an oxidizing bath gas. A blend of these test approaches 

provides insight into fundamental fuel kinetics and empirical knowledge of fuel performance in 

practical combustion systems. 

A significant portion of this work is dedicated to the optimization of the RCM, and to the 

development of test methods and data analysis protocols. A novel approach to gas-phase charge 

preparation has been used in which premixtures are prepared directly in the test chamber by use 

of a fuel injector. Characterization experiments with JP-8 jet fuel confirm this new direct test 

chamber (DTC) charge preparation protocol is a viable approach for measuring high-fidelity gas-

phase ignition delay data. The DTC approach enables efficient gas-phase testing of non-volatile 

fuels that may not otherwise be tested with the traditional large batch mixture test approach. For 

fuels that lack sufficient volatility for testing via the DTC approach, two alternatives have been 

developed. The fuel injector may be used for fuel spray ignition studies which yield practical 

data with regard to the coupled spray evaporation and ignition processes that are relevant to 

engines. A second approach introduces a fuel aerosol and oxidizing bath gas through an 

optimized poppet valve before undergoing wet compression in the RCM to vaporize the fuel. 

The compression process yields a gaseous mixture of fuel, oxidizer and diluent gases that 



 
 

undergo autoignition. Characterization experiments with ethanol have been completed which 

demonstrate experimental repeatability for the aerosol ignition tests. 

Bio-derived (camelina seed- and tallow-derived) alternative jet fuels, referred to as 

hydrotreated renewable jet (HRJ) fuels have been studied using the DTC approach. The large 

amount of paraffinic content in the HRJ fuels and lack of aromatic compounds relative to 

conventional JP-8 jet fuel leads to enhanced ignition quality. Ignition delay measurements are 

made at low compressed temperatures (625 K ≤ Tc ≤ 730 K), compressed pressures of pc = 5, 10, 

and 20 bar, and equivalence ratios of φ = 0.25, 0.5 and 1.0 in air. The camelina and tallow HRJ 

fuels exhibit similar autoignition characteristics, but the two fuels can be distinguished under 

stoichiometric conditions.  Kinetic modeling is conducted with a 2-component surrogate (10 % 

n-dodecane/90 % 2-methylundecane) to evaluate the potential to predict ignition behavior of the 

HRJ fuels. Modeling results indicate that the surrogate fuel can only provide useful predictions at 

a limited set of conditions (pc = 5 bar and φ = 1.0), and that the agreement of the model and 

experimental data improves with decreasing compressed pressure. 

The RCM facility has also been used to study the spray ignition behavior of petrodiesel 

and  fatty acid alkyl esters (i.e., biodiesel) with varying alkyl chain lengths (methyl vs. butyl) and 

degrees of unsaturation imparted by using different feedstock oils (soy vs. canola). These tests 

have been conducted at the low temperatures (676 K ≤ Tc ≤ 816 K) and reduced oxygen 

concentrations (12 % and 18 %) relevant to low temperature combustion schemes in advanced 

diesel engines. On average, the biodiesel (canola-derived methyl esters) ignited 23 % faster than 

diesel under similar test conditions.  
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Chapter 1: INTRODUCTION 

1.1. Background & Motivation 

1.1.1. Application of a Rapid Compression Machine to Chemical Kinetics 

A large portion of this work is devoted to a description of the design and construction of 

a rapid compression machine (RCM), a technical combustion device which has traditionally been 

used for investigating fuel ignition kinetics in a well-characterized, zero-dimensional system. 

The RCM test environment seeks to decouple chemical processes from transport process such as 

evaporation and mixing, in order to isolate the chemical reaction for study at a prescribed 

condition (e.g., temperature, pressure, reactant concentration). Data acquired from a RCM is 

used to validate the global behavior (i.e., ignition delay) and species concentration predictions of 

detailed kinetic mechanisms. Considering the objective of constructing a RCM and its intended 

purpose, it seems prudent to review available data in the literature to answer the following 

questions related to the value of chemical kinetics and RCM measurements: 

• Can a RCM be used to establish a test environment that is truly homogeneous, without 

significant temperature and concentration gradients that would influence measurements 

and prevent using the data for mechanism validation? 

• Are there limitations to the value of the data provided by a RCM? For which test 

conditions and test fuels can RCM measurements be considered suitable for mechanism 

validation? 

In what follows, publications in the literature, as well as empirical data gathered as part 

of this work will be used to answer these questions. 
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Nature of the Rapid Compression Machine Test Environment 

There are relatively few RCMs in existence and operation today, but there has been an 

historical development of these machines dating back to 1906 [4-5]. The first RCMs were used 

to investigate the autoignition temperature of fuels [4-5]. Affleck and Thomas [6] provide a 

review of these machines which were driven by the momentum transfer of falling weights or 

through the use of a flywheel-driven crank. The mechanics of modern RCMs are fundamentally 

different and are most often pneumatically-driven and hydraulically-stopped [6-10,1]. Notable 

exceptions include the University of Michigan free sabot piston design which is stopped by 

forming an interference fit between the piston and bore at the end of the stroke [11]; and the 

University of Science and Technology at Lille design which stops the piston with a specially-

designed cam [12]. Modern designs enable RCMs to be operated with higher compression ratios 

(16 – 25) and short compression times (20 - 80 ms), making the apparatus well-suited to 

combustion kinetics studies. A more extensive review of existing RCMs is provided by Donovan 

et al. [11] and by Mittal [13]. 

For the development of kinetic models, it is essential that a computationally-tractable 

approach exist to model data obtained in a RCM. Kinetic simulations which require the full 3-D 

fluid mechanics to be modeled are not useful. With this in mind, RCMs are often designed to 

minimize fluid motion so that the system can be modeled as zero-dimensional. A number of 

studies have assessed the viability of this approach by characterizing the nature of the RCM test 

environment, and the most prominent of these are summarized here. 

Griffiths et al. [14] conducted a rigorous characterization of the temperature and 

concentration fields in a RCM during compression and the early stages of reaction using 

schlieren photography, chemiluminescent imaging and planar laser induced fluorescence (PLIF). 
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In particular, the work of Griffiths et al. sought to identify temperature inhomogeneities 

introduced by gas motion in the post-compression period, and to characterize how these 

inhomogeneities interact with the autoignition chemistry to influence the spatial development of 

ignition within the RCM test chamber. At the outset, Griffiths et al. acknowledge the existence of 

a roll-up vortex identified in prior studies, and express concern over its role in obscuring the 

zero-dimensional nature of the gas core in the RCM. The authors of the work note several 

essential findings in the context of modeling the RCM environment as zero-dimensional, where 

there is no chemistry-transport interaction. To summarize, after reaching the end of compression 

(EOC), cool boundary layer gases are swept across the face of the piston and begin to penetrate 

into the core gas region in as little as 2 ms. For the low-to-moderate temperatures investigated by 

Griffiths et al., acetone PLIF measurements indicated a 40 K gradient between the cooler plug 

and the adiabatically-heated gases in the toroidal region surrounding the core. For gas phase 

oxidation processes, such a gradient can be significant, but Griffiths et al. suggest that zero-

dimensional codes can be reasonably robust in their predictions provided that the fuel and test 

conditions are not overly susceptible to negative temperature coefficient (NTC) behavior. In the 

low-temperature oxidation regime where fuel reactivity exhibits positive temperature 

dependence, the reaction progresses most rapidly in the toroidal region and predictions are 

expected to be valid if the heat losses are well-characterized. This is true because the reference 

temperature calculated for the adiabatic core characterizes the experiment and drives the reaction 

chemistry. For moderate temperatures, where NTC behavior can predominate, this may not be 

the case because the early stages of reaction occur most rapidly in the cooler core. These 

reactions augment the temperature so as to minimize temperature inhomogeneities, which may 

seem to be desirable; however, reactive intermediates are also generated during these stages 
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which make the cooler core more sensitive to subsequent phases of reaction. In other words, the 

main hot ignition event may be dictated by temperature conditions in the cooler core that are not 

representative of the reference temperature for the experiment. Finally, the conclusions of 

Griffiths et al. must be viewed with the understanding that the RCM at The University of Leeds 

does not include a creviced piston to suppress vortex formation and support the longevity and 

uniformity of the adiabatic core. Although the general conclusions regarding the timescales for 

core deterioration may not be applicable to RCM designs with creviced pistons (as in this work), 

the interpretation of the regimes which drive the ignition process is valid for any RCM system 

where thermal stratification exists. 

Mittal and Sung [15] performed extensive temperature characterization of the core gas 

region after compression for a flat piston and a piston machined with a numerically-optimized 

crevice design. Acetone PLIF measurements were recorded to assess the uniformity of the core 

gas temperature. Mittal and Sung concluded that a flat piston was incapable of producing a zero-

dimensional environment due to mixing of hot and cool gases, but that the creviced piston 

significantly augmented the volume of the adiabatic core region. It was observed that the 

survival of the core volume is influenced by test conditions, with lower pressures leading to 

faster deterioration. Based on these results, Mittal and Sung indicate that the RCM environment 

may be modeled as zero-dimensional for post-compression times of up to 100 ms when a 

creviced piston is used. 

Accepting the existence of an adiabatic gas core does not eliminate other concerns about 

the quality of the reactive environment in the RCM. A full understanding of the reaction 

conditions requires an accurate representation of heat loss from the RCM, which is essential for 

modeling the data as zero-dimensional. Conventional methods rely on experimental means to 
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quantity the heat loss for each unique test [1,16]. The need to do so is highlighted by the work of 

Würmel et al. [17] in which the dependence of fuel ignition delay on diluent gas composition, 

and hence mixture thermophysical properties (i.e., specific heat, thermal conductivities), was 

investigated. As part of the work, the autoignition of 2,3-dimethylpentane was studied with 

diluent gas compositions that included nitrogen, argon, helium, xenon and blends of nitrogen and 

argon. Würmel et al. discovered that for commonly used test times in the RCM (1 – 200 ms post-

compression) the adiabatic core temperature was not sufficient to characterize the ignition delay, 

and that the heat loss rate determined by the diluent gas composition plays a significant role in 

governing the development of autoignition. In fact, for tests with helium, the heat loss rate was 

so excessive that the authors advise against its use in RCM tests. For the reader, the essential 

consequence to understand is that even with a creviced piston in place, the gas composition is an 

important consideration for determining the validity of the adiabatic core hypothesis. 

Limitations to the Value of RCM Data 

The previous section highlights some of the specific limitations to gathering valuable 

RCM data. For designs with a creviced piston, some of the fuel and oxidation regime concerns 

are mitigated, and the primary concern becomes measuring the ignition phenomena within what 

is considered a well-characterized test time. Figure 1-1 has been adapted from the work of Prof. 

R.K. Hanson at Stanford University [18], and it illustrates the relationship between n-dodecane 

ignition delay times and the shock tube and RCM devices available for their measurement. The 

boundaries of the RCM test times illustrated in Figure 1-1 consider two limiting cases. The upper 

limit of the test time describes the interval after compression for which the core conditions (i.e., 

adiabatic reference temperature) can be considered valid. The details of this have been discussed 

in the prior section. The lower test time boundary concerns the influence of the RCM 
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compression process on the ignition delay measurements. For highly reactive fuels and test 

conditions, the ignition reactions can be initiated during the late stages of compression. This is 

increasingly problematic for ignition delays less than 10 ms. In these test cases, the reference 

temperature is not established prior to the start of the reaction, and error is introduced into the 

measurement. An additional concern relates to the accurate assignment of the initial test 

conditions which can be challenging when the RCM must be heated to volatilize a fuel sample. 

This potential source of error is quantified in § 2.1.2. 

1.2. Objectives and Scope of Research 

The purpose of this work is to design, build and characterize a versatile rapid 

compression machine that can be used to investigate the autoignition characteristics of non-

volatile fuels (e.g., jet fuel, diesel fuel), and to use the RCM to investigate the ignition kinetics of 

 

Figure 1-1. RCM and shock tube (ST) test times relative to n-dodecane ignition delay times 
over a broad range of temperature conditions. For interpretation of the references to color in 
this and all other figures, the reader is referred to the electronic version of this dissertation. 
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bio-based jet and diesel fuels. Central to the characterization of the RCM has been the 

development of advanced test methods that are capable of creating a well-characterized test 

environment in which ignition delay measurements may be made. Creating this type of test 

environment for a non-volatile fuel is challenging, particularly if a premixed system is desired. 

The preferred method for testing a fuel in the RCM involves preparing the reactive 

charge directly in the heated test chamber, allowing sufficient time for fuel volatilization and 

mixing. Extensive characterization work has been performed to identify the minimum time 

required for fuel volatilization and mixing to create a homogeneous premixture of fuel, oxygen 

and diluent gases. Preparation of the premixture directly in the test chamber is a novel approach, 

but one that confers benefits compared to conventional methods (e.g., reduced initial 

temperatures, fuel system simplification, and minimization of fuel condensation concerns). 

Secondary test methods that investigate the compression ignition of a fuel spray or wet-

compression of a fuel aerosol may also be employed. 

The ignition characteristics of new bio-based jet fuels being developed by the U.S. Air 

Force are investigated and compared with those of conventional jet fuels. The results of these 

tests yielded the first known kinetic ignition data for bio-synthetic jet fuels. The objective of 

these tests is to gather data that will support development of the surrogate fuels and kinetic 

models needed to expedite integration of the fuels into the U.S. Air Force fleet. In this particular 

work, a two-component surrogate fuel is investigated for that purpose, so that it may be 

integrated into combustor simulations as a means to predict performance. One significant barrier 

to the integration of these alternative fuels is their low volumetric energy density relative to 

conventional petroleum-based fuels. As a potential solution to this problem, the addition of 

aluminum nanoparticles in the liquid fuel is proposed with the objective of increasing the energy 
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density of the fuel blend. The ignition and combustion enhancement effect of including the 

nanoparticles is reported at low nanoparticle concentrations which may not be considered 

harmful to gas turbine operation. 

To support the increased adoption of biodiesel in the U.S. market, the ignition 

characteristics of biodiesels with improved physical properties (i.e., superior cold-flow) are 

investigated. The ignition measurements are made by compression-igniting a fuel spray in the 

RCM in a test mode that mimics the behavior of a diesel engine. These tests enable observation 

of the practical ignition behavior of a fuel under realistic engine conditions. In a broader sense, 

the tests serve the purpose of investigating important changes in the combustion characteristics 

of a fuel whose chemical composition has been altered to elicit an improved physical property. 

1.3. Structure of the Dissertation 

This dissertation is composed of 6 chapters, and the scope of the content is described in 

the previous section. Chapter 2 is devoted to a detailed description of the RCM test facility, 

including available test methods and characterization data for each of these test methods. 

Particular emphasis is given to the test strategy which prepares reactants directly in the test 

chamber. Chapter 3 presents data regarding the autoignition characteristics of conventional and 

bio-synthetic jet fuels. Ignition delay measurements for these fuels are made by compression-

igniting premixed charges, and the data are used to assess the viability of using a 2-component 

surrogate fuel to predict the autoignition characteristics of the fuel. Chapter 4 is based on a study 

of the ignition characteristics and heat release rates of petrodiesel and biodiesels made from 

different feedstocks (soybeans vs. canola seed) or transesterified with unique alcohols (methanol 

vs. n-butanol). Chapter 5 presents an investigation of the potential to enhance the ignition and 

combustion characteristics of a liquid fuel by including low concentrations of aluminum 
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nanoparticles. Data regarding the experimental repeatability are presented, as is data 

demonstrating the reduction in ignition delay for ethanol and JP-8 when 2 %-wt nanoparticles are 

included in the liquid fuels. Concluding remarks and suggestions for future work appear in 

Chapter 6. 

The research that is recorded in this work has been compiled from previously published 

journal articles and from manuscripts being reviewed for publication. For convenience, these 

articles are referenced here, and the reader is directed to the journal articles for additional 

information: 

8 Ignition Behavior and Surrogate Modeling of JP-8 and of Camelina and Tallow 
Hydrotreated Renewable Jet Fuels at Low Temperatures 
Proceedings of the Combustion Institute (In Review) 
C. Allen, D. Valco, E. Toulson, T. Edwards, T. Lee 

7 Application of a Novel Charge Preparation Approach to Testing the Autoignition 
Characteristics of JP-8 and Camelina Hydroprocessed Renewable Jet Fuel 
Combustion and Flame (Accepted) 
C. Allen, E. Toulson, T. Edwards, T. Lee 

6 An Investigation of the Influence of Fatty Ester Composition on Biodiesel Combustion 
Biomass & Bioenergy (Submitted) 
C. Allen, E. Toulson, D. Tepe, H. Schock, D. Miller, T. Lee 

5 Ignition Characteristics of Diesel and Canola Biodiesel Sprays in the Low-Temperature 
Combustion Regime 
Energy & Fuels, Vol. 25, pp. 2896-2908 (2011) 
C. Allen, E. Toulson, D. Hung, H. Schock, D. Miller, T. Lee 

4 Modeling the Autoignition of Fuel Blends with a Multi-step Model 
Energy & Fuels, Vol. 25, pp. 632-639 (2011) 
E. Toulson, C. Allen, D. Miller, J. McFarlane, H. Schock, T. Lee 

3 An Aerosol Rapid Compression Machine for Studying Energetic-Nanoparticle-Enhanced 
Combustion of Liquid Fuels 
Proceedings of the Combustion Institute, Vol. 33, pp. 3367-3374 (2010) 
C. Allen, G. Mittal, C.-J. Sung, E. Toulson, T. Lee 

2 Optimization of a Multi-step Model for the Auto-Ignition of Dimethyl Ether in a Rapid 
Compression Machine 
Energy & Fuels, Vol. 24, pp. 3510-3516 (2010) 
E. Toulson, C. Allen, D. Miller, H. Schock, T. Lee 
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1 Modeling the Auto-Ignition of Oxygenated Fuels using a Multi-step Model 
Energy & Fuels, Vol. 24, pp. 888-896 (2010) 
E. Toulson, C. Allen, D. Miller, T. Lee 
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Chapter 2:  
EXPERIMENTAL FACILITY & METHODS 

2.1. Rapid Compression Machine 

A heated RCM has been designed, built and characterized as a central part of this work 

for the purpose of investigating the ignition kinetics of conventional and alternative fuels. The 

RCM is pneumatically-driven and hydraulically-stopped. The design of the RCM has been 

focused on addressing the challenges associated with creating homogeneous premixtures of non-

volatile fuels, and hence obtaining kinetic data for these fuels. New approaches have been 

developed for creating premixtures which rely on a fuel injector to load liquid fuel directly into 

the test chamber for each test or rely on wet-compression of an aerosol fuel in an oxidizing bath 

gas. These approaches extend the test range of traditional RCM designs, and extensive 

characterization work has been completed to evaluate these strategies for their ability to produce 

high-fidelity kinetic data. 

2.1.1. General RCM Specifications 

A schematic of the RCM test facility appears in Figure 2-1 and photographs of the 

facility appear in Figure 2-2. The RCM is pneumatically-driven by a 5-inch diameter piston. The 

pneumatic chamber has been custom built by Peninsular Cylinders and is capable of operating 

with pressures up to 300 psi. The rear of the pneumatic chamber is cut with a 3” NPT port 

through which high pressure air expands to propel the piston during operation. A 20 gallon air 

reservoir is attached to the pneumatic chamber to maintain approximately 95 % of the initial 

driving pressure throughout the stroke. The front of the pneumatic chamber is cut with three 
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vents to quickly evacuate the air ahead of the pneumatic piston during the stroke. The vents are 

1” NPT ports outfitted with full-port ball valves. 

The RCM piston assembly is hydraulically-stopped by a cupped piston that enters a 

groove filled with oil to generate hydraulic pressure and decelerate the piston. The hydraulic 

 

Figure 2-1. Schematic of the rapid compression machine test facility. 

 

Figure 2-2. Photos of the (a) full RCM test facility and (b) the test chamber setup for 
visualization of fuel spray ignition. 
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piston governs the limits of motion for the piston assembly; the starting position of the stroke is 

determined by where the hydraulic piston touches the stroke adjustment piece, and the end of the 

stroke occurs when the hydraulic piston strikes the stopping ring. The stroke length may be set to 

8”, 9”, or 10” based on the number of shims installed. The hydraulic piston is constructed of two 

pieces of 1018 cold-rolled steel that compress and hold an o-ring that is used to seal the 

hydraulic chamber for pressurization. The pressure in the hydraulic chamber is quickly relieved 

during operation and the pneumatic chamber begins to drive the piston forward. A two-piece 

piston design that tightly grips the o-ring ensures the ring will not fall out during operation. 

Additional specifications for the hydraulic piston appear in § 2.1.3. 

Ignition tests are carried out in the 2-inch diameter combustion chamber by compressing 

the charge to its autoignition temperature while continuously monitoring the chamber pressure 

using a Kistler 6125B piezoelectric pressure transducer. The combustion chamber is fabricated 

from 304 stainless steel and the inner diameter is plated with a thin layer of chrome (0.0005”) to 

provide a smooth bore for the piston to ride. The RCM can be equipped with a flat piston, or a 

creviced piston may be used to decouple the fluid dynamics from the fuel kinetics. Both pistons 

are fabricated of 6061 aluminum and are anodized black. The creviced piston minimizes fluid 

motion during compression, and its geometry is based on the optimized design of Mittal and 

Sung [1]. The crevice is machined near the leading edge of the piston, and two additional glands 

are machined to accept Parker polypak seals that seal during compression and when vacuuming 

the chamber before a test. The dimensions of the creviced piston appear subsequently in Figure 

2-18c. The standard clearance at top dead center (TDC) is 0.5”, but this may be altered by 

including 1/16” shims between the hydraulic chamber and combustion chamber, or by altering 

the piston rod length with 1/4” spacers. Combined with the ability to change the stroke length, 
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this allows nearly continuous variability of the compression ratio (CR) between 4 and 17 with 

the creviced piston and 4.8 and 21 for the flat piston. The head piece of the combustion chamber 

provides optical access through fused silica windows (Hereaus, Suprasil 2 Grade). A laser beam 

or laser sheet may be passed through the side windows and the end window may be used for 

imaging. The windows are replaced with stainless steel replicas when optical diagnostics are not 

being used. The windows and stainless steel replicas are sealed by viton o-rings placed around 

the perimeter. The combustion chamber is equipped with band heaters for controlled charge 

heating, and the engineering of the heating system is described in detail in § 2.1.3. The initial 

pressure is measured with a manometer (Baratron 626B or Omega PX409-050A10V) that is 

adjacent to a charge inlet line. The manometers are also used to measure the partial pressures of 

gas components in a mixing vessel. The vessel is used to manometrically prepare oxygen and 

diluent gas mixtures used for testing. 

2.1.2. Major Engineering Challenges & Design Considerations 

The superior approach for obtaining kinetic ignition data from a RCM is to first create a 

premixed charge of reactants and to subsequently compress the mixture to autoignition 

conditions with minimal fluid motion. This approach creates a zero-dimensional, homogeneous 

environment that isolates the ignition chemistry from the physical transport processes of fuel 

vaporization and the convective and diffusive flows of reactant species. Establishing this type of 

environment in a RCM for testing non-volatile fuels is challenging, and has been prohibitive 

when measuring the ignition characteristics of kerosene-type fuels under rich conditions, diesel 

fuels, and biodiesels. For all of these fuels, the test chamber of the RCM must be preheated to 

vaporize all of the fuel components, but this must be done with care so that (1) the temperature 
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field within the test chamber is uniform and that (2) the preheat temperature is mild enough to 

avoid thermal decomposition of the test fuel. 

The importance of temperature uniformity in the test chamber is paramount when 

gathering ignition delay data to support chemical kinetic models. Reference temperatures used to 

characterize the measurements must be accurately known, and if they are not, large errors can be 

introduced into the Arrhenius kinetic parameters that are tuned based on experimental data. 

Inaccuracies in the measured initial temperatures are amplified when calculating the compressed 

temperature conditions which are used to characterize the test condition. This amplification 

occurs because compressed temperatures are calculated using the adiabatic compression 

relationship, ∫ 𝛾
𝛾−1

𝑑𝑇
𝑇

𝑇𝑐
𝑇0

= ln 𝑝𝑐
𝑝0

, where T is the temperature, γ is the specific heat ratio, p is the 

pressure, and the subscripts 0 and c correspond to the initial and compressed states, respectively. 

 

Figure 2-3. Temperature dependence of ignition delay correlations for n-decane, methane, and 
hydrogen. 
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The level of amplification increases with increasing compression ratio, but even for modest 

compression ratios, the error can be magnified two-fold. The significance of poor temperature 

characterization is evident when considering the strong influence of temperature on fuel ignition 

kinetics. Ignition delay correlations published for n-decane [19], methane [20] and hydrogen [20] 

have been used to evaluate temperature sensitivity over the low-to-moderate temperature range, 

and the results appear in Figure 2-3. Over the temperature range considered, the ignition delay 

changes by orders of magnitude, and even for the modest change of 10 K (750 K – 760 K), the 

ignition delay of n-decane is reduced by approximately 20 %. This type of strong dependence on 

temperature illustrates the importance of carefully characterizing the temperature field in the 

RCM, and subsequent sections describe the engineering effort undertaken to control and describe 

the initial temperature in the RCM test chamber. 

The second, and related, challenge is to select an initial temperature for fuel volatilization 

 

Figure 2-4. Maximum achievable equivalence ratios as a function of temperature for n-
dodecane, methyl decanoate, n-hexadecane, and methyl oleate (calculations assume a total 
mixture pressure of 1 bar). 
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that does not lead to thermal decomposition of the fuel. The maximum achievable equivalence 

ratios (φmax) for a range of initial temperatures have been calculated for n-dodecane, methyl 

decanoate, n-hexadecane, and methyl oleate using vapor pressure correlations for these fuels. 

These calculations assume a total mixture pressure of 1 bar, and the results appear in Figure 2-4. 

It is observed that n-dodecane (jet fuel surrogate) and methyl decanoate (biodiesel surrogate) 

may be tested at a wide range of equivalence ratios using temperatures less than 150 °C, where 

fuel decomposition increasingly becomes a concern. However, n-hexadecane (diesel surrogate) 

tests are limited to mildly rich conditions in order to maintain temperatures less than 150 °C, and 

methyl oleate (biodiesel component) cannot even be tested under stoichiometric conditions 

without approaching temperatures of 200 °C. Subsequent sections of this work describe an 

approach designed to minimize initial test temperatures, and extensive chemical analysis is 

conducted to ensure no fuel decomposition occurs during testing. 

2.1.3. Novel Design Aspects of the Rapid Compression Machine 

Test Mode Overview: Premixed, Spray Ignition, Aerosol Wet-Compression 

The novelty of the RCM is due primarily to the various operation modes that are 

accommodated, and the engineering and design elements described in the following sections. 

The foundation of the RCM is based on the premixed testing mode for which RCMs have been 

conventionally used; however, a modification to this test approach has been developed whereby 

liquid fuel is loaded directly into the test chamber and volatilized by heating. Practical spray 

ignition measurements are also possible using the fuel injector to dispense a single injection into 

compression-heated gas. This approach creates a test environment similar to a diesel engine, and 

can be used to investigate relative ignition behavior of fuels. Finally, an aerosol testing mode is 

enabled by replacing the end window and flange with a poppet valve. During testing, a fuel 
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aerosol flows continuously through the test chamber before the inlet (poppet) and outlet valves 

close and the compression process begins. Characterization work confirms that the aerosol 

approach is not suitable for measuring high-fidelity kinetic data, but that it can provide 

repeatable test results and is useful for investigating advanced combustion concepts. The details 

of each of these approaches, including relevant characterization data, appear in this chapter. 

Temperature Control System 

The low vapor pressures of the jet fuels tested in this study require that the fuel and 

oxidizer mixtures be heated to ensure the fuel is in the vapor phase. The RCM temperature is 

maintained using six individual electrical band heaters that are wrapped with high-temperature 

insulation. The heaters are controlled by a National Instruments LabView virtual instrument (VI) 

(screenshot in Figure 2-5) that receives feedback from six thermocouples that are embedded 

 

Figure 2-5. LabView virtual instrument used to control the combustion chamber temperature 
and monitor the mixture pressure. 
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within the walls of the combustion chamber. The placement of the heaters and the thermocouples 

appears in Figure 2-6a and the extent of the insulation is shown in Figure 2-6b. Each heater is 

wired to a junction box where it is connected to a solid-state relay that is pulse-width modulated 

to maintain the temperature setpoint. It is critical that the heating mechanism provides a 

homogeneous temperature field in the RCM, so that the ignition kinetics are not affected by any 

 

Figure 2-6. . (a) Depiction of the arrangement of the band heaters and thermocouples used to 
control the combustion chamber temperature. (b) Photograph of high-temperature insulation 
used to promote temperature homogeneity in the test chamber. 

(b)

Band
HeatersFuel

Injector

Thermocouples (6x)

End
Window

(a)

 

Figure 2-7. Wall and piston temperatures measured in the RCM test chamber at four unique 
control temperature setpoints. 
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local hot spots. As such, the temperature profile of the combustion chamber was examined by 

using a thermocouple to measure the temperature at multiple wall locations, the end wall, and the 

piston crown. Four unique temperature control set points were tested, and the results are 

compiled in Figure 2-7. The data demonstrate that there is little variation in the wall temperature 

at different axial positions. However, the variation does increase at higher temperature set points. 

It is also noted that two depressions in the measured temperatures exist. The first occurs near the 

end wall, and is an effect of the cooling water that passes through the flange used to mount the 

fuel injector. The coolant is necessary to reduce the temperature experienced by the main body of 

the fuel injector and thus promote consistent performance of the injector. The second 

temperature depression is observed at the piston crown, which occurs because the piston does not 

have direct physical contact with the heated walls. Neither of these temperature depressions is 

considered to be significant because the deviation is no more than 1.3 % (3.2 – 5.8 K) from the 

maximum measured temperature for a given set point. 

Fuel Injection System 

The fuel loading requirement for each test in the RCM is very small (typically 10 – 100 

mg), and thus the creation of a single premixture requires a high resolution method for metering 

the fuel into the test chamber. Fuel injectors are a well-developed technology capable of this 

resolution. A production gasoline direct injection fuel injector has been chosen for the system 

because it provides repeatable injections and it is easily controlled with an injector driver box 

and a LabView VI. To ensure the injector operates as expected while the RCM is heated, the 

injector body is water-cooled. This has a trivial influence on the wall temperature of the RCM, as 

described in the previous section, because the cooling channel is located sufficiently far from the 

interior of the combustion chamber. Fuel is delivered to the injector by a stainless steel flexible 
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tube that is connected to a hydraulic piston accumulator which acts as a pressurized fuel 

reservoir. Compressed nitrogen is used to pressurize the fuel line to 3 MPa. By sending a TTL 

pulse to the injector driver box, the injector is opened for a duration of time that corresponds to 

the TTL pulse width, and the liquid fuel sprays into the RCM. 

Each unique combination of a fuel injector and a test fuel must be calibrated. A 

calibration curve is constructed that describes the injected mass as a function of pulse width. 

Several pulse widths are selected as calibration points, and for each point, a series of injections 

(≥ 100) are collected in a container. The total mass of the injections is determined by measuring 

the mass of the container before and after the test which allows direct calculation of the fuel 

mass per injection. Care is taken to select calibration points in the linear operating region of the 

injector so a linear fit can be safely applied to the data. The fit is used to calculate the number 

and duration of the injections required for each test. It should be noted that relatively short pulse 

widths are selected for the calibration points so that multiple injections are required for each test 

 

Figure 2-8. Fuel injector calibration curve for JP-8 jet fuel describing the injected fuel mass as 
a function of injection pulse width. 
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(typically 5 – 35). This minimizes the effect of any shot-to-shot variation that could influence 

test results where a single injection is used. A sample calibration curve appears in Figure 2-8 for 

JP-8 fuel. Error bars have been included in the plot, which represent the standard error in five 

measurements at each calibration point. The data clearly demonstrate the linear relationship 

between the injection pulse width and the injected mass over the calibrated range of pulse 

widths. 

Hydraulic Piston 

The o-ring seal that exists at the interface between the hydraulic chamber and the 

hydraulic piston is subjected to a strong shearing force during operation of the RCM. With the 

original one-piece hydraulic piston design, the shearing force was sufficient to pull the o-ring 

from its gland, thus requiring that the hydraulic chamber be opened and a new o-ring installed. 

To avoid this time-consuming remedy and to ensure maintenance-free operation, a two-piece 

hydraulic piston was designed. A schematic of the new piston design appears in Figure 2-10, 

 

Figure 2-9. Hydraulic piston assembly. 
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which illustrates the stacking assembly of the piston and rod parts. The rod coming from the 

combustion chamber threads into the pneumatic chamber piston rod, and the hydraulic piston 

pieces are held firmly between the rods. An oversized o-ring (size -334) is compressed between 

the two hydraulic piston pieces, and is used to form a seal against the back of the hydraulic 

chamber. The new design has been used successfully without a failure event for approximately 

3000 tests since its fabrication. 

High-Pressure Window Design 

The fused silica windows used for optical access into the RCM must be cleaned 

intermittently. The frequency of cleaning is dependent on the test conditions used. The windows 

have been designed to minimize concerns about breakage during cleaning. In the design, which 

is illustrated in Figure 2-10, the window is held between a flange and a retainer ring. To avoid 

contact with the metal parts, the window is supported by teflon rings on both sides.  The main 

 

Figure 2-10. RCM test chamber head assembly for clamping window into place. 
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advantage of this design is that when the window must be cleaned, the entire flange and retainer 

assembly is removed from the test chamber head for cleaning. The window is not directly 

handled while cleaning, and by remaining within the flange and retainer assembly, the torque 

settings on the bolts and alignment of the window is not altered. 

2.2. Premixed Mode: Direct Test Chamber Charge Preparation 

Fundamental measurements of ignition delays are most frequently carried out in RCMs 

and shock tubes, each of which require a means to prepare premixtures of fuel, oxidizer and 

diluent gases. For a non-volatile fuel, this is typically accomplished by means of a separate 

vessel that is heated and stirred. Premixtures using non-volatile fuels and prepared in a separate 

vessel require sufficient residence times at elevated temperatures to evaporate and mix. Samples 

are transferred from the mixing vessel to the test device over a period of several hours, and the 

extended exposure to high temperatures increases the risk of thermal decomposition of the fuel. 

 

Figure 2-11. Comparison of initial temperature requirements for testing a given equivalence 
ratio at total mixture pressures of 1 bar and 2.5 bar. 
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Additionally, if the mixture is to be used for several tests, it must be created with a sufficiently 

high pressure to fill the test device multiple times which raises the minimum temperature 

requirement. For example, the creation of a stoichiometric mixture of n-dodecane in air with an 

initial pressure of 1 bar would require a minimum initial temperature of 88 °C for complete 

evaporation. However, the initial temperature requirement is raised substantially to 107 °C if the 

premixture is prepared at a total pressure of 2.5 bar in a separate vessel to be used for several 

tests. This disparity is illustrated in Figure 2-11, where the maximum achievable equivalence 

ratio is plotted as a function of initial premixture temperature for total mixture pressures of 1 bar 

and 2.5 bar. The φmax curves in Figure 2-11 are generated by assuming the partial pressure of the 

fuel in the mixture is equivalent to the fuel saturation pressure for at a given initial temperature. 

By preparing a unique premixture for each test directly in the test device rather than in a 

mixing vessel, several benefits can be realized. First, a premixture with a particular equivalence 

ratio may be prepared using a lower initial temperature to reduce concerns over fuel thermal 

decomposition. A second, and related benefit, is that premixtures of extremely non-volatile fuels 

(e.g., alkyl esters from biodiesel) may be prepared directly in the test chamber which could not 

reasonably be created in a separate mixing vessel due to the higher initial temperatures and long 

mixing times. The final benefit of preparing the premixtures directly in the test chamber is that 

the separate heated mixing vessel and heated transfer lines may be removed from the 

experimental setup. The elimination of the heated tubing is of particular benefit because 

temperature can be difficult to control within the tubing and fuel condensation is always of 

concern. The experiments in this work have utilized this approach of creating the premixtures 

directly in the test chamber, and for convenience, we refer to this as the direct test chamber 

(DTC) charge preparation approach. The main obstacle to implementing the DTC approach is the 



26 
 

ability to accurately load small amounts of fuel into the chamber. To address this challenge, we 

employ a fuel injector which loads fuel into the test chamber, as described in § 2.1.3. 

2.2.1. Analysis of Fuel Evaporation and Fuel Mass Loading 

Application of the DTC approach requires knowledge of the time required for the loaded 

fuel to fully evaporate. Prior to the making ignition delay measurements, we have probed the 

evolution of the gas-phase mixture after injecting a fuel sample into the chamber. The purposes 

of these tests are to (1) confirm all the components of the hydrocarbon fuel blend fully vaporize 

without any thermal decomposition or condensation, (2) to determine how long to wait before 

initiating a test once the fuel has been injected, and (3) to confirm fuel loading is consistent with 

expectations based on the injector calibration. The composition of the gas-phase mixture was 

investigated by drawing gas samples from the RCM which were analyzed using gas 

chromatography/mass spectrometry (GC/MS). Gas sampling is enabled in the RCM by 

machining a port through a stainless steel replica of the front window, depicted in Figure 2-6a, 

and attaching a compression fitting which contains a small septum. At a given time after 

injection of the fuel, a 10.0 mL gas sample was drawn through the septum and bubbled through a 

solvent to be used in the GC/MS analysis. 

Fuel Evaporation 

Samples of a JP-8 jet fuel and air mixture were drawn from the RCM to investigate the 

fuel evaporation process at an initial temperature of 135 °C. The fuel loading conditions for these 

tests corresponded to a stoichiometric premixture used for testing a compressed pressure of pc = 

20 bar, with a fuel partial pressure of 3.66 kPa. These conditions represent the highest fuel 

loading of any test in this study. The total ion chromatogram (TIC) results from these tests 

appear in Figure 2-12 where samples have been drawn from the RCM at 2, 4, and 8 minutes after 



27 
 

injection. The TIC data is compared with a TIC reference created directly in the pentane solvent 

(1000 µg/ml) rather than being sampled from the RCM. To compensate for any concentration 

differences created during the sampling process, the abundances are normalized by the peak 

abundance for n-dodecane (n-C12). The fuel sample is presumed to have completely evaporated 

when the relative peak sizes for each of the species matches that of the reference sample. Based 

on this criterion, the fuel sample appears to be totally evaporated at 2 – 4 minutes after injection. 

 

Figure 2-12. Normalized total ion chromatograms for a JP-8 reference sample and volatilized 
samples drawn from the RCM at 2, 4, and 8 minutes after injection (fuel partial pressure: 3.66 
kPa). 
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Additional JP-8/air samples were drawn from the RCM and analyzed with GC/MS for a 

lighter fuel loading case, corresponding to a fuel partial pressure of 1.25 kPa. For this test, 

samples were drawn at initial temperatures of 105 °C, 125 °C, and 145 °C to identify the 

minimum initial temperature required for total fuel evaporation. The relative peak sizes between 

the hydrocarbon components in Figure 2-13 are very consistent for all of the tested temperatures 

when compared to the reference JP-8 sample. This consistency indicates that all of the 

components are fully vaporizing, and that a homogeneous JP-8/air charge can be prepared in the 

 

Figure 2-13. Normalized total ion chromatograms for a JP-8 reference sample and volatilized 
samples drawn from the RCM at 2 minutes after injection for initial temperatures of 105 °C, 
125 °C, and 145 °C (fuel partial pressue: 1.25 kPa). 
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RCM using evaporation and mixing times as short as two minutes and at temperatures as low as 

105 °C for a fuel partial pressure of 1.25 kPa. The data show no indication of preferential 

vaporization, thermal decomposition, or condensation. This is true even for the higher molecular 

weight alkanes, which are present in sufficiently small quantities so that evaporation occurs in a 

short period of time. 

Fuel Mass Loading 

 The fuel injector calibration process described in § 2.1.3 provides a description of the 

expected fuel mass to be injected for a given pulse width. However, there are some anticipated 

sources of error during the calibration process that cannot be easily quantified, and which raise 

questions about the validity of the calibration: 

• The calibration is performed in open air where some of the fuel may volatilize and not be 

registered on the scale. Does the volatilized sample significantly affect the calibration for 

fuels of interest (e.g., jet fuels)? 

• Each calibration run utilizes 100 or more pulses of the injector, while some of the DTC 

tests utilize as few as 2 injections. Can the behavior of the injector over so few pulses be 

accurately represented by the calibration curve made with so many injection pulses? 

• The injectors are calibrated at ambient conditions, while the injector experiences elevated 

temperatures during tests in spite of the cooling applied to the injector body. Does the 

heating alter the behavior of the injector or influence the physical properties of the fuel 

(e.g., viscosity) so as to make the calibration invalid? 

 In consideration of these potential sources of error, a strategy was devised for 

investigating the fuel mass loading in the RCM. The approach rests on first accepting that the 
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fuel is totally evaporated for a given test condition, which has been established in the previous 

section. The tests begin by establishing a standard mixture of the two hydrocarbon components, 

n-dodecane (C12H26, 170.33 g/mol) and limonene (C10H16, 136.24 g/mol) in a 1:1 volume ratio. 

A small volume (20 µl) of this standard mixture is injected with a syringe through the septum 

that is typically used only for sampling, and 2 minutes is provided for total evaporation. After 

this evaporation period, a sample is drawn from the RCM and analyzed with GC/MS. The ratio 

of integrated peak area in the TIC data for the two hydrocarbon components is indicative of the 

1:1 volume ratio prepared for the standard mixture. In subsequent tests, only limonene (10 µl) is 

loaded into the RCM via the syringe, and the n-dodecane (10 µl) is loaded into the RCM using 

the fuel injector. Samples are drawn from the RCM after 2 minutes and analyzed with GC/MS. 

The TIC data is compared with the standard reference to confirm that the ratio of integrated peak 

areas for the two species matches the ratio observed for the standard reference. The results of this 

comparison appear in Figure 2-14, where the reference data is overlaid with data from 4 unique 

tests. The data in Figure 2-14a clearly show the two distinct peaks for limonene and n-dodecane 

 

Figure 2-14. Total ion chromatogram data for blends of limonene and n-dodecane to 
investigate the fuel mass loading in the RCM. 
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without any evidence of fuel decomposition. More importantly, Figure 2-14b illustrates that the 

injected mass of n-dodecane closely follows that of the reference. This result indicates that the 

actual mass loaded by the injector matches the description of the injector calibration curve. 

It should be noted that only 3 injection pulses were required to load 10 µl of n-dodecane into 

the RCM, which is a fair representation of the lightest fuel loading tests presented in this work 

where 2 injections were needed. It is expected that the fuel mass loading best reproduces the 

calibration behavior with increasing number of pulses, and that this data represents the worst 

case scenario. 

2.2.2. Test Protocol 

Based on these results of the charge characterization presented in § 2.2.1, the reactive 

charges are prepared in the following manner, as depicted in Figure 2-15. The test chamber is 

evacuated to sub-Torr pressures using a vacuum pump. The oxidizer and diluent gases are 

subsequently added manometrically to the test chamber (Figure 2-15a), and the inlet valve is 

closed to isolate the contents. At this time, the fuel injector is actuated to deliver a particular fuel 

mass (Figure 2-15b). The fuel is provided approximately 2 - 4 minutes for evaporation and 

mixing (Figure 2-15c), depending on the amount of fuel loaded. After the evaporation period, the 

 

Figure 2-15. Protocol for preparing a reactive charge with the DTC approach.. 
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test is commenced by compressing the charge to elevated temperatures and pressures (Figure 2-

15d). 

2.3. Spray Ignition Mode 

2.3.1. Hybrid Approach to Generating Test Conditions 

Autoignition delay time tests in RCMs have conventionally used three approaches to 

altering the compressed temperature: (1) changes to the initial temperature, (2) alteration of the 

compression ratio, and/or (3) changes to the mixture specific heat by altering the diluent gas 

composition. The spray ignition tests conducted as part of this work use a hybrid approach to 

generating the test temperatures. The compressed temperature is set by changing the diluent gas 

composition and by varying the post-compression cooling time before commencing the fuel 

spray. This approach is illustrated in Figure 2-16, where tests for four different compressed 

 

Figure 2-16. A sample set of reactive pressure history curves (canola biodiesel, 12% O2) that 
illustrate the injection timing approach that is used to generate the desired test temperatures. 
Each curve is marked with the calculated gas temperature at the time of injection. 
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temperatures are conducted using a single gas mixture and a single compression ratio. The 

temperatures describing each pressure curve in Figure 2-16 are adiabatic core temperatures, and 

have been calculated using the effective volume approach described by Tanaka et al. [16] and by 

Mittal and Sung [1]. These core temperatures are considered valid up to the time of injection. 

The initial pressures for the tests are determined in advance to yield the desired compressed 

temperature when the cylinder pressure reaches 30 bar during cooling. 

2.3.2. Assessment of Test Approach 

Many studies in the literature have been devoted to characterizing the adiabatic core 

region of gas that can be generated in RCMs [21-22,11,23-24,15,25-26]. One focus of these 

studies has been to identify the spatial extent and temporal duration over which the core 

conditions prevail before degenerating due to convective and diffusive transport. A brief review 

of these studies is relevant because of the approach used in this study, where core conditions 

form the basis for characterizing the gas temperature up to 140 ms after the end of compression. 

It is important to know if the adiabatic core temperature calculations may be considered valid at 

such post-compression times where they serve as an input to estimate the temperature of the 

reactive charge after the fuel spray has evaporated. The review will be limited to studies that 

have employed a creviced piston, as in the RCM described in this paper. Creviced pistons are 

known to suppress vortex formation during compression, and thereby improve the persistence 

and spatial extent of core conditions in the RCM [24,15,25]. This is a critical feature in our study 

because it promotes the viability of core temperature calculations long after the end of 

compression. 

The machining of a crevice around the periphery of a RCM piston crown was first 

proposed by Park and Keck [27]. A preliminary comparison with a flat piston (i.e., no crevice) 



34 
 

demonstrated that the crevice did reduce the rate of heat transfer to the test chamber walls and 

make the compression more isentropic in nature. However, no calculations or measurements 

were presented to characterize the temperature or velocity fields in the core. Subsequent studies 

by Lee and Hochgreb [24] and Würmel and Simmie [26] were each concerned with crevice 

optimization for a particular RCM. Computational fluid dynamics (CFD) model results reported 

in each of these studies indicated that the extent of the core region is augmented significantly by 

the presence of a piston crevice. Yet, results were only presented for relatively short post-

compression times (< 30 ms). A more complete set of experimental and numerical results were 

reported by Mittal and Sung [15] in their study of post-compression temperature and velocity 

fields generated by creviced and flat pistons. Measurements using acetone planar laser-induced 

fluorescence (PLIF) sought to identify the time at which core gas temperatures were reduced due 

to mixing with the roll-up vortex. Tests indicated that temperature uniformity across the core is a 

function of the compressed pressure, pc, and that the degree of uniformity may be greatly 

enhanced for tests at pc = 39.5 bar relative to tests at pc = 11.95 bar. For the tests at pc = 39.5 

bar, no core temperature inhomogeneity was observed at 114 ms post-compression; and even at 

200 ms post-compression, only a 40 K temperature reduction was observed near the central axis 

with much of the core gas remaining homogeneous in temperature. CFD model results for 

laminar conditions and a compressed pressure of 39.9 bar suggest that the core gas region 

extends over 70 % of the test chamber at 120 ms post-compression. Donovan et al. [28] 

published a characterization study of a RCM with a unique sabot piston design that is capable of 

promoting core gas formation in a manner similar to a creviced piston. Fine-wire thermocouple 

measurements were recorded at multiple radial and axial locations to identify the boundaries of 

the adiabatic core. By defining the core region to exist anywhere the temperature surpassed 90 % 
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of the peak measured temperature, Donovan et al. [28] estimated that the core region covered 50 

% of the test gas volume. This estimate appears to be valid up to 50 ms post-compression. It is 

unclear from the work of Donovan et al. [28] how the core volume is diminished for post-

compression times longer than 50 ms. 

Although different RCMs typically exhibit unique heat loss and boundary layer 

suppression characteristics, it should be emphasized that the piston, crevice, and bore designs 

used for the RCM in this work are identical to the design of Mittal and Sung [1]. We therefore 

give high regard to their previously described crevice optimization study [15] because we expect 

the results may apply similarly to our RCM. Upon a more careful examination of these 

experimental results it is seen that the temporal evolution of the core gas region is not clearly 

defined for post-compression times between 114 ms and 200 ms. For these two post-compression 

times where temperatures are measured, two considerations are noted in the broader context of 

this publication: 

• The homogeneity and radial extent of the core gas reported at 114 ms post-compression 

is adequate for testing the spray ignition delays in the manner proposed in this paper. 

However, the experimental and numerical results both demonstrate that a reduction in 

compressed pressure leads to temperature inhomogeneities at earlier post-compression 

times. The extent and lifetime of the core gas region for compressed pressures of 30 bar 

cannot be accurately known using the results of Mittal and Sung [15]. 

• The core gas temperature inhomogeneity that appears in the measurement at 200 ms 

post-compression (pc = 39.5 bar) is estimated to be 40 K. This magnitude of variation 

is unacceptable for measuring high-fidelity gas phase ignition delay data. However, it is 
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possible that spray ignition delay measurements will not be significantly affected by 

this level of localized temperature variation. This is hypothesized because the fuel 

spray has significant momentum as it leaves the injector, and the radial spray geometry 

drives a mixing process that may reduce locally confined temperature variations of this 

magnitude in the core region. 

Given these considerations, it is prudent to investigate the effect of injection timing on 

the ignition delay, as an unambiguous confirmation of the test approach. To do so, five different 

test gas mixtures were created with varying nitrogen:argon ratios. Each mixture required a 

unique post-compression cooling time to reach the desired compressed temperature of 727 ± 2 K. 

The reaction zone temperatures for these tests are 708 ± 1 K. The procedure for this calculation 

is presented subsequently in § 4.4.1. The raw pressure history data for these tests appear in 

 

Figure 2-17. Pressure history data for canola biodiesel ignition which illustrates the 
independence of the ignition delay from injection timing. Injections occurred at a unique time 
for each test, but with similar compressed temperatures (727 ± 2 K) for all tests. 
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Figure 2-17, where time t = 0 corresponds to the injection event. The pressure loss that occurs 

prior to t = 0 is a result of charge gas cooling, and it is clearly seen that the injection accelerates 

the pressure loss as energy is absorbed by the fuel spray for heating and vaporization. The timing 

of the ensuing pressure rise due to ignition is nearly identical for injection times of tinj ≥ 35.7 ms. 

For the tinj = 11.9 ms case, the ignition appears to happen more slowly than for other cases, 

which is an unexpected result because the extent of the core region should be at a maximum for 

this test. However, it can be seen that the pre-injection pressure loss is much more rapid for this 

test than for the others, which can be attributed to increased gas velocities within the test 

chamber at such an early post-compression time. The increased charge motion enhances heat 

transfer to the walls, and during the ignition event, a larger amount of fuel energy must be 

released to overcome these losses before the pressure begins to rise. 

Two ignition delay periods are used to characterize the ignition process in this study. 

When using the appropriate definitions in § 4.4.2, the first and total ignition delay periods are 

repeatable to within 8 % and 7 %, respectively, for the tests shown in Figure 2-17. The authors 

note that ignition delay measurements using a prevaporized charge in a RCM typically exhibit 

repeatability between 2 – 5 % [29,1,30]. These are fundamentally different types of 

measurements, but the comparison is indicative of the level of repeatability that is observed 

using more established test methods. On this basis, the proposed test approach is used to measure 

the ignition delays for sprays that occur up to 140 ms after the end of compression. 

2.3.3. Test Protocol 

The spray ignition tests begin by first evacuating the combustion chamber using a 

vacuum pump, and subsequently filling the chamber with the oxidizer and diluent gas mixture to 
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the required initial pressure. The gas mixture is subsequently compressed before spraying a 

known quantity of fuel into test chamber once the desired conditions are achieved. The timing 

and duration of the fuel spray is controlled by a LabView VI. During compression, the VI 

monitors and records voltage data from the piezoelectric pressure transducer and charge 

amplifier setup. Once the pressure reaches a given threshold, a hardware trigger is activated 

which the VI considers to be at time t = 0. The piston reaches TDC some time later (~ 8 ms). The 

exact time of piston arrival at TDC is known accurately from a calibration procedure performed 

for each unique test condition. Timing for the start of injection (SOI) may be set in the VI to take 

place anywhere after the trigger occurs with resolution on the order of 10 microseconds. All tests 

reported in this study set the SOI to occur at some time delay after TDC (ATDC). 

2.4. Aerosol Wet-Compression Mode 

Traditional RCM designs are intended to gather chemical kinetic data by compression-

igniting a homogeneous premixed charge. In this work, we sought to develop a versatile RCM 

capable of burning neat aerosol fuels and heterogeneous mixtures for the purpose of 

investigating advanced combustion concepts, including energetic-nanoparticle-enhanced 

combustion. 

2.4.1. Optimization of Poppet Valve Design and Operation 

Poppet Valve Optimization with CFD Simulations 

In a RCM ignition test, establishing a uniform charge is of critical importance for taking 

accurate, repeatable measurements. In a premixed vapor test, the test charge is allowed to  
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homogenize in the combustion chamber before compression begins. In an aerosol test, a gas and 

aerosol flow moves through the combustion chamber until the inlet (poppet) and outlet valves are 

 

Figure 2-18. RCM schematics. (a) Overall RCM schematic depicting combustion chamber, 
hydraulic chamber and pneumatic chamber; (b) Aerosol unit that may replace end window 
and flange in overall setup; (c) creviced piston with dimensions (in millimeters) [1]. 

 

Figure 2-19. Photograph of the aerosol RCM experimental setup. 
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closed just prior to the start of compression. The location of these valves and the gas inlets are 

identified in Figures 2-18 and 2-19. Establishment of a uniformly distributed aerosol charge 

relies on turbulent mixing of the gas and aerosol as the aerosol-laden gas flow moves past the 

poppet valve. Given this consideration, CFD analysis using STAR-CCM+ was carried out to 

compare the turbulent swirling generated by airflow through the valve opening. The intent of the 

model was to provide high-level guidance for the design of the poppet valve, and the presence of 

the aerosol was not considered for the simulations. A two-dimensional grid was generated for 

each poppet valve design with higher mesh density near the poppet valve. Grid independence 

was confirmed in tests with an increased mesh density. For the tested models, increasing the 

mesh density led to only modest changes in peak velocity (< 1 %). The simulations employed the 

k-ε turbulence model and no-slip boundary conditions were specified on all walls. Steady-state 

solutions were achieved for each model using an inlet velocity of 0.33 m/s. 

 

Figure 2-20. The mass-averaged turbulent kinetic energy and surface area for candidate 
poppet valve designs. The selected design (V1 / V2 = 1.43) is highlighted. The inset image 
displays the poppet valve head and stem. The shaded area of the poppet head corresponds to 
the surface area used to compare valve designs. 
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Preliminary analysis of the poppet valve system identified two key design variables that 

contributed strongly to swirling flow in the combustion chamber. Figure 2-20 depicts these 

dimensions as V1 and V2. Simulations were conducted for different combinations of V1 and V2 

and the results were evaluated using two design criteria: (1) the poppet valve should maximize 

turbulent swirl as measured by mass averaged turbulent kinetic energy (TKE); and (2) the poppet 

valve design should minimize the surface area where the impinging aerosol may settle out of the 

flow. The surface area we considered corresponds to the posterior side of the poppet valve, 

represented by the shaded surface of the inset poppet valve image in Figure 2-20. The TKE 

provided a scalar quantity to measure the relative strength of eddies in the flow and was used as a 

basis to compare turbulent swirl for different poppet valve designs. Figure 2-20 summarizes the 

 

Figure 2-21. TKE fields and velocity vectors for flow fields generated by candidate poppet 
valves. 
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TKE values for an array of V1/V2 values, each with a poppet valve opening distance of 0.25 in. 

Additional simulations with changes to the opening distance exhibited the same trend shown in 

Figure 2-20, of increasing mass averaged TKE values with increases in V1/V2. The optimum 

opening distance was determined experimentally through a light scattering experiment that is 

subsequently described. The simulations led to selection of the poppet valve design with V1/V2 = 

1.43. This model is marked in Figure 2-20, and it can be seen the model has a comparatively 

large TKE value (0.0134 J/kg) and a relative minimum for surface area (1.718 in2). 

Figure 2-21 displays the TKE field near the poppet valve for three candidate designs, 

including the selected design (V1/V2 = 1.43). The figure also describes the region of focus for 

which velocity vectors are presented. The flow fields clearly depict the swirling motion 

generated as the flow emerges from the poppet valve, and that the intensity of the motion is 

greatly enhanced for the selected design relative to the other candidates. The steady-state 

solution presented here cannot capture the inherently unsteady nature of the turbulence and 

vortex shedding; however, the models are sufficient when comparing relative swirling motion as 

a design criterion for the poppet valve. 

Poppet Valve Opening Distance Optimization 

The CFD simulations identified the poppet valve design for maximizing turbulence in the 

combustion chamber, but gave no direct indication of the overall aerosol distribution uniformity 

in the combustion chamber or the optimized poppet opening distance. We qualitatively addressed 

these questions by directing a laser light sheet (8 mW He-Ne) through an aerosol flow and 

imaging the light scattered by the aerosol droplets for three different opening distances: 1/8”, 
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3/16” and 1/4”. The poppet valve assembly was attached to a glass tube for optical access, and 

the light sheet was directed vertically through the center plane of the glass tube. All of the tests 

were conducted with aerosol flow rates 0.15 kg/hr and air flow rates of 10 SCFH, corresponding 

to a flow velocity of 0.28 m/s. 

Figure 2-22 shows two representative images for each of the opening distances tested. 

The image for the 1/4” opening distance clearly shows the aerosol droplets are entrained in the 

turbulent eddies, but the droplets are not uniformly distributed in the plane. By reducing the 

opening distance to 3/16”, we observed light scattering from a large portion of the imaged plane, 

indicating a more uniform distribution of aerosol in the chamber. Reducing the opening to 1/8” 

 

Figure 2-22. ICCD camera images of laser light scattered from aerosol droplets in a glass 
tube. Two representative images appear for each poppet valve opening distance. 
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also showed light scattering from a larger portion of the imaged plane when compared to the 1/4” 

opening distance. However, the scattered light intensity decreased for the 1/8” opening distance 

when compared to a 3/16” opening. We suspect this occurs because more aerosol droplets settle 

on the back of the poppet valve for the 1/8” opening distance thus reducing the aerosol loading in 

the chamber. The tests determined that a 3/16” opening distance maximized droplet loading and 

uniformity of aerosol distribution. Based on this conclusion, all aerosol ignition tests in the RCM 

were performed with a 3/16” poppet opening distance. Tests to quantify aerosol loading in the 

chamber have been carried out separately.  

2.4.2. Test Protocol 

Aerosol test charges are prepared in a continuous flow operation. With the piston in a 

fully-retracted position, the poppet valve and outlet valve are opened and the chamber is purged 

with air for several minutes. After the purging period, the initial test pressure is established by 

throttling the flow to the vacuum pump, and aerosol generation begins. The aerosol is generated 

by a Sono-Tek 120 kHz ultrasonic nozzle which is capable of generating an 18 µm median 

droplet diameter for water with a flow rate of 3 – 5 in/s. The nozzle is positioned downstream of 

the flow, and the aerosol is carried into the chamber by the incoming flow. A syringe pump 

(Fisher Scientific, 14-831-200) delivers liquid to the nozzle at a constant rate of 30 mL/hour for 

all tests, and the aerosol filling proceeds for a prescribed time to achieve a given bulk 

equivalence ratio. During the filling period, the piston is balanced in the retracted position 

through intense pressure in the hydraulic chamber and pneumatic chamber. The sudden relief of 

pressure in the hydraulic chamber causes the piston to lunge forward, dramatically increasing the 

temperature and pressure to conditions where the fuel aerosol is vaporized and autoignition 

occurs. 
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2.5. Kinetic Modeling of Rapid Compression Machine Data 

2.5.1. Specification of the Effective Volume 

Kinetic modeling of rapid compression machine data is an important step for comparing 

experimental results with kinetic predictions to check the viability and accuracy of the kinetic 

models. For the purposes of this work, the kinetic models have been used with proposed jet fuel 

surrogates to assess their ability to reproduce the observed ignition behavior. An essential 

element of this modeling is the specification of an effective volume profile that accounts for the 

heat losses from the RCM test chamber during compression and the post-compression period. 

The approach for specifying the effective volume profile has been published in previous work, 

and is summarized here. 

The creviced piston in the RCM is employed to swallow the roll-up vortex formed at the 

periphery of the chamber during the compression and to support the validity of the adiabatic core 

hypothesis [27]. According to this hypothesis, heat losses from the RCM are restricted to a thin 

boundary layer at the chamber walls, and the gas core within the test chamber undergoes 

adiabatic compression. The heat losses lead to an overall reduction in measured cylinder pressure 

relative to a charge undergoing truly adiabatic compression, and serve as a global indicator of the 

non-adiabaticity of the compression. Under this assumption, the measured pressure (pc), initial 

pressure (p0) and known initial volume (V0) can be used to calculate the effective volume profile 

(Veff) up to the end of compression as 

 �
1
𝛾
𝑑𝑝
𝑝

𝑝𝑐

𝑝0
= 𝑙𝑛

𝑉𝑒𝑓𝑓
𝑉0

. (2-1) 
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The effective volume profile calculations depend on the specific heat ratio (γ), which can be 

calculated using temperature-dependent thermophysical property data [31]. The compressed 

temperature (Tc) needed as input for these calculations may also be calculated numerically using 

a second adiabatic compression relationship, 

 �
𝛾

𝛾 − 1
𝑑𝑇
𝑇

𝑇𝑐

𝑇0
= 𝑙𝑛

𝑝𝑐
𝑝0

, (2-2) 

where T0 is the initial charge temperature. Once the piston reaches TDC, it is locked in place by 

the excess pneumatic pressure acting on the back of the piston assembly. The effective volume 

during the post-compression period is modeled as an adiabatic expansion process, yielding a time 

(t) dependent volume expansion profile (vexp) as 

 

Figure 2-23. Sample effective volume profiles. Inset compares an effective volume profile 
with the corresponding pressure data over the same time interval. 
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 𝑣𝑒𝑥𝑝(𝑡) = �
𝑝(0)
𝑝(𝑡)

�
1/𝛾

 (2-3) 

where t = 0 corresponds to TDC. The experimentally-derived volume expansion profile is fitted 

with a polynomial function (vp) to eliminate unwanted disturbances in the volume profile that 

arise from noise in the data.  The effective volume calculated at TDC, Veff(0), is coupled with the 

polynomial fit to calculate the time-dependent effective volume after TDC as 

 𝑉𝑒𝑓𝑓(𝑡) = 𝑉𝑒𝑓𝑓(0) ∙ 𝑣𝑝(𝑡). (2-4) 

The outlined approach has been used to calculate all of the effective volume profiles used 

for modeling purposes in this work. Seven of these calculated profiles appear in Figure 2-23, 

each for a unique compression ratio. The profiles show the rapid change in volume during the 

 

Figure 2-24. Comparison of the pressure evolution for a reactive experiment, an inert test used 
to create an effective volume profile, and a kinetic simulation based on the effective volume 
profile. 
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compression process leading up to TDC. Once the piston arrives at TDC, there is a slow volume 

expansion process as additional heat is lost to the surroundings. The inset of Figure 2-23 displays 

a normalized volume profile and the pressure data in the corresponding time interval. The heat 

loss in the post-compression period is evident by the loss in pressure that occurs after TDC. 

Due to the evolving reaction and conditions in a RCM test, a reactive test cannot be used 

to create an effective volume profile. Instead, the effective volume profile for a given test must 

be created by running a separate inert test in which all of the oxygen is replaced by nitrogen. All 

other conditions of the inert test mimic those of the reactive test. The effective volume profiles 

calculated in this manner are used as input to the kinetic simulations where the energy equation 

is solved for each instant in time. Sample kinetic modeling results appear in Figure 2-24 where 

they are compared with experimental data and the inert trial used to construct the effective 

volume profile. The data and simulation predictions are results obtained as part of the bio-

synthetic jet fuel study presented in Chapter 3. The data clearly demonstrate that the heat loss 

characteristics of the inert case (no oxygen) reflect the heat loss behavior for the reactive 

experimental test.  

2.5.2. Chemical Kinetics Software Packages 

The chemical kinetics simulations conducted as part of this work have been completed in 

CHEMKIN 4.1, CHEMKIN PRO, or Cantera 1.8. The CHEMKIN software packages are 

commercially-sold by Reaction Design, and offer many prepackaged reactor models that are 

intended for simulating specific burner geometries or idealized flow conditions. CHEMKIN is 

the de facto standard for conducting gas phase kinetic simulations and published mechanisms 

and thermodynamic data are often published in a format amenable to being used as CHEMKIN 

input. Simulations of the RCM utilize the Closed Homogeneous Reactor model by specifying the 
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initial conditions of the test and by supplying the effective volume profile used to constrain the 

volume of the reactor. CHEMKIN solves the energy equation over a specified time interval to 

calculate system temperatures, pressure, and species concentrations. 

Cantera 1.8 is a powerful, open-source software package for simulating chemical kinetic 

phenomena. The Cantera object-oriented framework is flexible, easily modified, and may be 

called from codes written in Fortran, C++, Python, and MATLAB. Cantera is equipped with a 

built-in internal combustion engine model which accepts a polynomial function to describe 

piston velocity. The Cantera simulations conducted in this work have used effective volume 

profiles to calculate the RCM piston velocity as described by Mittal [13]. The calculated velocity 

profile serves as a basis for fitting a high-order polynomial describing the piston velocity, which 

is used with Cantera to describe the motion of the RCM piston during the kinetic simulation. The 

appendix includes Python codes developed to calculate and fit the piston velocity profile based 

on effective volume data (pistonVelociy.py), and to conduct a kinetic simulation in Cantera using 

the polynomial input (jp8_ranzi.py). 

2.5.3. Surrogate Fuels 

Simulating the ignition kinetics of jet fuels and other complex fuel blends is a challenge 

because the fuels are comprised of numerous and often unquantified hydrocarbon components. 

For practical purposes, it is highly desirable to develop a surrogate fuel with a limited number of 

components that reproduces the global ignition behavior of the fuel. Once identified, the 

surrogate fuel may be integrated with large-scale CFD simulations to obtain predictions of the 

real fuel behavior. 
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Surrogate jet fuels are investigated in this work for their ability to reproduce the ignition 

behavior of real conventional and alternative jet fuels. The surrogate fuel components and the 

corresponding kinetic mechanisms for these simulations are summarized in Table 2-1. 

Table 2-1. Jet fuel surrogates and mechanisms tested in this work 

Jet Fuel Surrogate Components Scope of Test 
Jet-A n-dodecane 40.41 % 

iso-octane 29.48 % 
n-propylbenzene 22.83 % 
1,3,5-trimethylbenzene 7.28 % 

Physical surrogate tested in RCM, 
no chemical kinetic simulation. 

JP-8 n-dodecane 73.5 % 
iso-octane 5.5 % 
toluene 10.0 % 
methycyclohexane 10.0 % 
benzene 1.0 % 

Mechanism: Ranzi et al. [32], 
selected due to ability to predict 
NTC behavior as described by Vasu 
et al. [33]. 

Camelina HRJ 
& Tallow HRJ 

2-methylundecane 90. 0 % 
n-dodecane 10.0 % 

Mechanism: Sarathy et al. [34], 
selected because only known 
mechanism that can accommodate 
high molecular weight branched 
alkanes 
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Chapter 3:  
IGNITION CHARACTERISTICS OF 

CONVENTIONAL AND BIO-DERIVED JET FUELS 

3.1. Introduction & Background 

Major initiatives are underway in the U.S. to reduce reliance of foreign energy sources. 

These initiatives are primarily focused on the transportation sector, and often seek to replace 

conventional petroleum-based fuels with alternative fuels. Military logistics are a major 

component of these initiatives, and due to the large volume of jet fuel consumed annually by the 

U.S. Department of Defense, provide an excellent opportunity to displace a significant portion of 

conventional fuel consumption. In FY09, the Department of Defense consumed 3.9 billion 

gallons of jet fuel at a cost $7.3 billion [35]. Approximately 64 % of this fuel was consumed by 

the U.S. Air Force (USAF) [36]. Jet fuel has traditionally been refined from petroleum, largely 

from foreign sources, and the USAF recognizes the potential benefits that may be realized by 

replacing conventional jet fuel with alternative, domestically-produced fuels. To this end, the 

USAF is certifying the existing aircraft fleet to use 50:50 blends of JP-8 with synthetic jet fuel 

(Fischer-Tropsch-derived, S-8), and is conducting tests to use blends that would include bio-

derived jet fuel. The USAF is currently procuring hydrotreated (hydroprocessed) renewable jet 

(HRJ) fuels created by hydroprocessing a biological feedstock of either camelina seed oil or 

tallow. These HRJ fuels, also referred to as bio-synthetic paraffinic kerosene (bio-SPK) or 

hydroprocessed esters and fatty acids (HEFA), are characterized by their high ratio of branched 

to normal paraffins and by their lack of aromatics and oxygenated compounds and limited 

cycloparaffins. 
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The certification of a new fuel for full-scale deployment requires extensive testing and 

modeling work which rely on kinetic models describing the chemical reactivity of a fuel under a 

broad range of test conditions. Ignition delay measurements which support these models are 

ideally obtained in premixed systems, and the most commonly used devices to obtain these data 

are rapid compression machines and shock tubes. However, there is a lack of this type of 

fundamental data to support and validate kinetic mechanisms, largely because of challenges in 

forming a premixed charge of non-volatile fuels (i.e., conventional and alternative jet fuels), in 

these test devices. The creation of a premixed fuel and air charge for these fuels requires 

preheating of the fuel to vaporize all of the components. However, the heat must be carefully 

applied to the system because excessive temperatures lead to concerns regarding thermal 

decomposition of the fuel, especially for high molecular weight compounds. The risk of 

decomposition is increased by the conventional use of a mixing vessel which is heated for 

several hours during batch premixture preparation and testing. These limitations have thus far 

prohibited ignition delay measurements for high molecular weight fuels (e.g., C16 - C20 

hydrocarbons, alkyl esters from biodiesel), and have restricted measurements for kerosene-type 

middle distillates to low and moderate equivalence ratios. 

In this work, the new DTC method for preparing a reactive charge directly in the RCM 

has been proposed and characterized in § 2.2. The method has been specifically designed for 

creating premixtures with non-volatile fuels, and it provides an efficient means for measuring 

ignition delays at a broad set of test conditions. The objectives of this study are to use the DTC 

approach to investigate the autoignition characteristics of the conventional jet fuels Jet-A and JP-

8, as well as the alternative camelina-derived HRJ and tallow-derived HRJ fuels. The ignition 

delay measurements for the conventional fuels will be compared with literature data to check for 
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consistency, and the comparison of JP-8 with HRJ fuels will be used to show that despite similar 

boiling ranges between the fuels, the ignition characteristics of these fuels are distinct. The 

integration of HRJ fuels with existing aircraft will require advanced modeling work that accounts 

for its unique autoignition behavior relative to JP-8, and this study proposes a useful method for 

obtaining this data. Furthermore, to minimize the complexity of modeling the ignition behavior 

of the numerous hydrocarbon components within the HRJ fuels, simulations will be performed 

using a simple, 2-component surrogate to evaluate the potential for predicting the ignition 

behavior of the bio-synthetic HRJ fuels. 

To conclude this introduction, we note that this study is largely devoted to the 

characterization of a new test approach and a comparison of the autoignition characteristics of 

JP-8 with bio-derived military-grade jet fuels. For this reason, we provide only brief comments 

regarding prior studies of JP-8 and Jet-A autoignition chemistry.  The reader is directed to the 

work of Dagaut et al. [37], which provides a comprehensive review of these experimental and 

modeling studies. Since its publication, new measurements of jet fuel ignition delays have been 

published, including RCM measurements by Kumar et al. [2] and shock tube measurements by 

Kahandawala et al. [38], Dean et al. [39] and Vasu et al. [33]. Additional Jet-A ignition delay 

measurements from both a RCM and a shock tube have been published by Dooley et al. [3] as 

part of a major initiative aimed at developing a jet fuel surrogate. 

3.2. Test Fuels 

Ignition delay times were measured in this study for the commercial jet fuel, Jet-A, the 

conventional military jet fuel, JP-8, and for the two military-grade hydrotreated renewable jet 

fuels, camelina HRJ (CHRJ) and tallow HRJ (THRJ). The properties of these fuels are 
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summarized in Table 3-1. The fuel samples have been furnished by the Air Force Research 

Laboratory at Wright Patterson Air Force Base, and carry the standard identifiers of POSF-4658  

Property 
Jet-A 
(POSF 4658) 

JP-8 
(POSF 6169) 

Camelina HRJ 
(POSF 6152) 

Tallow HRJ 
(POSF 6308) 

Molecular Formula 
(estimated) † 

C12.15H23.77 C11.89H23.06 C11.51H24.96 C12.59H27.10 

Heat of Combustion 
(LHV) 

43.2 MJ/kg 43.4 MJ/kg 44.1 MJ/kg 44.1 MJ/kg 

Hydrogen Content 
(% mass) 

14.1 14.0 15.4 15.3 

Specific Gravity 0.806 0.798 0.752 0.758 
Flash Point 51 ○C 46 ○C 43 ○C 51 ○C 
Freezing Point -48 ○C -50 ○C < -77 ○C -62 ○C 
Distillation 
 Start 

 10 % 

 50 % 

 90 % 

 Complete 

 
-- 

180 ○C 
212 ○C 
251 ○C 
274 ○C 

 
158 ○C 
177 ○C 
203 ○C 
241 ○C 
268 ○C 

 
151 ○C 
161 ○C 
182 ○C 
237 ○C 
259 ○C 

 
165 ○C 
179 ○C 
210 ○C 
243 ○C 
255 ○C 

Cetane Number ‡ 47.1 [3] 38 – 49 [40-41] 53.9 -- 

Cetane Index 
ASTM 4737, Proc. B 

48.5 49.7 63.6 66.7 

† Calculated using method proposed by Rao [42]. 
‡ Data represent both cetane numbers and derived cetane numbers 
 
(Jet-A), POSF-6169 (JP-8), POSF-6152 (CHRJ), and POSF-6308 (THRJ). A total ion 

chromatogram for each of these fuels appears in Figure 3-1. The Jet-A and JP-8 TICs are 

characterized by large peaks for each of the normal hydrocarbons between C8 (n-octane) and C16 

(n-hexadecane). The other peaks correspond to iso-paraffins, cycloparaffins, and aromatics (Jet-

A: 19 %-vol, JP-8: 15.7 %-vol). The TICs for the HRJ fuels are distinctly different, and the data 

show evidence of the high ratio of branched to normal paraffinic content that is characteristic of 
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HRJ fuels [43-44]. In fact, these HRJ fuels are expected to consist almost entirely of branched 

and normal paraffins with aromatics and olefins together comprising less than 1 % of the fuel 

blend [43]. The TIC data have been analyzed to estimate that the camelina HRJ and tallow HRJ 

fuels both have a branched to normal paraffin mass ratio of approximately 90:10 [44]. Although 

not apparent in the TIC data, cycloparaffins do constitute a small amount of the CHRJ (10 %) 

and THRJ (2 %) fuels [43]. 

The property data describing the jet fuels in Table 3-1 highlight three distinctive features 

about HRJ fuels. First, the HRJ fuels experience improved cold-flow properties relative to 

 

Figure 3-1. Total ion chromatograms for Jet-A, JP-8, camelina HRJ, and tallow HRJ. 
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conventional jet fuels due to the high level of branched to normal paraffinic content. This 

property is manifest in the reduced freezing point for the CHRJ and THRJ compared to JP-8 and 

Jet-A. Second, the lack of aromatics and fully-paraffinic nature of the HRJ fuels leads to 

enhanced ignition quality which is evident in the derived cetane numbers and cetane indices. 

Finally, HRJ fuel density is low relative to conventional jet fuels, which translates into less 

energy for a given volume. This is considered a detriment to usability because the range payload 

of an aircraft is impaired when using HRJ fuels [45]. 

3.2.1. Average Molecular Formulae Estimation 

For testing and analysis purposes, the fuel average molecular formulae must be known to 

estimate equivalence ratios and prepare reactive mixtures. In lieu of performing extensive 

chemical analysis, the average molecular formulae have been estimated using an approach from 

the literature which uses distillation data and specific gravity data as inputs to calculate the 

average molecular weight of a petroleum blend [42]. This approach is coupled with the fuel 

specification data describing the hydrogen content (%-mass) to determine the average molecular 

formulae. All of the required data for these calculations appears in Table 3-1. The approach for 

estimating the average molecular weight has been published by Rao, and it seeks to correlate the 

average molecular weight (M) as a function of mixture boiling point (Tb), 

 𝑀 = �𝑇𝑏 𝐴� �
𝐵

 (3-1) 

The parameters A and B in Equation 3-1 are calculated based on the molal average boiling point, 

TM, as described by Rao [42]. All of the required equations appear in the original publication, 

except for a definition of the volumetric average boiling point, which we have defined as 
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 𝑇𝑉 =
𝑇10 + 𝑇50 + 𝑇90

3
, (3-2) 

where T10, T50 and T90 correspond the temperatures (K) at which 10 %, 50 %, and 90 %, 

respectively, of the volume is recovered during distillation. 

 Using this approach, the fuel average molecular formulae for Jet-A, JP-8, CHRJ and 

THRJ have been estimated as C12.15 H23.77, C11.89H23.06, C11.51H24.96, and C12.59H27.10, 

respectively. These formulae are used to prepare a reactive charge in the RCM with a given 

equivalence ratio. However, it should be noted that the test mixtures have been created on a mass 

basis, and these molecular formulae are used only to calculate the corresponding equivalence 

ratios and mole fractions that are required for the compressed temperature calculations. The 

author notes that the average molecular formulae do confirm an important expectation regarding 

the fuel compositions. The estimated molecular formulae for the HRJ fuels closely follow 

CnH2n+2, which is the characteristic formula for the normal and branched paraffins expected to 

largely comprise the HRJ fuels. The estimated formulae for Jet-A and JP-8 indicate a lower 

carbon-to-hydrogen ratio than for the CHRJ fuel, and are a result of the olefins, aromatics, 

cycloparaffins found in conventional jet fuels. 

3.3. Experimental Test Conditions 

Ignition delay measurements have been made in the RCM for JP-8, CHRJ and THRJ 

fuels at compressed temperatures of 625 K ≤ Tc ≤ 730 K, compressed pressures of pc = 5, 10 and 

20 bar, and at equivalence ratios of φ = 0.25, 0.5 and 1.0. All reactive charges have been 

prepared in synthetic dry air, 21 % O2 and 79 % N2. The compressed temperatures and pressures 
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are attained through a combination of changes in compression ratio and by changing the initial 

temperature and pressure of the charge. Initial temperatures between 110 °C and 135 °C were 

selected to ensure complete fuel vaporization, which has been confirmed using GC/MS analysis 

as discussed in § 2.2.1. The upper limit of tested compressed temperatures was selected to avoid 

first stage ignition activity during the compression stroke. Such an occurrence prohibits use of 

the ignition delay definition, and prevents accurate assignment of a compressed temperature. The 

investigated test conditions are graphically-summarized in Figure 3-2 relative to other jet fuel 

oxidation studies. Based on the figure, it is seen that the tests are focused on the low temperature 

and low-to-moderate pressure regions. 

 

 

Figure 3-2. Summary of test conditions investigated in this work and in prior studies 
published in the literature for JP-8, Jet-A and kerosene. 
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3.4. Kinetic Modeling for Jet Fuel Surrogates 

3.4.1. JP-8 Fuel Surrogate 

The experimental measurements of JP-8 ignition delays have been complemented by 

ignition delay calculations from a kinetic model, primarily to identify the role of the compression 

process in determining the ignition delay. To represent the complex hydrocarbon blend of JP-8, 

the simulations utilize the JP-8 surrogate (Violi #3) proposed by Violi et al. [46], which is 

described in the previous chapter in Table 2-1. The hydrocarbon kinetic mechanism published by 

Ranzi et al. [32] is used for the simulations, which is comprised of 10,951 reactions, representing 

365 species. The simulations were conducted in CHEMKIN 4.1, and the compression process 

and heat losses are accounted for by specifying an effective volume profile as described in § 

2.5.1. Results from these simulations appear in Figure 3-4 and will be discussed in the § 3.6. 

3.4.2. HRJ Fuel Surrogate 

Kinetic modeling has been used to evaluate the potential of using a 2-component 

surrogate fuel to predict the ignition behavior of the bio-synthetic HRJ fuels. The major species 

in the HRJ fuels are n-paraffins and iso-paraffins, and analysis of the TIC in Figure 3-1 yielded a 

composition estimate for both the CHRJ and THRJ fuels of 10 % n-paraffins and 90 % iso-

paraffins when cycloparaffins are neglected. This estimation is consistent with data in the 

literature [43], and has been chosen as basis for setting the surrogate fuel composition. 

Considering the average molecular formulae presented in § 3.2.1, we propose using a surrogate 

fuel blend of two C12 hydrocarbons: 10 % n-dodecane and 90 % 2-methylundecane. 

The proposed surrogate has been used with the kinetic model of Sarathy et al. [34] for 

modeling the oxidation of 2-methylalkanes. The kinetic mechanism consists of 7171 chemical 
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species and 31,669 reactions and includes refined chemistry for C8 – C16 n-alkanes [47]. We 

have selected this mechanism because to our knowledge, no other mechanism exists which can 

accommodate high molecular weight iso-paraffins. However, we note that validation studies 

published with the mechanism considered fuels of only modest molecular weight: 2-

methylhexane, 2-methylheptane, and n-octane. The authors suggest that validation using these 

fuels is representative of the class of 2-methylalkanes, and that the results can be considered 

valid for larger 2-methylalkanes where the same reaction rate rules have been applied [34]. 

The kinetic simulations have been conducted in CHEMKIN PRO using the closed 

homogeneous batch reactor model. Heat loss from the RCM has been considered in these models 

by including a volume expansion term in the effective volume profiles that constrain the volume 

during the CHEMKIN simulations. Details of this approach were described in § 2.5.1. 

3.5. Data Analysis and Uncertainty 

3.5.1. Adiabatic Core Hypothesis and Compressed Temperature Calculations 

For a purely vapor charge, the compressed temperature can be predicted by assuming a 

core region of the charge is isentropically-compressed.  Previous studies have demonstrated the 

adiabatic core hypothesis is theoretically valid in a RCM [24], and Mittal and Sung have 

experimentally demonstrated that the use of a creviced piston supports the hypothesis [15]. 

Under the existence of an adiabatic core, the compressed temperature can be calculated by 

 �
𝛾

𝛾 − 1
𝑑𝑇
𝑇

𝑇𝑐

𝑇0
= 𝑙𝑛

𝑝𝑐
𝑝0

, (3-3) 

where T is temperature, γ is the specific heat ratio (Cp/Cv), p is pressure, and the subscripts 0 and 

c correspond to initial and compressed conditions, respectively. It should be noted that the 
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compressed temperature (Tc) in Equation 3-3 is not the temperature of an adiabatically-

compressed charge. Heat loss is occurring during the compression process and is accounted for 

by the experimentally-measured pressure (pc). 

3.5.2. Ignition Delay Definition 

The primary measurement derived from RCM test data is the ignition delay. In this 

section, we provide a standard definition of the ignition delay periods so the results from all tests 

may be compared without ambiguity. This is especially important when two-stage ignition 

behavior is observed, as it was for all tests in this study. For ignition events of this type, multiple 

ignition delay periods are defined to fully characterize the ignition event. As illustrated in Figure 

3-3, the first-stage ignition delay (τ1) is defined as the time period between the end of 

compression and the maximum rate of pressure rise due to first-stage ignition activity. The end 

of compression is identified as the time when the time derivative of the pressure (dp/dt) becomes 

negative. The second-stage ignition delay (τ2) is defined as the time duration between the end of 

τ1 and the maximum rate of pressure rise due to the second stage of ignition. The overall ignition 

delay period is referred to as τ = τ1 + τ2, and is illustrated in Figure 3-3.  

Figure 3-3 also reveals the high frequency oscillations present in the raw pressure data, 

which arise from the extreme impulsive load on the pressure transducer during ignition. These 

oscillations are similar in nature to the oscillations observed in homogeneous charge 

compression ignition engines when excessive pressure rise rates exist during combustion [48]. It 

is desirable to filter these oscillations for more straightforward data analysis. As an example, the 

raw pressure data in Figure 3-3 is complemented with the same dataset after a filtering option. 
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The data have been filtered using a low-pass Butterworth filter with a 5000 Hz cutoff frequency, 

which has additionally been applied to all datasets in this study prior to calculating the ignition 

delay periods. Filtering the data simplifies identification of the inflection points in dp/dt, and 

does not eliminate or alter any critical information from the data, such as the timing of top dead 

center or the timing of pressure rise due to ignition. 

 

3.5.3. Thermophysical Properties 

The JP-8 and CHRJ fuels are complex mixtures of hundreds of hydrocarbon components. 

It is rare that a single isomeric compound comprises more than 5 % of the mixture [49]. With the 

exact composition unknown, the ideal gas heat capacity is often estimated using a surrogate 

 

Figure 3-3. Sample pressure history data and pressure derivative data (dp/dt) illustrating the 
filtering operation and the ignition delay definitions for τ1, τ2, and τ. 
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blend with a limited number of components. The five-component JP-8 surrogate mixture (Violi 

#3) proposed by Violi et al. [46] has been used in this study to estimate the compressed 

temperatures of JP-8 and oxidizer gas mixtures. The composition of this surrogate is listed in 

Table 2-1. For the HRJ fuels, which are greater than 99 % paraffinic, we can calculate Tc using 

the thermophysical properties of any single paraffin. This is true because mixtures have been 

made by injecting a known fuel mass, and subsequently calculating fuel mole fractions from the 

molecular weight estimations that are based upon the proposed average molecular formulae. 

Although each paraffin has a unique constant-pressure heat capacity (Cp), weighting the values 

by their respective fuel mole fractions (Xf) makes the differences in Xf · Cp negligible. For this 

type of calculation, we have used the thermophysical property data of n-dodecane [31]. 

3.5.4. Experimental Uncertainty 

All test conditions are repeated a minimum of three times, and the standard deviations of 

the measurements are represented by error bars when presenting results in the following section. 

Total ignition delay measurements were repeatable to within ±5 % and first stage ignition delay 

measurements were repeatable to within ±8 %. The main uncertainty in the experiments is the 

calculation of a compressed temperature as a reference for comparing datasets. The compressed 

temperature calculations are influenced by uncertainties in initial temperature (±3 K), initial 

pressure (±0.08 %), initial volume (± 0.004 L), compressed pressure (±0.3 bar), injected fuel 

mass (±3 %), and thermophysical property data (±0.5 %). These inputs have been used to 

calculate the uncertainty in the compressed temperature as ±1.25 % (8 – 9 K), which is 

represented by error bars in subsequently presented data. 
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3.6. Experimental Results & Surrogate Model Predictions 

3.6.1. Comparison of Ignition Delay Measurements with Literature Data 

For the new DTC charge preparation approach proposed in this work, it is desirable to 

obtain ignition delay data that can be compared with prior measurements in the literature using a 

batch-based mixture preparation approach. There is an abundance of published Jet-A ignition 

delay data for test conditions near 20 bar, which we have used for comparison. Discrepancies in 

test pressures are reconciled in the comparison by scaling all of the literature ignition delays as τ 

~ 1/pc. We expect this scaling may be too simplistic, and may obscure the comparison; however, 

in the absence of more comprehensive data, it is a good starting point considering its widespread 

use in the literature [39,50]. The results of this first comparison motivated an additional 

comparison to be made for JP-8 at the lower compressed pressure of 7 bar. Existing ignition 

delay measurements published in the literature were recorded at a compressed pressure of 7 bar, 

and this serves as an additional direct comparison for data measured in a rapid compression 

machine without any pressure scaling requirements. 

Autoignition Behavior of Jet-A and Air at a Compressed Pressure of 20 bar 

Figure 3-4 shows the ignition delay data measured in the RCM for stoichiometric 

mixtures of Jet-A and air at a compressed pressure of 20 bar. All measurements were taken at 

low compressed temperatures (670 – 750 K) by compressing a mixture with an initial 

temperature of T0 = 135 °C. Overall, the datasets from the literature exhibit good consistency at 

high temperatures, but the agreement deteriorates at low temperatures where peroxy chemistry 

dominates. The measured ignition delays from this study are shorter than published by other 

authors. We speculate that the variability between the measurements may be a result of three 
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different effects. First, error may be introduced by scaling the data, where we assume the ignition 

delay exhibits a pn dependency with n = -1.0. Although this dependency is commonly used, 

preliminary kinetic modeling results using the Ranzi mechanism [32] and the Violi #3 [46] 

surrogate suggest that for our tested temperature range, the pressure dependence is much less and 

that on average n = -0.4. It is worth noting, that the agreement between the datasets improves for 

exponents greater than n = -1.0. Second, some of the ignition delay data compared in Figure 3-4 

 

Figure 3-4. Comparison of Jet-A ignition delay measurements in the RCM with data 
published in the literature. Simulations using a JP-8 surrogate investigate the influence of 
compression on the ignition delay time. 

c

c
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were measured in shock tubes (ST). Shock tubes do not rely on the mechanical compression 

process used in a RCM which can initiate fuel oxidation reactions during the late stages of 

compression. These effects are generally considered negligible for fuels exhibiting longer 

ignition delays (> 10 ms), but the early reaction may be significant for the measurements we 

have reported. To consider the influence of compression, chemical kinetics simulations have 

been conducted for two sets of cases. The first simulation set uses compression to generate the 

conditions at TDC, while the second set is treated as a constant volume bomb with the conditions 

at TDC used as the initial conditions in the simulation. These simulations utilized the Violi #3 

JP-8 surrogate formulation [46] and the hydrocarbon mechanism proposed by Ranzi et al. [32]. 

The purpose of these simulations is only to consider the effects of compression, thus variations in 

the Jet-A and JP-8 chemical components are not expected to influence the findings. Absolute 

comparisons of the ignition delay measurements and predicted values are not the intended for 

these calculations. The simulation results appear in Figure 3-4 and clearly indicate that the 

compression process plays a more important role in determining the ignition delay as the 

compressed temperature increases. The simulations also corroborate our finding that additional 

measurements at higher temperatures are prohibited in the RCM because τ1 approaches zero, 

which prevents the assignment of reaction conditions at TDC. Overall, the simulations 

demonstrate that the compression process is not responsible for the discrepancy between the 

datasets across the entire range of test conditions, particularly at lower compressed temperatures. 

The final point to consider when comparing the data in Figure 3-4 is that each study has 

vaporized the fuel using unique initial temperatures and fuel vessel residence times. Some, but 

not all of these studies have included GC/MS analysis to confirm the fuel composition in the test 

device, and as we have noted, this may be of consequence for test mixtures which are heated for 
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hours, thus increasing the opportunity for thermal decomposition of the fuel. The likelihood of 

thermal decomposition of a fuel increases with the number of carbon atoms in the fuel molecule. 

These same fuel molecules, with increasing numbers of carbon atoms, are known to ignite more 

readily, and elimination of these species from the mixture has the potential to increase the 

ignition delay of the aggregate fuel mixture. The potential increased presence of higher 

hydrocarbon species in our test mixtures may lead to shorter ignition delays relative to other 

studies. 

In spite of the minor discrepancies between the datasets, the comparisons presented in 

this section lead to the important conclusion that the DTC approach yields repeatable ignition 

delay measurements that are generally consistent with our expectations regarding NTC behavior 

and absolute ignition delay times. 

Autoignition Behavior of JP-8 and Air at a Compressed Pressure of 7 bar 

An additional set of ignition delay measurements was taken for JP-8 in air at a 

compressed pressure of 7 bar. This lower pressure facilitates a more direct comparison with 

literature data because ignition delay data from a RCM has been previously published for JP-8 at 

a compressed pressure of 7 bar [2]. A comparison of these two datasets does not require scaling 

for the pressure dependency and can be considered to be more reliable than the comparison 

presented in § 3.6.1. 

An oxidizer-to-fuel mass ratio of O/F = 14.6 was used for the first set of measurements at 

pc = 7 bar, which is similar to the value O/F = 13 used by Kumar and Sung [2]. The data from 

these measurements are compared in Figure 3-5. The τ1 measurements reported in the two 

studies are consistent, but in spite of the similarity in test conditions, there is an approximately 
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four-fold difference in the overall ignition delay measurements. This disparity is quite large 

considering that the comparison in Figure 3-4. shows much better agreement among the data 

produced by the two different RCMs. We investigated the discrepancy in the measurements by 

first considering previously reported data by the authors, which demonstrated that the overall 

ignition delay of JP-8 is sensitive to changes in equivalence ratio, but that the first ignition delay 

period is insensitive to this parameter [51]. As noted, one of the major benefits of the DTC test 

approach is that by loading fuel directly into the test chamber, the fuel concentration is readily 

known, and it can be easily adjusted by altering the number and duration of fuel injections. This 

 

Figure 3-5. JP-8 ignition delay measurements at a compressed pressure of 7 bar compared 
with values published by Kumar and Sung [2]. 
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advantage facilitated additional ignition delay measurements under much leaner conditions with 

an oxidizer-to-fuel mass ratio of O/F = 48.6. These data are reported in Figure 3-5, where τ1 is 

observed to be similar to the τ1 measurements recorded at O/F = 14.6. However, the τ data is 

noticeably longer and approaches the duration reported by Kumar and Sung [2]. The consistency 

in the τ data deteriorates for the measurements at O/F = 48.6 relative to the measurements at O/F 

= 14.6. This occurs because as few as two injections are required to create the premixed charges 

using O/F = 48.6, and shot-to-shot variation in the injector performance becomes an important 

consideration. 

3.6.2. Comparison of Conventional and Bio-synthetic Paraffinic Kerosene Fuels 

Ignition Delay Measurements 

Ignition delay measurements for JP-8, CHRJ and THRJ fuels recorded in this work are 

compared in Figure 3-6a with Jet-A ignition delay measurements reported by Dooley et al. [3]. 

All measurements from this study that appear in Figure 3-6a were taken for φ = 1.0 and a 

compressed pressure of 20 bar. The shock tube measurements reported by Dooley et al. [3] were 

also made at φ = 1.0 and pressures between 14.5 and 25.2 bar. These data have been scaled to 20 

bar using τ ~ 1/p to facilitate the comparison. Ignition delays for the conventional petroleum-

based jet fuels JP-8 and Jet-A are generally consistent, which is not unexpected because the 

compositions of the two fuels are quite similar [52]. The agreement between the two datasets 

improves as the compressed temperature decreases. For shorter ignition delays, specifically those 

less than 10 ms, the measurements in the RCM become increasingly affected by preignition 

reactions that may occur during the late stages of the compression stroke. The shock tube data 

are not influenced by this type of physical process, and we attribute the qualitative deviation in 
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the two datasets to the influence of compression. This hypothesis is meant to address only the 

qualitative nature of the ignition delay trend and not the absolute measurements. We are 

comparing two different fuels and we should not expect perfect congruency between the datasets. 

The JP-8, CHRJ and THRJ fuels data in Figure 3-6 are repeated in the inset figure for 

improved visibility. Error bars have been omitted from these data for clarity. For a given test 

conditions, the JP-8 clearly exhibits a longer ignition delay than either of the HRJ fuels. On 

average, the JP-8 ignition delays are 2 times and 3 times longer than those of the CHRJ and 

THRJ fuels, respectively. These differences are outside the uncertainty range for the 

measurements. The enhanced reactivity of the HRJ fuels relative to JP-8 can be attributed 

primarily to the lack of aromatics in the HRJ fuels. Conventional jet fuel may contain up to 25 % 

aromatics, and the blend of JP-8 tested in this study contained 15.7 % aromatics by volume. The 

findings are consistent with cetane numbers reported in the literature. Published studies have 

reported JP-8 cetane numbers between 38 and 49, while a derived cetane number of 53.9 has 

been obtained for CHRJ fuel using ASTM D6890 [53]. The (derived) cetane number provides a 

measure of fuel ignition quality, and a higher number corresponds to a shorter ignition delay 

time. To our knowledge, no cetane numbers have been reported for THRJ fuel, although a 

derived cetane number of 49.82 has been reported for a 50/50 blend of JP-8/THRJ fuel [54]. The 

same report noted a derived cetane number of 49.22 for a 50/50 blend of JP-8/CHRJ fuel, which 

is a very modest difference (-1 %) from that of the JP-8/THRJ fuel blend. Still, these data 

support the observation in Figure 3-6a that the THRJ fuel ignites marginally-faster than the 

CHRJ fuel at a given temperature. Comparisons of unique data points for these two fuels are 

within the uncertainty range of the measurements, but the overall trend suggests that the ignition 

delays for the fuels are distinct. 
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Additional comparisons of the HRJ fuels appear in Figure 3-6b and 3-6c. The error bars have 

been omitted from these data for clarity, and the authors note that the data for the two fuels at 

any given condition are within the uncertainty range of one another. However, trends within the 

datasets suggest the ignition characteristics of the two fuels are distinct under certain conditions. 

Considering Figure 3-6b, where all measurements have been made at φ = 1.0, the THRJ fuel 

ignition delays are generally shorter than for the CHRJ fuel, especially with decreasing 

compressed temperature. The variation between the datasets does not appear to be influenced by 

the compressed pressure. In Figure 3-6c, where all data have been recorded with a compressed 

pressure of 20 bar, a different pattern appears, in which the ignition characteristics increase in 

resemblance as the charge is made more fuel-lean. Taken together, Figure 3-6b and Figure 3-6c 

indicate that the hydrocarbon distribution of the two HRJ fuels influences ignition characteristics 

only for stoichiometric conditions, and not for fuel-lean mixtures. 

 

Figure 3-6. (a) Comparison of conventional and biosynthetic kerosene fuels. Data for JP-8, 
CHRJ, and THRJ fuels are based on the current work, and the Jet-A data are adapted from the 
work of Dooley et al. [3]. Measurements correspond to p = 20 bar and φ = 1.0. The inset 
figure provides more resolution for the JP-8, CHRJ and THRJ fuels data. (b) Ignition delays 
for CHRJ and THRJ fuels at φ = 1.0 and pc = 5, 10, and 20 bar. (c) Ignition delays for CHRJ 
and THRJ fuels at pc = 20 bar and φ = 0.25, 0.5, and 1.0. 
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Pressure History Data 

Figure 3-7 shows three ignition pressure history curves for both CHRJ fuel and JP-8 at 

compressed pressures of 10 bar and an oxidizer-to-fuel mass ratio of O/F = 14.6. These tests 

have been chosen for comparison because the ignition delay times for JP-8 and CHRJ fuel can be 

compared at similar compressed temperatures. We first note that both the JP-8 and CHRJ fuel 

exhibit a reduction in both τ1 and τ as temperature is increased, indicating that these tests are 

performed outside of the NTC region. The data clearly demonstrate that CHRJ fuel is more 

reactive than JP-8 at a given test temperature. In fact, the total ignition delay measurements for 

the CHRJ fuel tests are shorter than all of the total ignition delay measurements for the JP-8 tests. 

The enhanced reactivity of the CHRJ fuel relative to JP-8 is a result of the lack of aromatics and 

limited cycloparaffins in the CHRJ fuel which tend to decrease the cetane number of a fuel 

 

Figure 3-7. Pressure history and rate of pressure rise curves for ignition of CHRJ fuel (solid 
lines) and JP-8 (dashed lines) in air at similar compressed temperatures. 

0

10

20

30

40

50

 700 K
 688 K
 679 K

 703 K
 690 K
 675 K

JP-8
Pr

es
su

re
 [b

ar
]

CHRJ

0.000 0.005 0.010
0
2
4
6

 

 

dP
/d

t [
ba

r/m
s]

Time [s]



73 
 

blend. Conventional jet fuel may contain up to 25 % aromatics, and the specific JP-8 tested in 

this study contained 15.7 % aromatics by volume.  In addition to the timing of the first stage of 

ignition, it is worthwhile to note that the rate of pressure rise during the first stage of ignition is 

faster for the CHRJ fuel than for JP-8. This is indicative of more vigorous heat release during the 

first stage of ignition. We expect this occurs because CHRJ fuel is composed almost entirely of 

normal and branched paraffins, which are more likely to participate in low temperature ignition 

pathways. Although normal and branched paraffins comprise a significant portion of JP-8, the 

aromatics and cycloparaffins do not generally contribute to low temperature chain branching 

pathways, meaning less energy is released during the first stage of ignition. Ignition behavior of 

this type is relevant for advanced compression ignition engines where the ignition time is 

controlled by fuel kinetics, and these characteristics must be studied further by the U.S. 

Department of Defense before consideration as a single fuel on the battlefield. 

3.6.3. Influence of Equivalence Ratio on Ignition Delay Time Measurements and 
Surrogate Predictions 

Figure 3-8 reports ignition delay measurements for JP-8, CHRJ and THRJ fuels at a 

compressed pressure of 20 bar, and equivalence ratios of 1.0, 0.5 and 0.25. The total ignition 

delays for all of the fuels exhibit an inverse dependence on the equivalence ratio; and 

qualitatively, the φ = 1.0 and the φ = 0.5 tests exhibit more similarity than the φ = 0.5 and the φ = 

0.25 tests for each fuel. The φ = 0.25 test cases for all of the fuels provide evidence of the onset 

of negative temperature coefficient (NTC) behavior, a region which is characterized by a loss of 

reactivity with increasing temperature. No evidence of NTC behavior can be observed in the φ = 

1.0 and the φ = 0.5 tests, although it may be expected to emerge at higher compressed 

temperatures. 
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For the CHRJ and THRJ fuels, the qualitative behavior of ignition delays with changing 

temperature is well-represented by the surrogate fuel simulations, however, the absolute 

magnitudes of the predicted ignition delays do not match measured values. It is worth noting that 

some of the predictions are within the estimated uncertainty of the compressed temperatures, but 

the mechanism predicts ignition delays that are longer than the measurements for all test cases. 

This type of overprediction by the mechanism of Sarathy et al. has been reported in the 

publication describing the mechanism [34], with respect to 2-methylhexane ignition delay 

measurements obtained with a RCM and published by Silke et al. [55]. However, the authors 

make this remark cautiously because the results reported here are for a simplified surrogate that 

can, at best, approximate global behavior. The predictive accuracy of the model cannot be 

directly evaluated with the surrogate data reported here, although empirical feedback can be 

obtained. Typically, we may suggest improvement of the predictions by modifying the surrogate 

composition to include more reactive species (i.e., normal hydrocarbons), although the 

 

Figure 3-8. Ignition delay measurements for (a) JP-8, (b) CHRJ, and (c) THRJ fuels at pc = 20 
bar and φ = 0.25, 0.5 and 1.0. The same set of kinetic simulation results appear in (b) and (c) 
for φ = 0.25, 0.5 and 1.0, using the proposed 2-component surrogate. 
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compositional changes that improve the predictions would not be reflective of the actual blend 

composition. A more realistic representation of the fuel may include di-alkylated paraffins (e.g., 

2,5-dimethyldecane) or cycloparaffins, but these species will have a tendency to increase the 

ignition delay predictions, thus deteriorating the agreement with the data. Furthermore, we may 

not expect dramatic improvements in the predictions because at temperatures below the NTC 

region (~ 750 K), demethylation at the penultimate carbon does little to enhance reactivity, 

especially for alkane chain lengths greater than 7 carbons [50]. This analysis suggests that the 

model generally overpredicts the ignition delay, and that the mechanism may benefit from 

reassessment of the rate constants. 

3.6.4. Influence of Compressed Pressure on Ignition Delay Time Measurements and 
Surrogate Predictions 

Total ignition delays for JP-8, CHRJ and THRJ fuels are shown in Figure 3-9 at 

compressed pressures of 5 bar, 10 bar, and 20 bar. All measurements were taken under 

stoichiometric conditions in air. The ignition delays for all fuels exhibit an inverse dependence 

on compressed pressure, and the 5 bar tests clearly demonstrate NTC behavior with increasing 

compressed temperature. NTC behavior for the JP-8 tests becomes visible near Tc = 700 K, 

while the transition temperature is slightly lower for the HRJ fuels at 680 K. Approaching the 

NTC region from low temperatures, the datasets for each of the compressed pressures begin to 

diverge for all the fuels. The distinction between the datasets arises because of the competition 

between decomposition (i.e., chain-terminating) of the alkyl hydroperoxy radical (QOOH) and 

an oxygen addition reaction (QOOH + O2) with ensuing chain-branching. The competition 

between these pathways is highly pressure-dependent [50], and as the QOOH decomposition 

pathways are activated in the NTC region, the strong pressure dependence emerges. 
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The model predictions using the Sarathy et al. mechanism [34] and the n-dodecane/2-

methylundecane surrogate are included in Figure 3-8b and Figure 3-8c. The model results reflect 

the functional dependence on pressure, including prediction of the pronounced NTC region for 

the 5 bar CHRJ and THRJ fuels test results. Considering the aggregate results, the mechanism 

predictions capture the pressure dependence with more accuracy than the equivalence ratio 

dependence, as presented in § 3.6.3. The best agreement is observed for the 5 bar test cases, with 

the CHRJ fuel ignition delay measurements providing a closer match than those of the THRJ 

fuel. For Tc <  675 K, the mechanism predicts ignition delays that are an average of 8 % shorter 

than the CHRJ fuel measurements, and an average of 4 % longer than the THRJ fuel 

measurements. Entering the NTC region, the predictions diverge for both HRJ fuels to become 

40 % shorter than the experimental measurements. The increased sensitivity to pressure in the 

NTC region is reason to consider lower molecular weight surrogate components such as the C10 

 

Figure 3-9. Ignition delay measurements for (a) JP-8, (b) CHRJ, and (c) THRJ fuels at φ = 1.0 
and pc = 5, 10, and 20 bar. The same set of kinetic simulation results appear in (b) and (c) for 
pc = 5, 10, and 20 bar, using the proposed 2-component surrogate. 
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hydrocarbons, n-decane or 2-methylnonane. Replacement of the C12 hydrocarbons in the 

surrogate with C10 hydrocarbons will tend to increase the ignition delay in the NTC region, 

while having minimal influence at lower temperatures where the agreement is already 

satisfactory. Future work will explore opportunities to improve the ignition delay predictions by 

altering the surrogate fuel composition. 

3.6.5. Global Regression: Ignition Delay Correlations 

Global correlations describing the total ignition delay time have been derived for each of 

the military-grade jet fuels, considering all of the test conditions. Achievement of acceptable and 

useful fits to all of the data, including compressed temperatures approaching the NTC region, 

required that the pressure and equivalence ratio terms in the correlation be defined in terms of 

temperature. The need to couple these terms is apparent when observing the dramatic change in 

pressure and equivalence ratio dependence as temperature changes in Figures 3-8 and 3-9. Prior 

studies have noted that a functional relationship of τ ~ pn is too simple to capture the complex 

pressure dependence across the low-temperature and the NTC region [56], and our data confirm 

this conclusion. We address this challenge by correlating the data using, 

𝜏 = 𝐴 ∙ 𝑝𝑐𝐵+𝐶∙𝑇𝑐𝜑𝐷+𝐸∙𝑇𝑐𝑒𝐹/𝑇𝑐, where A, B, C, D, E, and F are all arbitrary optimization 

parameters. The results of this correlation for each fuel are reviewed in Figure 3-10, where the 

data and correlation are scaled to pc = 20 bar and φ = 1.0 using the correlation parameters. The 

data clearly capture the distinct difference between the JP-8 and HRJ fuels test data, and a more 

subtle difference exists between the two HRJ fuels. 
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3.7. Development of a Commercial Jet Fuel Surrogate 

Detailed kinetic simulation of a real hydrocarbon distillate fuel remains a computational 

challenge, and the most frequently proposed solution is to establish a surrogate fuel that can be 

used to mimic the combustion behavior of the real fuel under a wide set of conditions. 

Significant interest exists in identifying such a surrogate for the commercial jet fuel Jet-A (POSF 

4658), and recent work has conducted extensive experimental comparisons of Jet-A ignition and 

combustion behavior with several potential surrogates [3,57]. A second generation surrogate 

identified as part of a multi-university research initiative has been tested as part of this work. The 

 

Figure 3-10. Global ignition delay correlations for JP-8, CHRJ and THRJ fuels. 

1.4 1.5 1.6

1

10

100

 JP-8
 CHRJ
 THRJ

τ [
m

s]

1000/Tc [1/K]

750 700 650
 Tc [K]

-4.13E-031.862.61 -5.21E-03
EDCB

THRJ
CHRJ
JP-8

A
8.56E-08
2.98E-08 -5.05E-032.61 5.31 -9.43E-03
1.59E-08 -4.33E-032.09 5.78 -1.06E-02

F
9337
9422
9695



79 
 

surrogate composition is defined in Table 2-1 as n-dodecane (40.41%), iso-octane (29.48%), n-

propylbenzene (22.83%) and 1,3,5-trimethylbenzene (7.28%) [57]. 

 

Figure 3-11. Jet-A and surrogate fuel ignition delays. 

 

Ignition delay measurements for Jet-A and the surrogate fuel appear in Figure 3-11, 

where all measurements have been taken at approximately 20 bar. For conditions that deviate 

from this pressure, the data have been scaled to 20 bar assuming τ ~ pc. Figure 3-11 includes 

data both from this work, and data published by Dooley et al. [57], where the measurements have 

been made in both a shock tube and a rapid compression machine. At nearly all temperatures 

tested, the surrogate fuel exhibits a longer ignition delay than the Jet-A. This becomes 

increasingly evident at low temperatures for the RCM measurements. For the shock tube data at 

low temperatures, the opposite is true, and the surrogate fuel exhibits a shorter ignition delay 
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than the Jet-A. It does appear that the shock tube measurements and the RCM measurements 

from this work are trending toward convergence at the lowest tested temperatures, but that the 

influence of compression may account for the deviation as temperature is increased (see § 3.6.1).  

3.8. Conclusion 

A new, efficient approach to preparing combustible premixtures with non-volatile fuels in 

a RCM is described and characterized in this work. In contrast to batch mixture preparation, the 

DTC approach is used to prepare a reactive mixture directly in the test chamber which enables 

the use of lower initial temperatures for testing a given equivalence ratio. This benefit minimizes 

concerns regarding fuel thermal decomposition, and allows testing over a broader set of test 

conditions. Characterization data regarding the DTC approach has been presented in § 2.2.1, 

substantiating the claim that the DTC approach is superior to conventional methods at preparing 

reactive charges in timely manner. 

In this study, the autoignition characteristics of JP-8, CHRJ and THRJ fuels have been 

investigated at low compressed temperatures, low-to-moderate compressed pressures, and at 

fuel-lean and stoichiometric conditions. The ignition behavior of the HRJ fuels is distinct from 

the JP-8 at all conditions, with the HRJ fuels exhibiting a more rapid onset of ignition than the 

JP-8 at a given test condition. The ignition delay measurements of the two HRJ fuels can be 

distinguished under stoichiometric conditions, although these measurements are generally within 

the uncertainty range of one another. For fuel-lean mixtures, the ignition delays for the HRJ fuels 

cannot be distinguished. The data indicate that minor changes in hydrocarbon species 

distribution have little-to-no effect on synthetic fuel autoignition properties under lean 

conditions, which may be of importance as the military considers advanced lean-burn 

technologies and a single fuel for the battlefield. 
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Kinetic modeling results using a 2-component surrogate (10 % n-dodecane/90 % 2-

methylundecane) demonstrate that the functional dependence on compressed pressure and 

equivalence ratio can be represented by the mechanism, but that quantitative agreement is 

lacking for most test conditions. Good agreement between the data and the simulations can be 

achieved for the 5 bar, stoichiometric tests at compressed temperatures below the NTC region. 

The agreement between the data and the predictions may improve within the NTC region by 

substituting all or a portion of the C12 hydrocarbons with lower molecular weight species such as 

C10 hydrocarbons.  
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Chapter 4:  
IGNITION CHARACTERISTICS OF DIESEL AND 

BIODIESEL FUEL SPRAYS 

4.1. Introduction & Background 

News outlets and scientific publications abound with evidence of a deteriorating 

environment and the risk of relying on foreign energy sources [58-60]. A worldwide dependence 

on fossil fuel energy underlies this problem, and must be addressed by displacing fossil fuels 

with alternative fuels. The long-term successful replacement of fossil fuels will require new and 

novel approaches to energy generation. However, short-term solutions must be easily integrated 

with existing energy infrastructure, namely combustion technology. Biodiesel is an example of a 

first-generation biofuel which is being actively pursued as a petroleum replacement for these 

reasons. Biodiesel may be used in existing engines with little to no modification [61], and 

biodiesel offers many advantages relative to petrodiesel. Biodiesel may be derived from 

domestic resources [62-63], it is biodegradable and non-toxic [62,64], it has excellent lubricity 

properties [62,65], and it offers improved safety and handling due to its higher flashpoint (423 

K) relative to petrodiesel (337 K) [66,62]. 

In the U.S., the standard ASTM D6751 governs the specifications of B100 (i.e., 

biodiesel), in which the composition is described as a blend of “mono-alkyl esters of long chain 

fatty acids derived from vegetable oils and animal fats” [67]. This definition accommodates 

some variation in the chemical structure of biodiesel compounds. For example, the lengths and 

saturation characteristics of the fatty acid chains are not uniform for fatty acid alkyl esters 
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(FAAE) derived from a single feedstock. In fact, the exact blend of FAAE this is obtained upon 

transesterification of the vegetable oil or animal fat is often unique for an individual feedstock. 

The FAAE composition of biodiesel can have profound implications, and frequently, competing 

interests must be balanced in the selection of a feedstock. It is well-documented that increasing 

saturation of the fatty acid chain improves the ignition quality of the fuel [68-69], however, the 

increased saturation is a detriment to the cold flow properties because the saturates exhibit higher 

crystallization temperatures [70]. ASTM D6751 also accommodates changes in the length and 

branched nature of the alkoxy chain of the FAAE compounds. The overwhelming majority of 

biodiesel is derived from oil which is transesterified with methanol, leading to methyl esters. 

However, alternatives to methyl esters may be used as a way to improve biodiesel cold flow 

properties. Increasing the length of the alkoxy chain up to four carbons has been shown to 

improve cold-flow properties while simultaneously improving ignition quality relative to methyl 

esters [71,59]. 

An important step to integrating new fuels into existing engines is the ability to model the 

engine operation using the physical properties and chemical ignition properties of the fuels. The 

ignition behavior of a fuel is described in a chemical kinetic mechanism which can be coupled 

with advanced physical models that describe spray breakup, droplet evaporation, and turbulent 

mixing within the engine. Together, these models comprise computational fluid dynamics 

simulations which are essential in the engineering process for the development of new engines. It 

is critical that these models be supplied with accurate kinetic data to achieve meaningful and 

reliable modeling results. However, for some fuels, kinetic data is limited, which is especially 

true for non-volatile fuels such as petroleum-based diesel (petrodiesel) and biodiesel. The lack of 

kinetic data for non-volatile fuels is largely due to the extreme temperatures required to vaporize 
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sufficient fuel quantities to form a premixed charge of fuel and oxidizer gases; these elevated 

temperatures lead to thermal decomposition of the fuel (i.e., fuel cracking). 

Given the challenge of acquiring gas-phase kinetic data for diesel and biodiesel, other 

approaches must be pursued to supplement modeling efforts by developing a practical 

understanding of how the spray ignition properties of these fuels respond to changes in engine 

operating conditions. In this study, a rapid compression machine equipped with a fuel injector is 

used to compare the spray ignition processes of a reference-grade #2 petroleum-based diesel 

(D2), and three biodiesels (BD): canola-derived methyl esters (CME), soy-derived methyl esters 

(SME), and canola-derived butyl esters (CBE). The test conditions created in the RCM for this 

study are consistent with the diesel engine environment, and the ignition delay and heat release 

rate data describe the ignition behavior of these fuels under realistic engine conditions. Although 

the gas phase kinetics are not decoupled from the evaporation process, it has long been 

recognized that molecular-level fuel properties that influence ignition also affect evaporation 

[72-73], and this data fully describes the evaporation and ignition behavior that may be seen in 

an engine. Furthermore, the chemical ignition and evaporation processes in these tests may be 

partially decoupled through heat loss analysis which makes the data more fundamental in nature 

by estimating the first appearance of heat release from the fuel as it ignites. A RCM is a useful 

device for measuring the ignition characteristics of a fuel spray because the test chamber 

achieves a constant volume prior to ignition, and the elevated test temperatures are generated by 

compressing the test gas which leaves the wall temperature nearly unchanged. This is in contrast 

to constant-volume combustion bombs where electrically-heated walls may influence the ignition 

process in combination with the changes in gas temperature [74]. 
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The objectives of this study are to develop a systematic approach for testing fuel spray 

autoignition in a RCM and to use the approach to study the ignition characteristics of BD and D2 

fuel sprays. Three unique biodiesels will be tested to investigate the influence of fatty ester 

composition on the autoignition characteristics of biodiesel. Specifically, the influence of two 

different molecular features will be investigated: (1) the degree of unsaturation in the alkyl chain 

and (2) the length of the alkoxy chain. Biodiesel derived from soybean oil and from canola-seed 

oil differ primarily in the degree of unsaturation, with soybean-derived biodiesel containing more 

esters of the polyunsaturated linoleic acid. These two fuels form the basis for investigating the 

influence of unsaturation on autoignition characteristics. The influence of the alkoxy chain 

length is studied by comparing the autoignition characteristics of methyl esters and butyl esters 

made from the transesterification of canola-seed oil with methanol and n-butanol, respectively. 

The test conditions used to characterize the ignition behavior of these fuels are modeled after the 

thermal and oxidative conditions seen in low temperature combustion (LTC) strategies of clean 

diesel technology. Low combustion temperature conditions (< 1800 K) are sought in LTC to 

avoid NOx formation that is associated with high combustion temperatures in conventional diesel 

combustion [75]. Additionally, LTC modes commonly inject fuel early to allow for additional 

fuel and air mixing time which helps to minimize soot formation during combustion. To prevent 

the fuel from igniting too early, a large amount of cooled exhaust gas recirculation (EGR) is used 

to prolong the ignition delay [76]. The EGR reduces the available oxygen in the cylinder, and as 

such, the test conditions in this study use oxygen fractions of less than 21 %. The results of this 

study will give insight into the autoignition processes of diesel and biodiesel after injection into 

low temperature oxidizing atmospheres, and will contribute to the modeling and development of 

advanced compression ignition engines. It should be noted that the focus of this study is not on 
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the detailed kinetics of biodiesel ignition, but on developing a practical understanding of how 

changes in biodiesel composition affect the aggregate physical and chemical ignition delay. 

Diesel ignition delays have been reported in many prior studies. These data are most 

commonly measured for fuel sprays in RCMs [77-79], combustion bombs [80-82], or motored 

engines [83-85]. The earliest known investigation of diesel ignition delays was completed by 

Wolfer [82] in a combustion bomb. In that work, an ignition delay correlation was proposed in 

Arrhenius-like form. The proposed ignition delay correlation included the total physical delay 

time (atomization, vaporization, and mixing) and the chemical delay time. Since then, many 

studies have appeared in literature with measurements of diesel fuel ignition delay times and 

some with modified coefficients for the Arrhenius ignition delay correlation [83,86,77,87]. Of 

particular relevance to this study are the correlations established using data measured in constant 

volume devices (i.e., RCMs or combustion bombs). The results from these studies will be scaled 

according to the coefficients proposed by the respective authors, and compared with our 

experimental results in a subsequent section. 

Measurement of diesel fuel ignition delays remains a research topic of interest today. 

New approaches are being applied to elucidate the gas-phase kinetics of the fuel. A recent study 

by Haylett et al. [86] employed an aerosol shock tube which uses the incident shock to vaporize 

the fuel before the reflected shock ignites the mixture. This is a new approach to investigating 

gas-phase ignition delays of non-volatile fuels and enables the fuel to be tested under well-

defined conditions. Additionally, the authors of this work have recently proposed a charge 

preparation method in the RCM which will enable testing of fuels with volatility that is similar to 

that of diesel [88]. 



87 
 

The autoignition characteristics of biodiesel and its constituent alkyl esters have been the 

focus of many studies in the literature [89-91]. As previously noted, gas phase ignition delay 

measurements for fatty acid alkyl esters are particularly difficult to obtain as the length of the 

fatty acid alkyl chain or alkyl ester chain grows. For example, creation of a stoichiometric 

mixture (p0 = 1 bar, XO2 = 0.21), of methyl decanoate (C10 methyl ester) in air requires an initial 

temperature near T0 = 110 °C. The use of initial temperatures in gross excess of this leads to 

concerns regarding fuel cracking and seal degradation, and in general, has prohibited the 

investigation of a meaningful range of test conditions for the high molecular weight methyl 

esters in biodiesel. Studies in literature regarding biodiesel combustion characteristics are 

frequently completed in engines where physical and chemical events are linked, and occur in a 

temporally varying volume [92-94]. These studies also frequently focus on applied issues such as 

emissions. Studies on the reactivity of biodiesel have commonly reported cetane numbers (CN) 

for a wide variety of FAAE components and blends that represent real biodiesels. The cetane 

number represents the ignition propensity of a fuel, where a higher cetane number corresponds to 

a shorter ignition delay. The cetane number of a fuel may be determined using a Cooperative 

Fuels Research (CFR) engine according to ASTM D613 [95]. Alternatively, the derived cetane 

number may be determined using an Ignition Quality Tester (IQT) in accordance with ASTM 

D6890 [53]. 

A review article by Graboski and McCormick [96] compiled cetane numbers for methyl 

and ethyl esters of C8 to C18 fatty acids which demonstrated specific trends in cetane number 

with changes in molecular structure. The data, which was compiled from the original works of 

Freedman and Bagby [97], Klopfenstein [98], and Knothe et al. [99], showed that cetane number 
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increases with fatty acid chain length and decreases with unsaturation in the fatty acid chain. 

Concerning the alkoxy chain length (e.g., methyl vs. ethyl), no conclusive trend existed. 

Numerous papers have been published under the sponsorship of the U.S. Department of 

Agriculture, which describe the relationship between fatty acid alkyl ester molecular structure 

and properties such as cetane number, oxidative stability, melting point, boiling point, viscosity, 

cloud point, pour point, and cold filter plug point [70,100-108]. The studies regarding cetane 

number typically attribute first-authorship or sole-authorship to Knothe, and are discussed here 

in some detail. Knothe has published a series of papers regarding the optimization of biodiesel 

fuel properties, specifically to address deficiencies in the cold flow behavior and the oxidative 

stability of biodiesel relative to petrodiesel [102,109,103-104,110], Knothe proposes five 

methods to improve biodiesel properties, among which are modifying the fatty acid profile and 

changing the alcohol used in the transesterification process [110]. Changing the fatty ester 

composition of biodiesel in this manner requires caution because molecular structure changes 

that improve one property may lead to deterioration in another fuel property [103]. Methyl 

oleate, for example, is known to possess superior ignition quality characteristics relative to 

natural biodiesels, and has been proposed for enrichment in engineered biodiesels by Bringe 

[111] and Kinney et al. [112]. However, in spite of the increased cetane number of methyl oleate 

(CN ~ 57.9) relative to biodiesel, Knothe reports data that indicate a failure of methyl oleate to 

meet the oxidative stability requirements for biodiesel, as prescribed by ASTM D6751 [103]. 

This illustrates the challenge of optimizing biodiesel properties while maintaining compliance 

with the required specifications. Other work by Knothe [105]. includes extensive cetane number 

characterization of fatty esters using an IQT. The study concluded that unsaturation in the fatty 

acid chain had the most dramatic influence on the reduction in cetane numbers relative to other 
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molecular structure changes. Furthermore, branching in the alkoxy chain which improves cold 

flow properties was reported to have no significant influence on the ignition properties of the 

fatty ester. 

Ignition delay times have been measured for soybean-derived fatty acid methyl esters 

(FAME) in a constant volume tube furnace by Vaughn et al. [113] and Marchese et al. [114]. In 

these experiments, a single droplet of fuel was injected into a heated furnace and tracked 

photographically until the onset of OH* chemiluminescence indicated ignition. In the work of 

Vaughn et al. [113], methyl oleate is proposed as a biodiesel surrogate because it exhibited 

ignition delay times that were similar to soy FAMEs over a range of furnace temperatures. The 

subsequent experiments of Marchese et al. [114] were performed under microgravity conditions 

where the measured ignition delays closely matched predictions from a 1-D numerical model 

integrated with a skeletal chemical kinetic mechanism for methyl decanoate [115]. 

A recent publication by Schönborn et al. [94] investigated the influence of FAAE 

molecular structure on diesel combustion. Schönborn et al. considered the diesel combustion 

characteristics of single molecule FAAE with varying fatty acid chain lengths, degrees of 

unsaturation, and alkoxy chain lengths, and additionally tested blends of these alkyl esters meant 

to reproduce the composition of FAMEs produced from rapeseed oil, palm oil, jatropha oil, and 

tallow. The results of Schönborn et al. demonstrated that increasing the length of the fatty acid 

chain led to shorter ignition delays. The tests regarding unsaturation in the fatty acid chain 

supported previously published cetane number data [71,99,105] by showing an increase in 

ignition delay with increasing unsaturation. The effect of alkoxy chain length on diesel 

combustion was investigated by testing methyl oleate and ethyl oleate. For this modest change in 
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molecular structure, a marginal reduction in ignition delay was observed for ethyl oleate relative 

to methyl oleate. 

Table 4-1. Fatty acid composition of soybean and canola biodiesels and derived cetane numbers 
of methyl and butyl ester biodiesel components 

Fatty Acid Ester 

Canola BD 
Composition 
[59,116] 

Soybean BD 
Composition 
[117] 

Methyl 
Ester DCN 
[105] 

Butyl Ester 
DCN 
[105] 

SATURATED     
Palmitic Acid (C16:0) 2 – 6 %  (4 %) 6 – 10 %  (8 %) 85.9 91.9 
Stearic Acid (C18:0) 1 – 3 %  (3 %) 2 – 5 % (4 %) 101.01 92.5 

UNSATURATED     
Oleic Acid (C18:1) 52 – 67 %  (60 %) 20 – 30 %  (24 %) 59.3 92.5 
Linoleic Acid (C18:2) 16 – 31 %  (23 %) 50 – 60 %  (58 %) 38.2 53.5 
Linolenic Acid (C18:3) 6 – 14 %  (10 %) 5 – 11 %  (5 %) 22.7 [99] 26.8 [102] 
Natural Biodiesel CN FAME: 47.9 – 56 

[118-120] 
FAME: 48.7 – 55.9 
[118,121-122] 

 

 

Klopfenstein [71] used a CFR engine to investigate the cetane numbers of saturated fatty 

acid esters of various molecular weights. The molecular weight of the esters was altered by 

increasing the fatty acid chain length (C8 – C18) and by changing the type of alcohol used in the 

transesterification. The cetane number was found to increase nonlinearly with growth in the fatty 

acid chain, and Klopfenstein notes that this is in contrast to hydrocarbons which may exhibit a 

linear proportionality between cetane number and normal paraffinic chain length. The data 

reported by Klopfenstein also indicates that molecular weight changes due to fatty acid chain 

modification more strongly influence cetane number than identical molecular weight changes 

that are effected in the alkoxy chain. 

Data from the aforementioned studies have been compiled in Table 4-1, which describes 

the cetane numbers [102,99,105] for the methyl and butyl esters of the fatty acids comprising  
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Table 4-2. Biodiesel (BD) and petrodiesel fuel properties 

Property 
Canola BD 
(Methyl Ester) 

Soybean BD 
(Methyl Ester) 

Canola BD 
(Butyl Ester) Petrodiesel 

Molecular Formula 
(estimated) 

C18.82H34.96O2 C18.71H34.31O2 C21.81H40.92O2 C14H25 

Heat of Combustion 
(LHV) 

37.3 MJ/kg [119] 37.3 MJ/kg 
[122] 

38.5 MJ/kg 42.98 MJ/kg [94] 

Density (@ 15 ○C) 0.883 g/ml [123]  -- 0.834 g/ml [94] 

Viscosity (@ 40 ○C) 4.34 mm2/s [123] 4.18 mm2/s -- 2.56 mm2/s [94] 
Surface Tension 23.6 mN/m [124]  -- 25.2 mN/m [125] 
Boiling Range 338 – 366 ○C [116]  -- 161 – 371 ○C [126] 
Cetane Number 47.9 – 56 [59] 48.7 – 55.9 -- 47 – 49.8 [127,94] 
 

soybean biodiesel and canola biodiesel. As noted by previous studies, three general trends can be 

observed in the data: cetane number increases with fatty acid chain length, decreases with 

additional unsaturation in the fatty acid chain, and usually increases with alkoxy chain length. A 

sharp reduction in cetane number is noted between methyl oleate (59.3) and methyl linoleate 

(38.2). This is noteworthy because methyl oleate is the predominant component of canola 

biodiesel, while methyl linoleate is the predominant component of soybean biodiesel. We may 

expect this to lead to a marked change in ignition quality characteristics for natural biodiesel 

blends derived from these two feedstocks, yet the reported cetane numbers of canola biodiesel 

(47.9 – 56) and soybean biodiesel (48.7 – 55.9) are remarkably similar. Cetane number, however, 

is not fully informative of the ignition characteristics of a fuel spray because data is collected for 

a single test condition. This consideration further motivates this study which assesses the 

autoignition characteristics of biodiesel fuel sprays at temperatures between 676 and 816 K and 

at two different oxygen concentrations. 
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4.2. Test Fuels 

Spray ignition delays were measured for canola-derived methyl esters (CME), canola-

derived butyl esters (CBE), soybean-derived methyl esters (SME), and petroleum-based diesel 

(D2). The butyl esters were formed by transesterifying canola oil with n-butanol, hence there is 

no branching in the alkoxy chain of the butyl esters. 

As previously described in Table 4-1, the fatty acid composition is known to vary 

significantly between canola biodiesel and soy biodiesel. Additional properties for all of the 

tested fuels appear in Table 4-2. All of the biodiesels are comprised of the same five primary 

fatty acid alkyl esters, and the structures of these esters appear in Table 4-3. However, esters of 

the monounsaturated oleic acid predominate in canola biodiesel, while the majority of soy 

biodiesel is comprised of esters of the polyunsaturated linoleic acid. The reaction zone 

temperature calculations that are described in § 4.4.1 require molar fuel composition as an input. 

The input compositions used in this study have been estimated for canola and soy biodiesels and 

Table 4-3. Molecular structures of alkyl esters comprising the tested 
natural biodiesels 

Component Name Molecular Structure 
Alkyl Palmitate 
C16:0 

    
Alkyl Stearate 
C18:0 

 
Alkyl Oleate 
C18:1 

 
Alkyl Linoleate 
C18:2 

 
Alkyl Linolenate 
C18:3 

 
Methyl esters, n = 0; butyl esters, n = 3 
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appear in parentheses in Table 4-1 for each fatty ester. These compositions result in average 

molecular formulae of C18.71H34.31O2 for SME, C18.82H34.96O2 for CME, and C21.81H40.92O2 

for CBE. These estimations are consistent with other studies in the literature [61,59,128], and 

enable the fuels to be tested at similar carbon concentrations. Starting with the desired bulk 

equivalence ratio of φ = 0.25, the formulae are used to calculate the required injection mass, and 

they enable testing to be done on an approximately constant carbon concentration basis. 

4.3. Experimental Test Conditions 

The effect of temperature on the ignition delay and heat release rate of D2 and biodiesel 

fuel sprays has been studied at various temperatures, oxygen concentrations and fuel 

concentrations as described in Table 4-4. Tests were conducted at reaction zone temperatures of 

676 K ≤ TRZ ≤ 816 K using oxygen mole fractions of XO2 = 0.12 and XO2 = 0.18. All tests have 

been completed using a compressed pressure of pc = 30 bar and a bulk equivalence ratio of φ = 

0.25, which is calculated assuming the fuel is fully vaporized and mixed with the oxygen and 

diluent gases. The bulk equivalence ratios have been calculated by assuming average formulas 

described in Table 4-2. The equivalence ratios are calculated on an oxygen basis using the 12 % 

and 18 % oxygen fractions contained in the test mixtures. The RCM was configured with a 

compression ratio of 12.7:1. The compressed temperatures have been adjusted by altering the 

composition of the diluent gas (nitrogen:argon ratio), and by changing the injection timing. The 

details of this hybrid approach for generating the test temperature is described and characterized 

in §§ 2.3.1 – 2.3.2. As noted, all gas mixtures contained either 12 % or 18 % oxygen, while the 

diluent gases nitrogen and argon comprised the balance of the mixture. Argon accounted for 0 %, 

20 % and 40 % of the diluent gas composition, with increases in the argon mole fraction bringing 
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about a corresponding increase in compressed temperature. For each diluent gas composition 

used, an additional set of compressed temperatures were tested by allowing the gas mixture to 

cool for varying amounts of time after compression before commencing the fuel injection. 

Table 4-4. Summary of test conditions for experiments 

All Tests 
 
 
 
 
 
Fuel Injector 

Compressed pressure   pc = 30 bar  
Bulk equivalence ratio  φ = 0.25 
Compression ratio  CR = 12.7:1 
Fuel Temperature  Tfl,0 = 298  K 
Fuel Pressure   pf = 100 bar  
Number of Holes  7 
Hole Diameter   d = 200 µm 
Discharge Coefficient  CD = 0.33 

Mix # 
Diluent ratio 
N2/(N2 + Ar) 

O2 mole 
fraction 
XO2 

Fuel mass injected 
mf 

Reaction Zone 
Temperature 
TRZ 

Injection time after 
TDC 
tinj,ATDC 

Mix 1 1.0 0.12 SME: 9.0 – 10.5 mg 
CME: 9.0 – 10.4 mg 
CBE: 8.8 – 10.2 mg 
D2: 7.7 – 9.0 mg 

683 – 714 K 9.1 – 129.1 ms 

Mix 2 1.0 0.18 SME: 13.2 – 15.4 mg 
CME: 13.1 – 15.4 mg 
CBE: 12.9 – 15.0 mg 
D2: 11.4 – 13.3 mg 

676 – 708 K 3.6 – 100.3 ms 

Mix 3 0.8 0.12 SME: 9.0 – 10.2 mg 
CME: 8.9 – 10.1 mg 
CBE: 8.7 – 10.0 mg 
D2: 7.7 – 8.8 mg 

720 – 748 K 23.8 – 137.2 ms 

Mix 4 0.8 0.18 SME: 13.1 – 15.0 mg 
CME: 13.0 – 14.9 mg 
CBE: 12.8 – 14.5 mg 
D2: 11.3 – 12.9 mg 

711 – 741 K 10.7 – 86.9 ms 

Mix 5 0.6 0.12 SME: 7.9 – 9.4 mg 
CME: 7.9 – 9.4 mg 
CBE: 7.7 – 9.2 mg 
D2: 6.8 – 8.1 mg 

771 – 816 K 6.3 – 96.4 ms 

Mix 6 0.6 0.18 SME: 12.3 – 14.4 mg 
CME: 12.2 – 14.3 mg 
CBE: 12.0 – 13.3 mg 
D2: 10.6 – 12.4 mg 

751 – 791 K 6.9 – 89.6 ms 
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4.4. Data Analysis and Uncertainty 

4.4.1. Reaction Zone Temperatures 

The presentation of meaningful ignition delay and heat release rate data requires well-

defined temperatures for the gas-environment in which the data is measured. Calculation of the 

core gas temperature in a RCM is straightforward, and typically proceeds through application of 

the adiabatic core hypothesis. As noted in § 2.3.1, this method assumes the existence of a core 

gas region that is compressed adiabatically, and that actual heat losses only influence gas 

temperature near the cylinder wall. In this study, a creviced piston has been used to promote the 

formation of an adiabatic core which we consider valid until the injection begins. As fuel is 

injected into the combustion chamber, the core deteriorates and the calculated core temperature 

no longer adequately describes the test condition. As the liquid fuel droplets penetrate the hot 

gas, heat is transferred to the cool droplets for heating and vaporization. The energy required for 

this process reduces the temperature in the region where fuel vapor mixes with oxidizer and 

diluents gases. We refer to this region as the reaction zone. 

Temperature calculations in the reaction zone (TRZ) are based on the conservation of 

energy, with the adiabatic mixing assumption described by El-Wakil et al. [129] and Espey et al. 

[130]. As thermodynamic equilibrium is established, temperatures in the reaction zone can be 

calculated as d 

 � 𝐶𝑣,𝑔𝑑𝑇

𝑇𝑔,0

𝑇𝑅𝑍

=
𝑛𝑓
𝑛𝑔

� � 𝐶𝑣,𝑙𝑑𝑇

𝑇𝑖𝑛𝑡

𝑇𝑓𝑙,0

+ ℎ𝑣,𝑇𝑖𝑛𝑡 + � 𝐶𝑣,𝑓𝑣𝑑𝑇

𝑇𝑅𝑍

𝑇𝑖𝑛𝑡

� (4-1) 

The left-hand side of Equation 4-1 represents the total decrease in thermal energy of the 

oxidizer and diluent gas mixture, which is calculated by integrating the heat capacity of the gas 
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mixture (Cv,g) between the reaction zone temperature and the core-gas temperature at the time 

the injection begins (Tg,0). The adiabatic core gas temperature at SOI is used as Tg,0 in Equation 

4-1. On the right hand side, the corresponding increase in thermal energy of the fuel is 

represented by the term in brackets, which considers contributions from the liquid fuel heat 

capacity (Cv,l), the enthalpy of vaporization (hv,Tint), and the fuel vapor heat capacity (Cv,fv). 

The liquid fuel heat capacity is integrated between the initial fuel temperature (Tfl,0) and the 

intermediate temperature (Tint) at which vaporization occurs.  The amount of thermal energy 

exchanged between the gas mixture and fuel is proportional to the ratio of fuel moles (nf) to gas 

mixture moles (ng). TRZ is numerically calculated using Equation 4-1, and for the tests presented 

in this study, reaction zone temperatures were 16 – 37 K lower than the initial core-gas 

temperatures calculated at the SOI. 

4.4.2. Ignition Delay Definition 

In general, the ignition delay of a fuel is defined as the time required to autoignite after 

the fuel has been exposed to autoignition conditions. In our study of fuel spray ignition, we have 

defined two unique events during the ignition process that characterize the ignition behavior of 

the fuel. In the following, an approach is described that uses experimental pressure data to 

identify these ignition delay periods. 

After fuel injection begins, the pressure in the cylinder continues to decrease due to wall 

heat losses and fuel evaporation. This is illustrated in Figure 4-1 where the pressure loss is 

accelerated after fuel injection at t = 0. Immediately following this time, the heat release rate 
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(dQc/dt) calculated using the heat loss model in § 4.4.4 is less than zero, indicating energy is lost 

not only to the walls, but also to the fuel droplets. At the onset of ignition, fuel energy is released 

and dQc/dt begins to rise. The time at which dQc/dt becomes positive marks the first ignition 

delay period of interest, τ1, which is illustrated in Figure 4-1. τ1 represents the time at which 

more energy is being released from fuel than is being consumed for vaporization and warming. It 

should be noted that τ1 is not coincident with dp/dt = 0 because wall heat losses have been 

 

Figure 4-1. Ignition delay definition for spray ignition studies. 
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accounted for in the heat loss model. This is evident in Figure 4-1 where the minimum pressure 

after injection occurs subsequent to τ1. The second ignition delay period of interest occurs some 

time, τ2, after τ1 when the maximum rate of heat release due to combustion is observed. The sum 

total of these time periods, τ = τ1 + τ2 is referred to as the total ignition delay and is illustrated in 

Figure 4-1. All ignition delays reported in this work have been calculated using these definitions. 

Within this definition, it is important to consider that a portion of the ignition delay time is 

devoted to fuel spray warming, breakup, and evaporation in the process of forming a combustible 

mixture. Based on a review of literature [129,131], we would expect this requires 2 – 5 ms. 

Analysis of Figure 4-1 suggests it is near 2 – 3 ms, where the most intense heat loss event due to 

the spray is seen to conclude. 

4.4.3. Thermophysical Properties & Group Contribution Methods 

The reaction zone temperature and heat release rate calculations presented in the 

following sections rely heavily on thermophysical property data, many of which are unavailable 

for the methyl esters that comprise biodiesel. Similarly, diesel is a blend of numerous 

hydrocarbons. Its exact composition is unknown which prevents the use of the thermodynamic 

property databases which provide data for individual molecules. 

Biodiesel that results from the transesterification of a triglyceride with alcohol is 

primarily comprised of five methyl esters: alkyl palmitate, alkyl stearate, alkyl oleate, alkyl 

linoleate, and alkyl linolenate. The respective fractions of each of these alkyl esters are estimated 

to be 4 %, 3 %, 60 %, 23 %, and 10 % for the canola-derived biodiesels, and 8 %, 4 %, 24 %, 58 

%, and 6 % for the soybean-derived biodiesels [59]. These compositions have been used to 

estimate the average molecular formulae described in Table 4-2. A limited amount of 



99 
 

thermophysical property data is available for these biodiesel components, which includes critical 

temperature and enthalpy of vaporization data for the methyl esters of palmitic, stearic and oleic 

acid [132]. Liquid heat capacity data is available for all of the methyl ester components; 

however, the experimental data is at standard temperatures which do not match the test 

conditions in the RCM. When possible, these experimental data have been used to calculate 

reaction zone temperatures. The unavailable thermophysical property data has been estimated 

using group contribution methods which assume that the properties of a substance can be 

estimated by summing the contributions of polyvalent atoms (i.e., groups) within the molecule 

[133]. The gas-phase heat capacity for all biodiesel components has been estimated using the 

group additivity method of Benson [133]. The method yields temperature-dependent heat 

capacity data for individual chemical species and is widely used in literature for estimating heat 

capacity data [134-136]. The liquid-phase heat capacities have been estimated using the method 

of Růžička and Domalski [137] and the assumption that the constant-volume heat capacity and 

constant-pressure heat capacity are equivalent for the liquid fuels. In the original work by 

Růžička and Domalski [137], correlation predictions for esters are compared with experimental 

data, and the predictions were within 3 % of the experimental value for greater than 80 % of the 

85 esters tested. The enthalpies of vaporization have been estimated with the method of Tu and 

Liu [138] which utilizes a 3-parameter fit coupled with critical temperature data for the species 

of interest. Tests by Tu and Liu [138] indicate the method predicts the enthalpy of vaporization 

of esters within 5.7 % of the experimental value. The group contribution method proposed by 

Constantinou and Gani [139] has been used to estimate critical temperatures where experimental 

data is not available. The method of Constantinou and Gani may be expected to predict critical 

temperatures within 5 % of the experimental value. 
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For diesel fuel, where the exact composition is unknown, we have used the 

thermodynamic property correlations provided in the appendix of Sazhin et al. [140]. The 

appendix provides correlations and original references for gas-phase heat capacity [141], liquid-

phase heat capacity [141], and enthalpy of vaporization [142]. Equivalence ratios for the tests 

have been determined assuming an average molecular formula of C14H25. 

4.4.4. Single-Zone Heat Loss Model 

A zero-dimensional heat loss model was developed for the RCM to analyze the apparent 

heat release rates (AHRR) for biodiesel and diesel fuel in the RCM. The spray and ignition 

processes occurred under constant volume conditions in the RCM. Thus, by assuming ideal gas 

behavior, the first law of thermodynamics may be written as 

 
𝑑𝑄𝑐
𝑑𝑡

=
𝐶𝑣𝑉
𝑅𝑢

𝑑𝑝
𝑑𝑡

−
𝑑𝑄𝑤
𝑑𝑡

, (4-2) 

where dQc/dt is the apparent rate of heat release due to combustion, Cv is the constant-volume 

heat capacity of the reacting gas mixture, V is the volume at the end of compression, Ru is the 

universal gas constant, dp/dt is the time derivative of the pressure and dQw/dt is the rate of heat 

loss to the walls. In the first term on the right-hand side of Equation 4-2, Cv is the only parameter 

which is not determined directly from experimental data. Instead, Cv is calculated from an 

average cylinder temperature that is estimated using the ideal gas law and known pressure data. 

The second term on the right-hand side requires a heat loss model to estimate the rate at which 

energy is lost through the walls of the combustion chamber. By considering convective and 

radiative effects, the heat loss can be estimated as 
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 𝑑𝑄𝑤
𝑑𝑡

= 𝐴�∙ ℎ𝑐(𝑇 − 𝑇𝑤)�. (4-3) 

The constitutive equation presented in Equation 3-3 uses Newton’s law of cooling for 

convection losses. The convective heat losses are directly proportional to variations between the 

mean gas temperature (T) and wall temperature (Tw). The proportionality is dependent on the 

surface area (A) of the inside of the combustion chamber and the instantaneous heat transfer 

coefficient (hc).  It should be noted that the initial heat loss model developed included a radiation 

heat loss component of the form described by Annand [143]. The radiative component has been 

omitted from the final model because it was of negligible magnitude at our test conditions. 

Calculations indicated that less than 0.5 % of the heat loss occurred through radiation. 

Defining the instantaneous heat transfer coefficient, hc, in Equation 3-3 is challenging 

due to the evolving conditions in the RCM during the post-compression period. This challenge is 

not unlike that encountered in modeling heat losses from internal combustion engines where 

field gradients are even more severe than experienced by the RCM charge. Many useful 

correlations have been proposed [143-145] for modeling heat losses in engines, and we have 

chosen the well-known Hohenberg model [144] from among these as a starting point to estimate 

hc. The original Hohenberg model has been applied with some success to model heat losses in 

homogenous charge compression ignition (HCCI) engines [146], and a prior study has examined 

the ability of the model to predict heat losses from a rapid compression expansion machine 

[147]. 

In the original work by Hohenberg [144] a correlation is developed for the heat transfer 

coefficient, hc, as 
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 ℎ𝑐 = 𝐶1
𝑝�𝑣̅𝑝 + 𝐶2�

0.8

𝑉𝐶
0.06𝑇0.4 , (4-4) 

where p is the cylinder pressure, 𝑣̅𝑝 is the mean piston speed, Vc is the cylinder volume, and T is 

the mean gas temperature. Both C1 and C2 are arbitrary constants for which Hohenberg proposed 

values of 130 and 1.4, respectively. The mean piston speed in Equation 4-4 is intended to capture 

the influence of charge turbulence on heat loss. Although the piston in the RCM is at rest during 

the modeling period, charge motion will still influence heat loss. Both Mittal and Sung [15] and 

Würmel and Simmie [26] have published numerical studies on fluid motion in a RCM with a 

creviced piston. Together, these studies indicate that the peak gas velocity in the combustion 

chamber occurs when the piston is at TDC and quickly dissipates. Simulation results from Mittal 

and Sung [15] show that for compressed pressures of 39.9 bar, using a creviced piston, the peak 

gas velocity decreases by 78 % and 95 % at 20 ms and 80 ms after TDC, respectively. This rapid 

dissipation of gas motion is markedly different than conditions in an engine, and has prompted 

the replacement of 𝑣̅𝑝 in Equation 4-4 with an exponentially decreasing velocity value, thus 

updating the original Hohenberg expression as 

 ℎ𝑐 = 𝐶1
𝑝 �𝑣̅𝑝𝑒𝐶2 + 𝐶3�

0.8

𝑉𝐶
0.06𝑇0.4 . (4-5) 

The mean piston speed in Equation 4-5 is calculated using the piston speed data 

calculated during the compression stroke in the RCM. All other parameters are as described for 

Equation 4-4. The constants C1, C2 and C3 in Equation 4-5 were determined using 25 non-

reactive gas tests (i.e., no fuel injected) of varying compressed temperatures, compressed 
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pressures, and mixture heat capacities. For these tests, where no combustion occurred, radiation 

was assumed to be negligible. Using the pressure data from the non-reactive tests, a non-linear 

optimization scheme was used to determine the values of C1, C2, and C3 which yield the best fit 

for 

 𝐶𝑣𝑉
𝑅𝑢

𝑑𝑝
𝑑𝑡

 ≅ 𝐴 ∙ 𝐶1
𝑝 �𝑣̅𝑝𝑒𝐶2 + 𝐶3�

0.8

𝑉𝐶
0.06𝑇0.4

(𝑇 − 𝑇𝑤). (4-6) 

For these calculations, mean gas temperatures were used, and the walls were assumed to 

be at a constant temperature which was equal to the initial temperature of 298 K for all tests. The 

analysis yielded values of C1 = 29.5, C2 = 51.2, and C3 = 0.6. While employing these constants, 

we caution that Hohenberg [144] described the importance of considering combustion of when 

 

Figure 4-2. Sample wall heat loss calculations from experimental data and the corresponding 
fit calculated using Equation 4-6. 
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calibrating the model constants. The constants we present have been calibrated using non-

reactive tests for straightforward application of Equation 4-2 even though this may lead to some 

inaccuracy in the values of the optimized constants. Figure 4-2 compares a heat loss profile 

calculated using 
𝑑𝑄𝑤
𝑑𝑡 = 𝐶𝑣𝑉

𝑅𝑢
𝑑𝑝
𝑑𝑡  with the heat losses calculated using the optimized 

coefficients in 
𝑑𝑄𝑤
𝑑𝑡

= 𝐴 ∙ 𝐶1
𝑝�𝑣�𝑝𝑒

𝐶2+𝐶3�
0.8

𝑉𝐶
0.06𝑇0.4 (𝑇 − 𝑇𝑤). It is emphasized that the 

model comparison and its basis are derived from heat loss calculations using the First Law of 

Thermodynamics, not experimental measurements of the heat flux. The empirically-determined 

fit does not reproduce the inflection point where the maximum rate of heat loss is observed 

shortly after TDC; however, the agreement between the two is very good for t ≥ 5 ms after TDC, 

where all injections for this study have occurred. The lack of agreement during the first 5 ms 

after TDC is insignificant because the wall heat loss calculations for this time period are not used 

in the AHRR calculations.  The hc correlation has been used to estimate wall heat losses for all 

ignition tests which allows calculation of the AHRR using 

  
𝑑𝑄𝑐
𝑑𝑡

= 𝐶𝑣𝑉
𝑅𝑢

𝑑𝑝
𝑑𝑡
− 𝐴 ∙ 𝐶1

𝑝�𝑣�𝑝𝑒
𝐶2+𝐶3�

0.8

𝑉𝐶
0.06𝑇0.4 (𝑇 − 𝑇𝑤). (4-7) 

4.4.5. Experimental Uncertainty 

The preceding sections have outlined an approach for interpreting the raw pressure data 

recorded in the RCM. The approach is not posed as a replacement for a more rigorous treatment 

of the problem which would require the application of advanced optical diagnostics and CFD 

model development. Such treatment is outside the scope of this study, but it is important to 



105 
 

assess the accuracy of the analysis. In this section, we present a discussion of the uncertainty in 

our analysis, particularly with respect to characterizing the charge temperature and equivalence 

ratio. 

The compressed temperature calculations we consider valid until the start of injection 

depend on input data from a T-type thermocouple (Omega), an absolute pressure manometer 

(MKS Instruments Baratron 626B), and a piezoelectric pressure transducer (Kistler 6125B). The 

T-type thermocouple is used for the initial RCM temperature measurements and is specified to 

have an error limit of 1 ○C in this temperature region. For our pc = 30 bar test condition, we 

estimate the uncertainty in the compressed pressure to be ±0.5 %. We have used these data to 

estimate the maximum uncertainty in the compressed temperature calculations as ±5 K. These 

compressed temperature calculations serve as the input to the reaction zone temperature 

calculations described by Equation 4-1. The reaction zone temperature is seen to depend on fuel 

mass injection data and thermophysical property data. Data acquired during calibration of the 

fuel injector indicates that the mass of fuel injected varies by ±3.0 % (φ = 0.25 ± 0.01). By 

considering the accuracy of the group contribution methods discussed in § 4.4.3, we estimate the 

maximum uncertainty in the reaction zone temperature calculations to be ±8 K. Assigning this 

uncertainty still ignores the fact that we cannot expect that a homogeneous temperature exists in 

the core of the chamber after the fuel spray occurs; however, full multi-dimensional 

characterization of the temperature field is outside the scope of the applied data presented in this 

work. The present study requires assignment of a system reference temperature for presenting the 

ignition delay data, and the authors have chosen the reaction zone temperature for this purpose. 

Although the reaction zone temperatures are not validated here, they are based on well-

established analysis methods from literature, and the data presented in Figure 2-17. supports use 
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of the reaction zone temperature as the reference temperature for studying spray ignition in the 

RCM. 

4.5. Experimental Results 

4.5.1. Comparison of Diesel Ignition Delay Measurements with Literature Data 

Figure 6 shows a comparison of the D2 ignition delay measurements recorded for this 

study with other measurements published in literature. All the published diesel ignition delays 

were measured using an oxygen mole fraction of XO2 = 0.21, while the tests reported for this 

work used oxygen mole fractions of XO2 = 0.12 and XO2 = 0.18. The measurements for all of the 

 

Figure 4-3. Comparison of diesel ignition delays with data published in the literature. 
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studies were taken in a RCM, although small variations in ignition delay definition exist between 

the studies. Despite this difference, a comparison among the datasets is useful to view the overall 

trends occurring within the data and to check for logical consistency. All of the data appearing in 

Figure 4-3 have been scaled to pc = 30 bar and φ = 0.25, using the pressure scaling of 1/p and 

equivalence ratio scaling of 1/φ that are frequently referenced in literature [83,86-87,148]. The 

actual test conditions used in each of these studies appears within the legend of Figure 4-3. 

The ignition delays recorded for this work are a full order of magnitude longer than those 

reported by Kobori et al. [78] Despite the higher oxygen concentration (21 %) used by Kobori et 

al., we don’t expect this would account for all of the difference, especially considering the 

relatively small ignition delay reduction that is observed between the XO2 = 0.12 and XO2 = 0.18 

datasets reported in this study. However it is noted that Kobori et al. do not describe the 

equivalence ratio used for their testing, which may contribute to the disparity in the data. The 

measurements of Ikegami et al. [77] appear to be much more consistent with the measurements 

reported here. The shorter ignition delays reported by Kobori et al. are likely a result of shorter 

evaporation and mixing times that arise due to the finer atomization that can be achieved with a 

high pressure injector. The low pressure injectors used for this study and by Ikegami et al. [77] 

produce larger droplet sizes which lead to a longer physical delay time during which evaporation 

and mixing occur. 

Taken as a whole, the aggregate data exhibit a roll-off in the ignition delay near 800 K 

where the ignition delay becomes less sensitive to changes in temperature. This behavior 

suggests the presence of a negative temperature coefficient region where increases in 

temperature lead to an increase in the chemical ignition delay time. The measurements from this 
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study seem to be consistent with diesel ignition delays reported in literature, and there is 

potential evidence of NTC behavior near the upper temperature limit that we have reported, 

where little change in the ignition delay is observed with changes in reaction zone temperature. 

Additional measurements at higher temperatures and higher oxygen concentrations may provide 

a more complete comparison, and additional confirmation of NTC behavior in the spray ignition 

process. 

4.5.2. Effect of Reaction Zone Temperature on D2 and BD Ignition Delays 

Canola Methyl Esters 

The ignition delay data, τ1 and τ, measured for CME with XO2 = 0.12 and XO2 = 0.18 are 

shown in Figure 4-4. For the tests using XO2 = 0.12, the first ignition delay period varied 

 

Figure 4-4. Ignition delay measurements (τ1 and τ) for fuel CME sprays in oxidizing 
environments with XO2 = 0.12 and XO2 = 0.18. 
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between 2.1 ms ≤ τ1 ≤ 10.3 ms, while the total ignition delay varied between 5.1 ms ≤ τ ≤ 17.0 

ms. For the tests using XO2 = 0.18, the first ignition delay period varied between 2.5 ms ≤ τ1 ≤ 

9.7 ms, while the total ignition delay varied between 4.1 ms ≤ τ ≤ 19.3 ms. There is evidence of 

potential NTC behavior near the upper limit of the reaction zone temperatures that were tested. 

This can be observed near TRZ = 770 K where both the τ1 and τ data become less sensitive to 

increases in temperature. The evidence of NTC behavior in a spray ignition measurement was 

not fully anticipated because the physical and chemical ignition delays are tightly convolved. For 

some test conditions, it may be expected that small changes in the chemical ignition delay would 

be overwhelmed by the physical effects. The diesel spray ignition study of Kobori et al. [78] did 

report NTC behavior for some of the spray ignition measurements, but only for injector orifice 

sizes between 25 – 100 µm. The orifice size of the injector used for this study approaches 200 

µm, and Kobori et al. [78] did not observe NTC behavior when testing with a similar orifice size. 

Another important observation from Figure 4-4 is that the fuel and oxygen concentrations have 

an obvious influence on the total ignition delay period. However, the τ1 data for both oxygen 

concentrations are remarkably similar, and the two datasets are not easily distinguished from one 

another over the tested temperature domain. We do, however, see separation in the two datasets 

near the lower limit of tested temperatures. We interpret this finding to mean that fuel kinetics 

play an increasingly important role at lower temperatures, but that at higher temperatures, the 

first ignition delay period may be dominated by physical transport processes such as spray 

breakup and evaporation. Near TRZ = 750 K, we observe a crossover in the two τ1 datasets. 

Within the precision of the data, we cannot say this occurrence has significance, but it does 

motivate future studies at higher temperatures and additional oxygen mole fractions.  The 
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increased availability of oxygen, however, does subsequently lead to more rapid fuel oxidation, 

and a reduction in the time required to reach the maximum rate of heat release. As previously 

described, the tests were carried out for the constant bulk equivalence ratio of φ = 0.25, thus the 

injections for the XO2 = 0.18 tests carry 50 % more mass than the XO2 = 0.12 tests. The 

increased fuel mass leads to additional radicals that contribute to the low temperature chain 

branching mechanism, and hence faster ignition. 

Soy Methyl Esters 

All of the ignition delay measurements for the SME fuel sprays are presented in Figure 4-

5, including measurements of both τ1 and τ at the molar oxygen fractions of XO2  = 0.12 and 

XO2 = 0.18. For the XO2 = 0.12 tests, the first ignition delay varied between 2.3 ms ≤ τ1 ≤ 11.8 

 

Figure 4-5. Ignition delay measurements (τ1 and τ) for SME fuel sprays in oxidizing 
environments with XO2 = 0.12 and XO2 = 0.18. 
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ms, while the total ignition delay assumed values between 5.5 ms ≤ τ ≤ 20.8 ms. For the XO2 = 

0.18 tests, first ignition delay varied between 2.2 ms ≤ τ1 ≤ 7.3 ms, while the total ignition delay 

assumed values between 3.9 ms ≤ τ ≤ 14.4 ms. The potential onset of negative temperature 

coefficient (NTC) behavior becomes visible in the XO2 = 0.18 dataset near TRZ = 750 K. This 

evidence appears as a gentle roll-off in the ignition delay data, demonstrating decreased 

temperature sensitivity with increasing temperature, which typically characterizes an NTC 

region. NTC behavior is commonly observed in gas phase ignition delay measurements, but 

under certain conditions, it may be expected that effects of physical transport processes such as 

spray vaporization would prevent its identification. Evidence to the contrary exists in the XO2 = 

0.18 test data as well as in published petrodiesel and CME ignition delay data [149]. The 

appearance of NTC behavior in spray ignition delay measurement has also been noted by Kobori 

et al. [78] in their study regarding the ignition of petrodiesel fuel sprays. The XO2 = 0.12 test data 

does appear to be approaching NTC behavior near the upper limit of tested reaction zone 

temperatures, but additional tests at higher temperatures are required for confirmation. It is also 

observed that in the lower temperature limit, the τ1 data diverge for the XO2 = 0.12 and the XO2 

= 0.18 tests. We hypothesize this occurs due to the combination of three effects. First, as 

described in Table 1, all tests been conducted using a bulk equivalence ratio of φ = 0.25. Thus, 

by increasing the oxygen mole fraction by 50 % from XO2 = 0.12 to XO2 = 0.18, the injected fuel 

mass is similarly increased by 50 %. The increased fuel mass will lead to additional radicals that 

contribute to ignition mechanisms and faster reaction. The second effect that must be considered 

is that low temperature chain branching mechanisms rely on oxygen availability. Increasing the 
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oxygen fraction by 50 % around the periphery of the spray is expected to augment the reactivity. 

Finally, by assuming these kinetic effects influence the behavior of the system, there must be 

sufficient time for the reactants to vaporize and mix. We previously estimated that the physical 

ignition delay is 2 – 3 ms, and by reviewing Figure 4-5, we see that the two datasets diverge 

most dramatically for τ1 > 3 ms, or TRZ < 740 K. This may indicate that measurements with TRZ 

< 740 K are kinetically-influenced, while the measurements with TRZ < 740 K are determined 

primarily by physical transport processes. 

Figure 4-5 also shows ignition delays that have been calculated based on published 

cetane number data for soybean methyl ester biodiesel [118,121,150,122]. These data points 

have been calculated using the expression, 

 DCN = 4.46 + 
186.6

ID
 (4-8) 

which is normally used to calculate the derived cetane number (DCN) from ignition delay (ID) 

data recorded in an IQT device. The CN data used for these calculations has been measured in a 

CFR engine rather than an IQT; however, we presume this is immaterial because CN and DCN 

data are highly correlated [151]. Still, some important disclaimers must accompany these 

calculated ignition delays. First, the analysis of the published CN data begins by assuming test 

conditions [53] matching those in an IQT: T = 545 ○C and p = 21.37 bar. We have subsequently 

scaled the data by a 1/p pressure dependence to match the 30 bar test condition used in our 

experiments. This pressure dependence is commonly cited in the literature, but we cannot be 

certain it is accurate for these tests. The second cautionary note is that cetane numbers are 

measured using 21 % oxygen [53], while the ignition delays reported in this work were measured 
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with oxygen percentages of 12 % and 18 %. Finally, it should be noted that cetane number tests 

in a CFR engine begin by adjusting the compression ratio until an ignition delay of 13.0 ± 0.2○ 

crank angle is obtained.  For the given compression ratio, the CN is assigned by identifying the 

blend of n-cetane and heptamethylnonane which produces ignition quality matching that of the 

test fuel, according to the equation, 

 CN = % n-cetane + 0.15 (% HMN). (4-9) 

In light of these considerations, the comparison in Figure 4-5 must be viewed as general 

check for consistency between our measurements and data published in the literature. The 

calculated ignition delays which are plotted in Figure 4-5 correspond to temperatures exceeding 

our test conditions, but suggest that our measurements are logically consistent with CN 

measurements for soy-based biodiesel. It may be expected that any deviation in the results is 

accounted for by incorrect pressure scaling and/or inconsistency in the oxygen concentrations 

and ignition delay definition. 

Canola Butyl Esters 

Figure 4-6 displays the τ1 and τ measurements for CBE fuel sprays in oxidizing 

environments with XO2 = 0.12 and XO2 = 0.18. For the CBE tests using XO2 = 0.12, the first 

ignition delay and total ignition delay periods varied between 2.2 ms ≤ τ1 ≤ 11.6 ms and 5.5 ms 

≤ τ ≤ 20.8 ms, respectively. By increasing the oxygen mole fraction to XO2 = 0.18, the span of 

ignition delay times was reduced to 2.6 ms ≤ τ1 ≤ 8.6 ms and 4.9 ms ≤ τ ≤ 15.2 ms. The XO2 = 

0.18 CBE ignition delay data also exhibit potential NTC behavior, which begins to appear at 
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reaction zone temperatures near TRZ = 750 K. Contrary to the SME data, the XO2 = 0.12 dataset 

shows stronger evidence of NTC behavior, near TRZ = 770 K. The τ1 measurements are very 

similar for both of the tested oxygen concentrations for reaction zone temperatures of TRZ > 720 

K. By reconsidering the ignition delay definitions, we interpret this observation to mean that the 

timing of initial fuel heat release is dominated by the physical transport processes of spray 

breakup and evaporation, and that the oxygen availability plays a secondary role. For lower 

reaction zone temperature (TRZ < 720), the two τ1 datasets diverge, as seen for the SME tests. 

Our hypothesis regarding this behavior is the same for CBE as for SME. Figure 4-6 also shows 

the total ignition delay data for the two oxygen concentrations is easily distinguished, indicating 

 

Figure 4-6. Ignition delay measurements (τ1 and τ) for CBE fuel sprays in oxidizing 
environments with XO2 = 0.12 and XO2 = 0.18. 
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the oxygen concentration is important in determining the time required to reach the maximum 

heat release rate. 

Petrodiesel 

A similar set of ignition delay data for D2 is presented in Figure 4-7, where τ1 and τ 

measurements are presented for spray ignition tests in oxidizing environments with XO2 = 0.12 

and XO2 = 0.18. For the tests using XO2 = 0.12, the first ignition delay period varied between 2.8 

ms ≤ τ1 ≤ 12.0 ms, while the total ignition delay varied between 7.7 ms ≤ τ ≤ 24.6 ms. For the 

tests using XO2 = 0.18, the first ignition delay period varied between 2.4 ms ≤ τ1 ≤ 11.8 ms, 

while the total ignition delay varied between 5.9 ms ≤ τ ≤ 25.9 ms. The overall trends are quite 

 

Figure 4-7. Ignition delay measurements (τ1 and τ) for D2 fuel sprays in oxidizing 
environments with XO2 = 0.12 and XO2 = 0.18. 
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similar to those observed for the BD ignition delays, with evidence of NTC behavior becoming 

visible near TRZ = 740 K where the ignition delays become less sensitive to increases in 

temperature. This corresponds very well with the published data of Kobori et al. [78] which 

indicates the onset of NTC behavior in diesel spray ignition between 730 – 745 K. As with the 

BD results, the τ1 measurements for D2 sprays show little sensitivity to the oxygen and fuel 

concentration change, while a marked reduction in τ is observed as the oxygen mole fraction 

increases from XO2 = 0.12 to XO2 = 0.18. The increase in oxygen mole fraction also leads to 

increased fuel mass concentration because all tests use φ = 0.25. As with our discussion of the τ1 

data for the CME tests, we would expect fuel kinetics to play an increasingly important role for 

longer delays. For τ1 measurements longer than 3 ms, data from the XO2 = 0.18 dataset appear to 

be longer than for the XO2 = 0.12 data, but we are cautions to draw this conclusion given the 

precision of the data. 

Comparison of Canola Methyl Esters and Petrodiesel 

The data from Figures 4-4 and 4-7 are plotted again in Figures 4-8 and 4-9 to allow a 

direct comparison of the CME and D2 ignition delays using the same carbon concentrations for 

each fuel. Figure 4-8 shows that although the first ignition delay period for CME is shorter than 

for D2 over the range of tested reaction zone temperatures, the difference between the two fuels 

is quite small. In fact, over the full range of tested reaction zone temperatures, non-linear least 

squares fits were used to calculate that on average, the τ1 ignition delay measurements for CME 

are only 0.6 ms (-12 %) and 0.8 ms (-16 %) shorter at XO2 = 0.12 and XO2 = 0.18, respectively. 
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Given the uncertainty of the measurements, these are effectively the same. We do note that a 

longer physical delay is expected for CME relative to D2 based on the physical properties of the 

two fuels (i.e., higher viscosity and surface tension for BD relative to D2). If the τ1 

measurements are in fact shorter for CME than D2, we expect this indicates that kinetics plays an 

important role in determining τ1. For the τ measurements, the disparity between the two fuels 

grows, and the CME measurements are shorter than the D2 measurements by 3.0 ms (-23 %) and 

2.3 ms (-23 %) at XO2 = 0.12 and XO2 = 0.18, respectively. A longer total ignition delay period 

for D2 is consistent with our expectations based on reported cetane number for the fuels. A 

typical D2 cetane number is 47 [127], while canola CME cetane numbers have been reported 

between 47.9 and 56 [118-120]. The direct comparison of the two fuels also illustrates that 

 

Figure 4-8. Comparison of ignition delay period τ1 for CME and D2 fuel sprays in oxidizing 
environments with XO2 = 0.12 and XO2 = 0.18. 
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evidence of potential NTC behavior occurs for the D2 spray ignition measurements at lower 

reaction zone temperatures than for the CME. Furthermore, the data suggests that the NTC 

region may be more pronounced for D2 than for CME. The kinetics that would lead to NTC 

behavior are known to strongly depend on the competition between decomposition reactions of 

the alkyl hydroperoxy radical and the oxygen addition reaction that leads to low temperature 

chain branching reactions [152]. The competition between these reaction pathways depends on 

fuel structure such as molecular unsaturation and branching in the alkyl chain. For example, 

unsaturation in ester compounds like the biodiesel components is known to decrease low 

temperature reactivity [153]. We expect these influences to affect the observed onset of NTC-

like behavior, but among the complicated blend of fuel species and transport processes, we 

present these only as considerations when interpreting the data. 

 

 

Figure 4-9. Comparison of ignition delay period τ for canola BD and D2 fuel sprays in 
oxidizing environments with XO2 = 0.12 and XO2 = 0.18. 
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4.5.3. Effect of Fatty-Ester Composition on BD Ignition Delays 

The ignition delay measurements taken using XO2 = 0.18 appear in Figure 4-10 for SME, 

CME, and CBE fuel sprays. At each tested reaction zone temperature, variation can be seen 

between the τ1 and τ measurements for the tested fuels; however, when considering the overall 

behavior, the fuels are effectively indistinguishable. These data imply that with sufficient oxygen 

availability, small changes in alkyl chain unsaturation and alkoxy chain length do little to alter 

the ignition characteristics of a biodiesel fuel spray. This finding is not unlike what is observed 

in biodiesel combustion pressure traces of rapeseed FAMEs (RME) and tallow FAMEs (TME), 

published by Schönborn et al. [94]. Over 70 % of both RME and TME are composed of esters of 

C18 fatty acids. However, of the samples investigated by Schönborn et al., the RME contained 

 

Figure 4-10.  Ignition delay measurements (τ1 and τ) for SME, CME and CBE fuel sprays in 
an oxidizing environment with XO2 = 0.18. 
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61 % of the monounsaturated C18 fatty ester, methyl oleate, while the TME contained only 44 % 

methyl oleate. These compositional changes did little to distinguish the ignition characteristics of 

the two fuels. Furthermore, the CN data listed in Table 4-1, which are measured using 21 % 

oxygen in the inlet air, indicate that canola FAMEs and soy FAMEs are virtually identical. 

 

By decreasing the oxygen availability to 12 %, some variation in the ignition delays 

between the biodiesel fuels is observed, as illustrated in Figure 4-11. By comparing the CME and 

CBE data, we see little variation in both τ1 and τ. This is not entirely unexpected because as 

noted previously, other studies have failed to establish a conclusive trend in reactivity change as 

a function of alkoxy chain length. For low-temperature autoignition measurements taken in the 

 

Figure 4-11. Ignition delay measurements (τ1 and τ) for SME, CME and CBE fuel sprays in 
an oxidizing environment with XO2 = 0.12. 
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gas phase, we would expect the butyl esters to ignite more readily than the methyl esters because 

increasing the carbon chain length tends to enhance low temperature chain branching [154]. For 

a spray ignition measurement, however, where physical transport processes are linked with 

chemical events, this does not appear to be the case. For changes in molecular unsaturation, 

represented by a comparison of the SME and CME data, we do observe a change in both the τ1 

and τ measurements. The variation in the ignition delays between the SME and CME datasets is 

not dramatic, but we believe the disparity in the data to be meaningful, especially considering the 

similarity in the data measured for XO2 = 0.18. For additional confirmation, the ignition delays 

measured at each reaction zone temperature were averaged for the unique fuels and compared. 

For these calculations, the τ measurements for CME were shorter than for SME at all 

points except one (TRZ ≈ 772 K). This is in contrast to the XO2 = 0.18 dataset where 75 % of the 

τ measurements for SME were shorter than for CME. The observed reduction in ignition delay of 

the CME fuel sprays relative to the SME fuel sprays may be expected, because of the two fuels, 

SME has more molecular unsaturation which tends to decrease cetane number. The ability to 

observe altered ignition behavior for changes in molecular unsaturation, but not for changes in 

alkoxy chain length corroborate the findings of Knothe [105], which indicated that unsaturation 

in the fatty acid chain had the strongest influence on cetane number. 

Collectively, the data at XO2 = 0.18 indicate that modest variations in the fatty acid 

composition do not significantly affect the spray ignition characteristics of a biodiesel fuel under 

low temperature and moderate oxygen concentrations, but that the ignition characteristics of the 

fuels can be distinguished as oxygen concentrations are decreased. This type of effect may have 



122 
 

practical consequences for advanced diesel engines operating with heavy exhaust gas 

recirculation. As more biodiesel is introduced to the market with modified fatty ester 

composition for improved fuel properties, engine control schemes should consider the variation 

in ignition and combustion properties of the fuels. 

4.5.4. Effect of Reaction Zone Temperature on the Maximum Normalized AHRR of BD 
and D2 

Comparison of Biodiesels 

The maximum AHRR (𝑄̇𝑐,𝑚) has been determined for each test using the heat loss model 

described in this chapter. This data is presented in its original form in Figure 4-12, and in 

modified form in Figure 4-13 where the data has been normalized by the total ignition delay time 

 

Figure 4-12. Comparison of maximum AHRR values (𝑄̇𝑐,𝑚) for SME, CME and CBE fuel 
sprays in oxidizing environments with XO2 = 0.12 and XO2 = 0.18. 
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and on an input energy basis (i.e., 
𝑄̇𝑐,𝑚

𝜏∙𝑚𝑓∙𝛥𝐻𝑐
= 𝑄̇�𝑐,𝑚). The input energy is calculated by 

multiplying the injected fuel mass (mf) by the lower heating value of the fuel (∆Hc). 

Normalization by the total ignition delay time and on an input energy basis provides a 

comparison between the maximum AHRR of the fuels which is isolated from the influences of 

premixing time and available chemical energy in the fuel. 

The data in Figure 4-12 shows that for changes in reaction zone temperature, 𝑄̇𝑐,𝑚 varies 

approximately linearly for all fuels at both the XO2 = 0.12 and the XO2 = 0.18 test conditions. 

The linear trendlines applied to the test cases vary substantially for all fuels between the two 

tested oxygen concentrations. The steeper trendline slopes for the XO2 = 0.18 tests relative to the 

 

Figure 4-13. Comparison of maximum AHRR values normalized by total ignition delay and 

by input energy (
𝑄̇𝑐,𝑚

𝜏∙𝑚𝑓∙𝛥𝐻𝑐
) for SME, CME and CBE fuel sprays in oxidizing environments 

with XO2 = 0.12 and XO2 = 0.18. 

700 750 800

0

1x104

2x104

3x104    
   
   

   
   
   

 

Q
c,

m
 / 

τ /
 m

f /
 ∆

H c

TRZ [K]

0.12 0.18XO2 :

Canola FAME
Canola FABE

Soy FAME

.

1.5 1.4 1.3 1.2
 1000/TRZ [K-1]



124 
 

XO2 = 0.12 tests indicate that the sensitivity of 𝑄̇𝑐,𝑚 to the reaction zone temperature increases 

with oxygen concentration. We suspect this is a transport effect because as temperature 

increases, fuel in the reaction zone is more readily volatilized and mixed with the oxidizer gases. 

This increases the premixed volume prior to ignition and leads to higher 𝑄̇𝑐,𝑚 values during 

combustion. In the lower limit of tested reaction zone temperatures, the XO2 = 0.12 and the XO2 

= 0.18 tests are seen to converge. Based upon our stated hypothesis regarding the variation in 

sensitivity to TRZ changes, we believe this occurs because volatilization is not fast enough at the 

lower temperatures to provide an adequate premixing time for augmentation of 𝑄̇𝑐,𝑚 by the 

increased oxygen concentrations. 

The data in Figure 4-12 illustrates that the maximum AHRR of the tested biodiesels is not 

the same for the XO2 = 0.18 tests, especially for increasing reaction zone temperatures (TRZ > 

750 K) where the CBE exhibits larger 𝑄̇𝑐,𝑚 values than the CME and SME tests. However, this 

data does not consider variation in time available for premixing that arises from differences in 

ignition delay times among the fuels. Nor does this data consider small differences in input 

energy that arise from unique heating values for each fuel. Figure 4-13 compares data from the 

same tests where the maximum AHRR has been normalized by the total ignition delay time and 

by the input fuel energy. Compared to the data in Figure 4-12, the 𝑄̇�𝑐,𝑚 data for the different 

biodiesels at XO2 = 0.18 are seen to approach one another. The trendlines do not overlap 

perfectly, but considering the scatter in the experimental data, they cannot be used to distinguish 

between the fuels. The data in Figures 4-12 and 4-13 collectively indicate that differences in the 
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maximum AHRR between the biodiesels arise from the unique premixing times and heating 

values of the fuels. 

Comparison of D2 and CME 

The maximum normalized AHRR for the CME and D2 test cases appear in Figure 4-14 

for both XO2 = 0.12 to XO2 = 0.18. For the XO2 = 0.12 tests, the 𝑄̇�𝑐,𝑚 data for CME and D2 data 

are very similar at all reaction zone temperatures. This result suggests that the rate of reaction for 

the XO2 = 0.12 tests is limited by the low oxygen concentrations in the reaction zone. A diesel 

fuel blend contains some components which are more volatile than the methyl esters that 

comprise biodiesel. At a given temperature, these D2 fuel components are more readily 

volatilized which should lead to a larger premixed volume relative to the CME tests. Based on 

this description, we would expect the 𝑄̇�𝑐,𝑚 values for D2 to be larger than for CME; however, 

this is not the case for these low oxygen concentrations. We suspect this occurs because there is 

insufficient oxygen to react with all of the fuel in the reaction zone. Although the D2 fuel 

volatilizes more quickly than CME, and thus begins mixing with oxidizer gases at an earlier 

stage, a portion of this fuel remains unreacted and does not appear to contribute to increasing 

𝑄̇�𝑐,𝑚. A comparison of the 𝑄̇�𝑐,𝑚 data for the XO2 = 0.18 tests in Figure 4-14 clearly 

demonstrates that the D2 exhibits greater maximum normalized AHRR than CME at increased 

temperatures. The 𝑄̇�𝑐,𝑚 data for D2 and CME are similar for reaction zone temperatures near 

700 K, but diverge for temperatures increases beyond this point with the maximum normalized 

AHRR of both fuels demonstrating an exponential dependence on reaction zone temperature. 

Application of our hypothesis regarding the XO2 = 0.12 results to these data implies that the 
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increased oxygen concentration in the XO2 = 0.18 tests provides sufficient oxygen to react with 

more of the volatilized D2 fuel than the tests using XO2 = 0.12. Based on this hypothesis, we 

may expect an additional gain in 𝑄̇�𝑐,𝑚 by further increasing the oxygen concentration. 

 

4.6. Conclusion 

A rapid compression machine has been used to investigate the autoignition delay times 

and maximum AHRR of D2, CME, SME, and CBE fuel sprays under test conditions that are 

relevant to the LTC regime in diesel engine combustion. Comparison of the ignition 

characteristics of CME, SME, and CBE formed the basis for investigating the influence of fatty 

ester composition on biodiesel ignition and combustion behavior. Specifically, the influence of 

increasing the alkoxy chain length from a methyl group to a butyl group has been tested with 

 

Figure 4-14. Comparison of maximum AHRR data normalized by total ignition delay time for 
canola BD and D2 fuel sprays in oxidizing environments with XO2 = 0.12 and XO2 = 0.18. 
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canola-based fatty esters. Additionally, the influence of varying amounts of molecular 

unsaturation has been tested by comparing the ignition behavior of soy-based methyl esters and 

canola-based methyl esters. The ignition delay and AHRR measurements have been taken at 

various oxygen mole fractions (XO2 = 0.12 and XO2 = 0.18), and various reaction zone 

temperatures (676 K ≤ TRZ ≤ 816 K) which were investigated by altering the diluent composition 

and the post-compression cooling time. The viability of this test approach has been examined, 

and tests show that for post-compression cooling times between 11.9 ms and 150.8 ms, the first 

and total ignition delay periods are repeatable to within 8 % and 7 %, respectively. 

Test temperatures in the reaction zone have been numerically calculated using the 

adiabatic mixing assumption proposed by El-Wakil et al. [129] This approach accounts for 

temperature reductions in the reaction zone which occur as energy is transferred from the hot gas 

to the cooler fuel droplets for warming and vaporization. A single-zone heat loss model has been 

developed which calculates convective heat losses using a modification to the approach 

described by Hohenberg. [144] The calculated heat loss profiles have been used as the basis for 

calculating two ignition delay periods. 

The total ignition delay measurements for D2 are compared with values reported in 

literature. The measurements we report are not at identical test conditions to those in literature, 

but when scaled, our data exhibits logical consistency with literature data. A comparison with 

other diesel spray ignition studies indicates that the orifice size of the injector and the injection 

pressure may strongly influence the total ignition delay of D2. The ignition delay data for D2 and 

CME exhibit potential evidence of NTC behavior near the upper limit of the tested temperatures 

for both oxygen mole fractions tested. This is observed through decreased ignition delay 
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sensitivity to changes in temperature. The reduction in temperature sensitivity occurs near TRZ = 

740 K for the D2 measurements which is consistent with literature data. For CME, the decreased 

temperature sensitivity becomes evident at a higher reaction zone temperature of TRZ = 770 K. 

At similar test conditions, the total ignition delay period of CME was on average 23 % shorter 

than for D2 at oxygen mole fractions of XO2 = 0.12 and XO2 = 0.18, respectively. Although the 

first ignition delay period was shorter for CME than for D2, the average results differed by less 

than 1 ms. Increases in the oxygen mole fraction at a given reaction zone temperature led to a 

reduction in the total ignition delay for both CME and D2, but had little to no influence on the 

first ignition delay period. The onset of potential NTC behavior is visible for both SME and 

CBE, approaching the upper limit of tested reaction zone temperatures. However, there is no 

conclusive evidence for this behavior for the SME tests using XO2 = 0.12. The SME ignition 

delay measurements show logical consistency with ignition delays that have been calculated 

using published cetane number data and a correlation developed to relate ignition delays with 

derived cetane numbers from an Ignition Quality Tester device. 

A comparison of the ignition delays of the various biodiesels indicates that increasing the 

alkoxy chain length from a methyl group to a butyl group has little to no effect on the ignition 

delay of the fuel. This is observed at both of the tested oxygen concentrations and throughout the 

range of tested reaction zone temperatures. However, a comparison of SME and CME fuel 

sprays shows that the increased polyunsaturation of the SME tends to increase the ignition delay 

relative to CME. This effect was visible for the tests at XO2 = 0.12, but could not be observed for 
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the XO2 = 0.18 tests where we presume that the influence of oxygen availability on the total 

ignition delay plays a secondary role to the more pronounced physical ignition delay. 

Calculation of the maximum AHRR for the biodiesels illustrates an approximately linear 

dependence on the reaction zone temperature. For the XO2 = 0.18 tests, the CBE tests exhibit the 

largest maximum AHRR of the fuels, especially approaching the upper limit of reaction zone 

temperatures (TRZ > 750 K). Normalization of the data by the ignition delay times and input fuel 

energy indicates that variation in the maximum AHRR among the fuels is primarily due to 

differences in fuel heating values and to premixing times that arise from non-uniform ignition 

delays between the fuels. 

The maximum normalized AHRR data for the CME and D2 fuels were compared over 

the full range of reaction zone temperatures, with the data exhibiting an approximately linear 

dependence on the reaction zone temperature at both oxygen fractions (12 % and 18 %). The 

results appear to be largely influenced by the amount of oxygen available in the reaction zone to 

react with volatilized fuel. We expect the increased volatility of D2 to enhance the extent of the 

premixture relative to CME, and thus lead to larger maximum normalized AHRR values. 

However, this is only conclusively observed for the XO2 = 0.18 tests where sufficient oxygen 

exists to react with more of the volatilized D2 fuel. 

Increases in the reaction zone temperature led to modest increases in maximum AHRR 

for CME, but a more pronounced increase in the AHRR was observed for D2 over the same set 

of reaction zone temperatures. We hypothesize that the greater temperature sensitivity of the D2 

maximum AHRR occurs because the more volatile components of the D2 readily enter the vapor 
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phase at higher temperatures and increase the extent of the premixture prior to ignition. The 

maximum AHRR is augmented for both CME and D2 as the oxygen mole fraction increases; 

however, the D2 maximum AHRR is greatly enhanced for the XO2 = 0.18 tests at higher 

temperatures where the volatilized D2 components burn more rapidly with the more plentiful 

oxygen. 

The results presented here form a basis for comparing the spray ignition properties of two 

fuels under practical engine conditions where the chemical ignition process is tightly coupled to 

the physical transport processes such as spray breakup and evaporation. The data demonstrate the 

ability to differentiate between the spray ignition properties of different fuels and to potentially 

identify subtle ignition features such as NTC behavior. Future studies will be devoted to 

investigating the spray ignition characteristics of fuels with changes in molecular structure, to 

identify molecular features which lead to significant changes in the total physical and chemical 

ignition delays of a fuel. 
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Chapter 5:  
ENERGETIC ENHANCEMENT OF LIQUID 

AEROSOL FUELS 

5.1. Introduction 

The next generation of advanced propulsion systems will strive to combine dramatically 

enhanced power output with high efficiency and control; pushing combustion to occur at the very 

limits of flammability and stability for a specific fuel. To address the potential challenges ahead 

in terms of achieving combustion stability, advanced technologies for active combustion 

enhancement such as high-energy laser spark ignition [155], turbulent jet ignition [156], and 

plasma jet ignition [157] are being investigated for a range of novel concept engines. The 

problem is further compounded by the introduction of new and alternative fuel blends which can 

exhibit drastic variation in combustion characteristics depending on the operational conditions. 

The HRJ fuels investigated in Chapter 3 exhibit reduced volumetric energy density relative to 

conventional fuels, which leads to range and payload limitations for aircraft operating on the 

fuels. A new strategy to address this issue is to change the reactivity and the energetic output of 

the fuel itself by adding highly exothermic, energetic nanoparticles to the liquid fuel. 

Energetic nanoparticles are nano-sized (10−100 nm range) particles, usually metallic with 

a passivated oxide layer, and are characterized by a high rate of energy release [158]. Energetic 

nanoparticles offer a high volumetric heat of oxidation, enabling transportation of more energy 

per given fuel volume. When mixed in a fuel or a composite, they generally exhibit faster 

ignition timescales due to the dramatic increase in the surface-to-volume ratio [159], and can 
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ignite below the bulk melting point of the metal due to rapid temperature gradients through their 

thin oxide layers [160]. Nano-sized energetic particles offer the potential of controlled reactivity 

of the fuel, increased combustion efficiencies, and increased safety in handling. 

The purpose of this study is to develop an aerosol rapid compression machine, a flexible 

experimental platform to investigate the ignition characteristics of liquid fuels where energetic 

nanoparticles are suspended by surfactants. Charging the RCM with an aerosol instead of 

vaporized fuel is important as the embedded nanoparticles must also be carried into the 

combustion chamber and cannot undergo vaporization. The new testbed is designed for 

combustion at practical high-pressure conditions and provides optical access for laser and optical 

diagnostics to be added in the future. As a proof-of-concept demonstration of the aerosol RCM’s 

functionality, energetic-nanoparticle-enhanced combustion of ethanol and JP-8 will be presented. 

5.2. Target Fuels for Demonstration 

The target fuels used in the demonstrations are ethanol and JP-8 with 50 nm average 

particle size (APS) aluminum nanoparticles. Ethanol was chosen primarily because the 

combustion characteristics are well-defined and a detailed chemical kinetic mechanism [161] is 

available. Also, ethanol is an easy fuel to handle and adequate for initial testing of the aerosol 

RCM. Therefore, most of the characterization of the aerosol RCM was conducted using ethanol. 

Aluminum nanoparticles were selected because they have a high heat of oxidation and 

have received much attention in the literature [162-163]. Compared to the ignition temperatures 

of micron-sized particles (1300−2100 K) [164-165], aluminum nanoparticles have shown 

ignition well below the bulk melting temperature [165] and as low as 800 K [166], enhancing the 

burning rate of propellants by 10 to 20 times over conventional bulk aluminum particles [159]. 
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Their ignition profiles are generally very rapid and recently have shown potential as additives for 

liquid fuels [167-168]. For this study, we are using 50 nm Alex® particles from Argonide 

Corporation, which are suspended in both ethanol and JP-8. 

To extend the demonstration of the aerosol RCM to practical fuels, measurements of 

energetic-nanoparticle-enhanced ignition are also shown using JP-8, the most widely used jet 

fuel for the Air Force and the candidate for the ‘single fuel forward’ policy of the Army. A 

number of studies have looked into the thermal oxidation chemistry of JP-8 including ignition 

delay measurements in shock tubes and RCM [169-170,33], chemical kinetics and emission 

studies in experimental burners [171], and numerical modeling of both reduced and detailed 

chemical kinetic mechanisms for surrogate blends of JP-8 [52,46]. These studies have found 

large variations in the ignition properties of JP-8 as a function of initial conditions which can be 

problematic for design of novel propulsion systems, and where nanoparticles can be of benefit by 

tuning the reactivity. 

5.3. Temperature Analysis 

Calculation of the compressed temperature for an aerosol charge is complicated due to 

heat and mass transfer between the gas mixture and vaporizing aerosols. Although heat loss to 

the reaction chamber walls can be modeled through the effective volume approach commonly 

used in RCM studies [1,16], the volumetric heat transfer to the droplets that occurs during 

compression cannot be accurately characterized without the knowledge of aerosol vaporization 

history (e.g., measured by optical diagnostics). As a first step, here we calculate the compressed 

gas temperature under two limiting conditions. The upper bound of compressed temperature 

assumes no aerosol evaporation (‘frozen aerosol’), while the lower bound of compressed 

temperature is calculated assuming complete evaporation before the onset of compression. Both 
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limiting calculations proceed through the direct application of the effective volume approach, 

which assumes the existence of an adiabatically-compressed core of gases whose temperature is 

calculated using Equation 3-3. The actual value of Tc is expected to be bounded by the two 

limiting values, and would be closer to the lower bound value for highly volatile fuels. In the 

following, the Tc estimates presented are averages of the upper and lower bounds, and the 

uncertainties for these calculations approach ±40 K. Although the presence of the aerosol 

prevents formation of an adiabatic core for which Equation 3-3 is intended, our approach 

provides an approximate Tc that is useful for understanding the temperature regime of 

nanoparticle-enhancement presented in this paper. Future studies will be devoted to the 

application of laser and optical diagnostics for improving the accuracy of these estimates. 

5.4. Test Mixture Preparation 

Tests investigating the influence of nanoparticles on the ignition of liquid fuel droplets 

used 50 nm APS aluminum nanoparticles from Argonide Corporation. All nanoparticle-enhanced 

tests used 2 %-wt nano-aluminum in the respective liquid fuel where it was suspended by adding 

0.03 %-wt alizarin and 0.004 %-volume triethanolamine before placing the solution in an 

ultrasonic bath for 120 minutes. 

5.5. Experimental Results 

5.5.1. Experimental Repeatability 

Pressure measurements were taken during the ignition of neat ethanol aerosols to test the 

experimental repeatability of the RCM data. The measurements were taken using a Kistler 

6125B pressure transducer, and the data were used to calculate the ignition delay (τ), which we 

define as the time interval between the end of compression (TDC) and the time at which the 
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maximum rate of pressure rise due to ignition occurs [(dP/dt)max]. TDC is identified as the time 

at which dP/dt becomes negative. This definition is consistent with that of the total ignition delay 

defined in § 3.5.2. 

 

The operation protocol described in the previous section was used to investigate the 

experimental repeatability of ignition delays for a neat ethanol aerosol charge. Ignition tests were 

conducted under identical conditions (initial wall temperature: T0 = 338 K; initial pressure: p0 = 

1 bar; compressed temperature: Tc ≈ 830 K; compressed pressure: pc = 28 bar) with a molar 

composition of 1.0 C2H5OH + 6.0 O2 + 22.6 N2, and the results shown in Figure 5-1. support 

the repeatability of test data in the aerosol RCM. The figure shows six pressure traces that 

 

Figure 5-1. Demonstration of the experimental repeatability of autoignition of an ethanol 
aerosol charge at Pc = 28 bar, Tc ≈ 830. Molar composition (aerosol test): C2H5OH/O2/N2 = 
1.0/6.0/22.6. Initial conditions: P0 = 1 bar, T0 = 338 K. 
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overlap identically during compression, and follow nearly the same profile during ignition. For 

the pressure traces shown in Figure 5-1, the ignition delay is repeatable to within ±10 %. 

5.5.2. Ignition Enhancement with Low-Concentrations of Nanoparticles 

Ignition delay measurements were taken for neat ethanol and compared with ethanol 

seeded with 2 %-wt aluminum nanoparticles to investigate energetic-nanoparticle-enhanced 

combustion of our model system. A TEM image of the aluminum nanoparticles appears in the 

inset of Figure 5-2. The TEM image shows the polydisperse nature of the nanoparticle size, and 

confirms the 50 nm APS technical specification of the nanoparticles. As a baseline for 

comparison, Figure 5-2 shows the same neat ethanol pressure traces displayed in Figure 5-1 from 

 

 

Figure 5-2. Reactive pressure traces for neat ethanol (dashed lines) and for 2 %-wt 
nanoparticle-enhanced ethanol (solid lines). Inset displays TEM image of 50 nm APS 
aluminum nanoparticles. Molar composition for neat and nano-enhanced tests (aerosol + gas): 
C2H5OH/O2/N2 = 1.0/6.0/22.6. 
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 the repeatability experiment. Figure 5-2 also shows five pressure traces obtained for energetic-

nanoparticle-enhanced ethanol combustion. It is evident from the pressure traces that the 

presence of the energetic nanoparticles leads to a significant reduction in the ignition delay time 

of ethanol. For the conditions tested (pc = 28 bar, Tc ≈ 820 K), the nanoparticles led to an 

average ignition delay reduction of 32 % (4.6 ms) as compared to neat ethanol ignition delay 

times, and the results were reproducible to within ±20 %. We emphasize that all of the neat 

ethanol and nanoparticle-seeded ethanol tests were conducted with identical initial and operating 

conditions. Thus, in spite of the uncertainty in the Tc calculations our observation of a reduced 

ignition delay under these conditions supports the enhancement effect of the nanoparticles. 

The energetic enhancement requires a lower concentration (2 %-wt) than previously 

reported results for nanoparticle-enhanced liquid fuels which have used concentrations of ≥ 5 %-

wt nano-aluminum in n-dodecane to achieve ignition delay reductions of 40 – 75 % in a shock 

tube at reflected temperatures of 1175 – 1249 K [167]. The results demonstrate the ability to 

energetically-enhance combustion through low concentrations of nanoparticles. The mechanism 

whereby aluminum nanoparticles reduce the ignition delay is not evident from this study, 

however, we hypothesize the ignition delay reduction  is a result of an increased droplet thermal 

conductivity that has been observed in liquids seeded with nanoparticles (nanofluids) as 

compared to the thermal conductivity of the neat liquid [172]. We hypothesize that by adding 

aluminum nanoparticles to our liquid fuel, the thermal conductivity of the droplets increases 

which leads to more rapid internal heating and evaporation of the aerosol droplets, and thereby 

the earlier onset of fuel vapor ignition. Once the nanoparticle-carrying aerosol droplets 

evaporate, the nanoparticles are exposed to a hot, oxidizing environment, and the nanoparticles 
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may ignite in advance of the fuel vapors, providing another route to a shorter ignition delay. 

Aluminum nanoparticles have been shown to ignite at temperatures as low as ~800 K [166], 

which are attained in our RCM experiments. 

Energetic-nanoparticle enhanced combustion was also tested by adding nano-aluminum (2 %-wt) 

to JP-8. For all tests, we have assumed the molecular formula of JP-8 to be C11H21 [33]. Before 

 

Figure 5-3. Reactive pressure traces for neat JP-8 (dashed lines) and for nanoparticle-
enhanced JP-8 (solid lines). Molar composition: JP-8/O2/N2 = 1.0/32.5/122.2. 
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testing nanoparticle-enhanced mixtures, we established a baseline for JP-8 by obtaining ignition 

delays for varying compressed temperatures. These compressed temperatures were calculated 

using Jet-A thermodynamic data [31] because JP-8 data is unavailable. Changes in compressed 

temperature were made by altering the initial temperature of the charge. Nanoparticle enhanced 

mixtures of JP-8 were tested at the same conditions as the neat JP-8 fuel, and the results are 

shown in Figure 5-3. The three plots in Figure 5-3 compare neat JP-8 and nanoparticle-enhanced 

JP-8 ignition at three different compressed temperatures. For each of the compressed 

temperatures tested, the presence of the nanoparticles at 2 %-wt concentrations led to a reduction 

in ignition delay of nearly 50 %. Additionally, for all tests conducted at Tc ≤ 804 K, the heat 

release rate is increased over that of the neat JP-8 test. To our knowledge, this is the first 

observation of nanoparticle-enhanced combustion of JP-8 at concentrations of less than 5 %-wt.  

As with tests of nanoparticle-enhanced ethanol, we suspect the enhancement is a consequence of 

the increased thermal conductivity and faster evaporation of the liquid fuel and nanoparticle 

mixtures, relative to the neat liquid fuels. 

5.6. Conclusion 

An aerosol RCM has been designed and built for the purpose of testing nanoparticle-

enhanced liquid fuels. The aerosol RCM has been demonstrated as a viable tool for investigating 

the influence of nanoparticle additives on the ignition delays of fuels. Aerosol ignition tests 

confirmed that the RCM produces repeatable ignition delays within ±10 % for identical test 

conditions. 

The addition of energetic nanoparticles at low concentrations has been shown to 

significantly alter the ignition characteristics of ethanol and of JP-8. In ethanol, nano-aluminum 
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concentrations as low as 2 %-wt led to an average ignition delay reduction of 32 % at the 

conditions tested.  Nanoparticle-enhanced (2 %-wt) JP-8 showed ignition delay reductions 

approaching 50 % for all compressed temperatures tested, and led to faster heat release during 

ignition at compressed temperatures of less than 804 K. It is hypothesized that the addition of 

aluminum nanoparticles to the liquid fuel increases the thermal conductivity of the droplets 

relative to the neat liquid fuel droplets, and that this increased thermal conductivity drives faster 

evaporation and the earlier onset of ignition. It is unclear whether the reduction in ignition delay 

results from fuel vapor ignition or from ignition of the nanoparticles. Ongoing work in our lab 

seeks to identify the contributions of these sources to the ignition delay reduction and to validate 

our hypothesis of faster evaporation. 
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Chapter 6:  
CONCLUSIONS & PROPOSED FUTURE WORK 

Conclusions regarding technical matter in this work have been presented as part of each 

chapter that documents a given research project. To conclude this dissertation, additional 

remarks are offered to address general aspects of these research projects and provide 

considerations for future research. 

At the conclusion of this work, the RCM may be considered a world-class design, 

capable of producing relevant and useful kinetic data. The RCM can be used to efficiently 

investigate the autoignition behavior of a fuel in the low-temperature oxidation regime. 

Elucidation of fuel kinetics in this region are important today, and will continue to grow in 

importance for modeling purposes as industry works to implement kinetically-controlled 

combustion modes into advanced compression-ignition engines. Future investigations aimed at 

the study of non-volatile, alternative fuels should continue to be fruitful as the civilian and 

military ranks consider the integration of these new fuels into existing engines and infrastructure, 

creating a need for the kinetic data. 

In its current state, the mechanics of the RCM and the characterization of test methods, 

specifically the DTC approach, can be considered completed work. With the foundational test 

methods of the RCM operating smoothly, three potential types of research projects may be 

considered for the future: surrogate fuel development, the refinement of a test strategy for 

considering the practical combustion behavior of a fuel, and the implementation of optical 

diagnostics for investigating applied and fundamental topics. 
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6.1. Surrogate Fuel Development 

The jet fuel surrogate study described in this work lays the groundwork for the 

optimization of a surrogate blend to describe the autoignition characteristics of bio-synthetic jet 

fuels. At this time, the kinetic models are limited in their offerings of high molecular weight 

branched paraffins, but as simulation capabilities for these species improve, so will the 

prediction capabilities of the surrogate. It is suggested that this type of surrogate fuel 

development work continue for jet fuels and other complex alternative fuel blends being 

considered. 

For simulations that do not require predictive abilities for intermediate combustion 

species, the kinetic data gathered for fuels may also be used to calibrate empirical kinetic models 

as done at Michigan State University for methyl butanoate [173], dimethyl ether [174], and 

blends of methyl butanoate and n-heptane [175]. These calibrated models may be integrated with 

engine CFD codes as an indicator of expected performance. 

6.2. Test Strategies to Assess Fuel Viability 

Although different test methods have been developed here for investigating the 

autoignition characteristics of non-volatile fuels, the strategy for selecting a given method has 

not been described, nor has the preferred method of DTC testing been demonstrated as suitable 

for diesel fuels. This may be of little consequence for investigations which only require 

characterization of ignition behavior relative to some baseline fuel. Furthermore, there may be an 

opportunity to correlate spray ignition behavior with the autoignition characteristics observed in 

a premixed system. 



143 
 

With respect to this work, it is noted that new alternative fuels often must meet stringent 

fuel specification standards. In some cases, cetane numbers describing the ignition propensity of 

a fuel are measured for these fuels, but acceptable limits are not defined as part of the fuel 

specification. However, ignition behavior is indirectly considered because many of the fuel 

properties included in the specification are linked to ignition behavior (e.g., distillation data) A 

practically-useful fuel research program would seek to firmly establish the relationship between 

these parameters, so that measurements of ignition behavior would be suggestive of a fuel’s 

ability to meet specifications. Future work at Michigan State University aimed at integrating a 

high-pressure diesel injection system into the RCM will be a powerful tool for investigating this 

relationship.  

6.3. Optical Diagnostics for Practical Applications 

The main deficiency of the RCM is that no advanced optical diagnostic have been 

integrated with the design. Preliminary work has been done to establish a framework for these 

systems, including initial measurements, but the optical systems have not been characterized for 

use. The pressure data that is measurable from the RCM is a useful tool for investigating the 

global combustion response of a fuel for a particular condition, but an abundance of useful data 

may be provided by coupling the pressure curves with species concentration data or optical 

measurements of temperature. 

Published work by Cignoli et al. [176] outlines an approach for optical measurements of 

soot temperature and soot volume fractions in a premixed technical burner. The measurement 

principle is based on the popular 2-color pyrometry technique, and is a robust means for 

quantifying soot formation at a given test condition. Initial steps to replicate this type of 

measurement in the RCM have been taken, and progress suggests that the diagnostic may be 
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successfully implemented. If completed, this will be a powerful tool for investigating chemical 

soot formation, and how it may be controlled by blending oxygenates into a fuel. 
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APPENDIX 

Python Codes for Cantera Simulations 

##------------------------------------------------------------------------------------------------------------------ 
## velocityProfile.py 
##------------------------------------------------------------------------------------------------------------------ 
## This program reads in effective volume profile data as a function of time, and calculates 
## the corresponding piston velocity as a function of time. The effective volume profile data 
## is split into two regions: (1) prior to TDC and (2) after TDC. The calculated volume 
## profiles for each of these regions are fit with nth order polynomials to eliminate noise in 
## the data. This new fit is used as a basis for calculating the piston velocity profile. A high 
## order polynomial fit is applied to each of the calculated velocity profiles (e.g., before and 
## after TDC), and the coefficients are exported to a text file. These coefficients are used in 
## Cantera to set the rate of the piston in the engine simulator. 
##------------------------------------------------------------------------------------------------------------------ 
 
from numpy import * 
import matplotlib.pyplot as plt 
import csv 
 
# Set required parameters 
D = 1.0                                                     # Piston diameter -- arbitrary selection 
 
# Read in volume profile (and convert numeric arrays to lists) 
profile = recfromtxt('Effective Volume Profiles\\tV_12.15.11_11_ds.txt') 
time = array(profile[:,0]) 
vol = array(profile[:,1]) 
 
# Identify the index of TDC 
tdc = vol.argmin() 
print time[tdc] 
print time[tdc]/(4.e-5) 
 
# Make necessary adjustments to data 
#time = time - time[0]            # Set the first element to time zero – Cantera doesn’t accept t<0 
#vol[(tdc+1):] = vol[(tdc+1):] + (vol[tdc] - vol[(tdc+1)])        # Improve consistency @ transition 
 
# Split the volume profile and time data into BTDC and ATDC regions (add a few points on 
# either side of domain for improved fit) 
volB = vol[:(tdc+5)] 
volA = vol[(tdc+1):] 
 
tB = time[:(tdc+5)] 
tA = time[(tdc+1):] 
 
# Generate nth order polynomial fits for volume data 
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# Alter the polynomial order to achieve the best results 
volBfit = polyfit(tB, volB, 20) 
pB = poly1d(volBfit) 
 
volAfit = polyfit(tA, volA, 7) 
pA = poly1d(volAfit) 
 
plt.figure(1)                                               # Examine the fit 
plt.plot(time,vol,'.',tB,pB(tB),tA,pA(tA)) 
 
# Calculate the time derivative of the volume profile, dV/dt, using the the polynomial fit as the 
# basis 
VB = pB(tB) 
VA = pA(tA) 
dt = time[1] - time[0]                              # Calculate time step 
dVB = gradient(VB)/dt 
dVA = gradient(VA)/dt 
dV = append(dVB,dVA) 
 
# Calculate the piston velocity based on the volume profile 
uB = 4.0 * dVB / (pi  * D**2) 
uA = 4.0 * dVA / (pi  * D**2) 
u = append(uB,uA) 
 
# Calculate the fit for the velocity profile data 
uBfit = polyfit(tB, uB, 20) 
puB = poly1d(uBfit) 
 
uAfit = polyfit(tA, uA, 7) 
puA = poly1d(uAfit) 
 
plt.figure(2)                                               # Examine the velocity profile data 
plt.plot(tB,uB,'.',tB,puB(tB),tA,uA,'.',tA,puA(tA)) 
 
plt.figure(3)                                               # Examine the velocity profile data 
plt.plot(tB,uB,tB,puB(tB),'.') 
 
plt.show() 
 
# Save velocity coefficients to a text file for use by Cantera. Note the output format 
# here is appropriate for Numpy. To be used by Cantera for calculating the velocity profile 
# the polynomial coefficients must be reversed to yield accurate calculations. Numpy and 
# Cantera evaluate polynomials differently. 
savetxt('velcoeff_BTDC.dat', uBfit, fmt="%12.16G”) 
savetxt('velcoeff_ATDC.dat', uAfit, fmt="%12.16G")  
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##------------------------------------------------------------------------------------------------------------------ 
## jp8_ranzi.py 
##------------------------------------------------------------------------------------------------------------------ 
## This conducts a premixed compression ignition simulation using piston velocity data that 
## is based on a  calculated effective volume profile. The simulation is divided into two 
## regions: (1) before TDC and (2) after TDC. Each of the regions has a unique set of 
## coefficients that are read in and used as the basis for calculating the piston velocity 
## profile. Results of the simulation are written out to a text file. 
##------------------------------------------------------------------------------------------------------------------ 
 
from Cantera import * 
from Cantera.Reactor import * 
from Cantera.Func import * 
from numpy import * 
import matplotlib.pyplot as plt 
import csv 
import time 
 
# Read in chemical kinetic mechanisms 
gas = importPhase('tot1101_cantera.cti') 
 
# Read in polynomial coefficients for calculating piston velocity 
uBfit = loadtxt('velcoeff_BTDC.dat')       # Read in polynomial coefficients -- for Numpy format 
uBfit = uBfit.tolist()                                  # Convert from Numpy array to Python list 
uBfitrev = uBfit[::-1]                                # Read in polynomial coefficients -- for Cantera format 
 
uAfit = loadtxt('velcoeff_ATDC.dat')      # Read in polynomial coefficients -- for Numpy format 
uAfit = uAfit.tolist()                                 # Convert from Numpy array to Python list 
uAfitrev = uAfit[::-1]                               # Read in polynomial coefficients -- for Cantera format 
 
piston_rate_B = Polynomial(uBfitrev) 
piston_rate_A = Polynomial(uAfitrev) 
 
piston_stop = Polynomial([0]) 
 
# Set formats for outputting data 
fmt = '%12.5f  %12.9f  %12.9f  %12.9f  %12.9f' 
print '%10s  %12s  %12s  %12s  %12s' % ('Time', 'Temperature', 'Pressure', 'Volume', 'Piston 
Velocity') 
print '%10s  %12s  %12s  %12s  %12s' % ('=======', '=======', '=======', '=======', 
'=======') 
 
# Initialize arrays for storing data 
tout = [] 
Tout = [] 
Pout = [] 
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uout = [] 
Vout = [] 
 
# JP-8 surrogate (Violi #3) 
gas.setState_TPX(399.05, 1.5511473*OneAtm, "MCYC6:0.00111, C7H8:0.00111, 
C6H6:0.000111, IC8H18:0.0006105, NC12H26:0.0081585, O2:0.2080, N2:0.7809") 
 
r1 = Reactor(contents = gas,  volume = 1.0, name = 'rcm')  
air = Air() 
env = Reservoir(contents = air,  name = 'environment') 
 
net = ReactorNet([r1])                                      # Create reactor network (required) 
w = Wall(r1, env, A = pi/4.0) 
w.setVelocity(piston_rate_B) 
 
t = 0.0 
dt = 4.e-5 
sBTDC = 875 
sATDC = 1500 
 
f = open("output.csv","w") 
for n in range(sBTDC): 
    t += dt 
    net.advance(t) 
    writeCSV(f, [net.time(), r1.temperature(), r1.pressure(), r1.volume()]) 
    tout.append(t) 
    Tout.append(r1.temperature()) 
    Pout.append(r1.pressure()) 
    Vout.append(r1.volume()) 
    uout.append(piston_rate_B(t)) 
    print fmt % (t, r1.temperature(), r1.pressure(), r1.volume(), piston_rate_B(t)) 
 
w.setVelocity(piston_rate_A) 
 
for n in range(sATDC): 
    t += dt 
    net.advance(t) 
    writeCSV(f, [net.time(), r1.temperature(), r1.pressure(), r1.volume()]) 
    tout.append(t) 
    Tout.append(r1.temperature()) 
    Pout.append(r1.pressure()) 
    Vout.append(r1.volume()) 
    uout.append(piston_rate_A(t)) 
    print fmt % (t, r1.temperature(), r1.pressure(), r1.volume(), piston_rate_A(t)) 
     
f.close() 
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plt.figure(1) 
plt.plot(tout, Tout) 
plt.show()  
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