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ABSTRACT
THREE ESSAYS ON LATIN AMERICAN DEVELOPMENT ISSUES:
PRODUCTIVITY GROWTH, INTERNATIONAL TRADE AND
VIOLENT CRIME
By

Pablo Fajnzylber

The first essay studies the influence of openness to international trade on the rates
of productivity growth of 18 Latin American countries during the period 1950-1995.
After providing some background on the macro and trade policies of the countries
involved, and reviewing the theoretical and empirical literature on the link between trade
openness and productivity growth, we apply three types of empirical methodologies to
examine this relationship: a growth accounting analysis, a study of structural breaks, and
the estimation of dynamic panel data regressions of productivity growth on several
measures of openness. The data comes from the databases prepared by Nehru and
Dareshwar (1993) and Easterly, Loayza and Montiel (1997), which we update and
complement. Our main findings are that, on average, the growth of total factor
productivity was relatively faster during the periods in which the Latin American
countries were open to international trade, but also that the pace of physical capital
accumulation was relatively slower during these periods.

The second essay studies the relationship between openness to international trade
and productivity growth at the industry level, focusing on five Latin American countries
during the period 1970-1994. After describing the economic performance of the

industries considered, we estimate the effect of different measures of openness on the
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Pablo Fajnzylber

growth of labor and total factor productivity at the industry level. The data comes from
ECLAC/UNIDO’s PADI database. The results reject the hypothesis of a general positive
relationship between openness and productivity growth at the industry level, at least for
the Latin American countries considered.

The third essay uses a new data set of crime rates for a large sample of countries
for the period 1970-1994, based on information from the United Nations World Crime
Surveys, to analyze the determinants of national homicide and robbery rates. A simple
model of the incentives to commit crimes is proposed and estimated using both cross-
sections and panel data. The results show that increases in income inequality raise crime
rates, deterrence effects are significant, crime tends to be counter-cyclical, and criminal

inertia is significant even after controlling for other potential determinants of homicide

and robbery rates.
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Chapter 1:
TRADE LIBERALIZATION AND TOTAL FACTOR PRODUCTIVITY

GROWTH IN LATIN AMERICA: 1950-1995

1- Introduction

The impact of trade liberalization on economic growth has long been the subject
of theoretical and empirical debate. Recent developments in trade and growth theory have
provided stronger analytical foundations for the arguments on the dynamic effects of
“opening-up”. At the same time, the issue has gained increased attention as the last two
decades have witnessed an unprecedented movement towards economic integration
among nations. In Latin America, in particular, most countries have engaged in a rapid
process of dismantling the protectionist policies that had prevailed, with some
interruptions, since the 1930s. The new trade policies have usually been the hallmark of
reform packages encompassing a broad range of market-oriented policies and, in many
cases, have been implemented in the context of aggressive programs of macroeconomic
adjustment.

Partly because of the relatively short period of time that has elapsed since the
implementation of the new policies, few studies have dealt with the measurement of their
actual effects on economic growth. The present paper attempts to contribute to this
research by studying the influence of openness to international trade on the rates of total
factor productivity (TFP) growth of 18 Latin American countries during the period 1950-
1995. To this end, we perform three types of analysis. The first one is a growth

accounting exercise in which the contributions to GDP growth that are associated with
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the growth of, respectively, TFP, capital stocks and the labor force are calculated. In this
context, we examine how the relative importance of TFP growth in the explanation of the
overall growth performance of the countries considered has evolved over time and, in
particular, how it has changed after the implementation of the trade liberalization reforms.
For the categorization and timing of the latter, we follow the criteria suggested by Sachs
and Warner (1995) for the characterization of an economy as “open”. By these criteria, all
18 countries liberalized their trade regimes in the last decade, while 10 of them had
temporary episodes of “openness” in the previous decades (mainly in the 1950s). The
data that we use comes from the data base on physical capital stocks, working-age
population and output constructed by Nehru and Dareshwar (1993), which we update to
1995.

The second approach that we follow is that of testing for the existence of
structural breaks in the series of import-output and export-output ratios and examining
whether the rates of TFP growth have increased or decreased after the breaks. We also
test for the presence of structural breaks in the series of GDP per worker, capital stocks
per worker, and an index of TFP. The econometric procedure that we use is based on the
“SupF,” tests proposed by Vogelsang (1994), as implemented by Ben David and Papell
(1997). These tests have the advantage of being general enough to allow for the presence
of unit roots, polynomial trends, and serial correlation.

Finally, the third methodology that we adopt is that of estimating dynamic panel
data regressions of TFP growth on several indicators of openness to international trade.
The econometric technique that we use is based on the Generalized Method of Moments

(GMM) estimator proposed by Blundell and Bond (1997), and controls for the existence
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of joint endogeneity in the explanatory variables, as well as for the presence of country-
specific effects. The variables representative of openness are constructed on the basis of
data from Easterly et al. (1997) and the World Bank data bases.

The rest of this paper is organized as follows. Section 2 comments on the
macroeconomic policy context in which the new trade policies have been put in place and
provides some background on the extent and speed of these reforms. Section 3 discusses
the theoretical issues involved in the analysis of the trade and growth relationship.
Section 4 provides some previous empirical evidence on this issue. In section 5 the data
and methodologies used in the paper are described and the results of our empirical

exercises are presented. Section 6 offers a summary of results and concluding remarks.

2- Macroeconomic Policy and Trade Liberalization in Latin America

In Latin America and elsewhere, the recent process of trade liberalization has been
only one component of a broader movement toward market-oriented reforms
encompassing privatization and financial liberalization. Somewhat paradoxically, the new
trade policies have been implemented in the context of intense macroeconomic
instability, and have often been adopted in conjunction with stabilization packages.
Whether the two sets of policies are jointly sustainable is still an open question and the
importance of the short-run achievements cannot be underscored. In the words of Rodrik,
“the success of reforms will depend less on the direct consequences of the new trade
policies than on the resolution of the macroeconomic difficulties in which these countries

are presently engulfed” (1992: 102).
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That the trade reforms may contribute, to some extent, to the success of the
stabilization packages is not open to discussion. The radical shift in policies involved in
the "structural” reforms has played an important role in strengthening the credibility of
the stabilization efforts (Rodrik, 1995: 2965). Moreover, the increased foreign
competition provided by import liberalization has been considered a potentially useful
tool in the battle against inflation. Finally, the gains in technical efficiency that are
potentially associated with increased openness can, at some point, improve the
competitiveness of the export sector. However, it is clear that in the short run trade
liberalization can also complicate the picture of macroeconomic adjustment through its
effects on the external balance. As stated by Dorbusch, “one problem for trade reform is
political...the other comes from the exchange rate” (1992: 81).

Indeed, the anti-inflationary policies that have been applied in many Latin
American countries have rested on the use of the exchange rate as an "anchor" of the
domestic price level. This implies the nominal stability of the exchange rate and even its
real appreciation. Trade liberalization, on the other hand, invariably has a faster impact on
imports than on exports, usually leading, in the absence of a compensating exchange rate
depreciation, to the occurrence of large trade deficits. Quoting Dornbusch one more time,
"if reserves are not available and depreciation is impractical, the only realistic option for
trade policy is to approach liberalization more gradually" (1992: 82).

In practice, Latin American countries have made very rapid advances in the

liberalization of their trade regimes'. Only a decade ago, Latin America was considered to

! Ironically, a much more gradual approach was taken by the Asian countries whose
success stories provided much of the motivation for the adoption, elsewhere, of outward-
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have the most distorted external sector of the world (Edwards, 1995: 115). Since 1985,
however, dramatic changes in trade regimes have occurred in the region, which has
recently been described by a World Bank study as "rapidly moving toward the level of
liberalization found in the East Asian newly industrializing countries” (Dean et al., 1994:
95).

Table 1.1 illustrates the extent of the trade reforms undertaken’. The first feature
that stands out is the drastic reduction in the average level of nominal protection. This is
indicated by the reduction in tariff rates, which now average less than 20 percent in
almost all countries. This represents a sharp decrease from the corresponding figures for
the years that preceded the reforms, which were usually two or three times higher than the
post-reform level. Secondly, even though only one country displays a uniform tariff rate
(Chile), the degree of dispersion of the import tariffs has been reduced dramatically, as
the reduced tariff ranges illustrate. A third characteristic of the reforms is the abrupt
reduction of the coverage of non-tariff barriers, which in some cases have been

completely eliminated. Finally, there is evidence that export taxes and restrictions have

oriented development strategies. Quoting Rodrik, "with regard to liberalizing trade
restrictions, for example, it is clear that East Asian countries did not go nearly as far as
some Latin American countries have done recently, and that whatever was accomplished
took place a lot more gradually” (1995: 2944).

2 It is worth noting that most of the data in this Table comes from a study by Alam and
Rajapatirana (1993), who focus on the trade reforms in Latin America during the 1980s —
the exception is the data for the coverage of non-tariff barriers, which was taken mostly
from Edwards (1995). The years that Alam and Rajapatirana (1993) assume to have been
the first years of the reforms are not always the same as those that we consider below in
our estimation exercise. However, they do provide a good indication of the policy
changes that occurred in Latin America in the last decade or so. The reform years
considered by Alam and Rajapatirana are as follows: 1988 for Argentina, 1985 for
Bolivia, 1987 for Brazil, 1985 for Chile, 1985 for Colombia, 1986 for Costa Rica, 1989
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been reduced or eliminated in several countries (Dean et al. 1994: 77, and Edwards, 1995:
125). Consistent with the changes in trade policy, the trade intensity of the Latin
American countries — defined as the ratio of real imports plus real exports to real GDP —
has increased in all but one country (Honduras)’.

Regarding the evolution of the exchange rate, Table 1.2 shows that most
countries’ exchange rates considerably depreciated between 1980 and 1987. In many
cases, this was the result of policies aimed at increasing the incentive to export. As shown
by Alam and Rajapatirana, in the 1980s “the trade reforms were always preceded by, or
associated with, significant depreciation of the real exchange rate (1993: 11).” These
depreciations, however, were not always sustained after 1990, as several countries began
experiencing a significant real appreciation of their currencies. Not surprisingly, the
region has experienced growing trade and current-account deficits*.

As explained by Edwards, the appreciation of the exchange rates was the result of

two factors: “first, many countries used exchange rate policy as an anti-inflationary tool,

for Ecuador, 1986 for Guatemala, 1986 for Honduras, 1982 for Jamaica, 1985 for
Mexico, 1989 for Paraguay, 1989 for Peru, 1987 for Uruguay, and 1989 for Venezuela.

} Estimates of the structure-adjusted trade intensity of Latin American countries can be
found in Burki and Perry (1997: 30-33). This indicator is obtained by correcting the ratio
of trade to GDP for certain structural characteristics that determine a country's volume of
trade, such as size and transport costs. As such, it is expected to reflect the level of trade
explained by trade policy. The estimates show that "the average (structure-adjusted) trade
intensity for the region has risen significantly in the 1990s", allowing Latin America to
approach the corresponding average for the OECD, but still lagging far behind the
average of the Asian newly industrializing countries (Burki and Perry, 1997: 33).

* Figures from ECLAC (1996) show that between 1990-91 and 1992-94 Latin America
and the Caribbean’s current account deficit increased from 1.1% to 3.2% of GDP. In the
latter period, the figures were above 5% in nine countries (Bolivia, Costa Rica,
Guatemala, Haiti, Honduras, Mexico, Nicaragua, Paraguay and Peru). In the trade
account, the region evolved from a surplus of 1.4% of GDP in 1990-91, to a deficit of
1.4% of GDP in 1992-94 (ECLAC, 1996: 26).
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and, second, massive capital inflows into Latin America made foreign exchange too
abundant (1995: 137).” We have already referred to the first factor as a potential source of
conflict between stabilization and trade policies. The second factor is to a great extent
associated with external conditions, among which are the relatively low interest rates in
the U.S. economy.

As the Mexican currency crisis of December 1994 has shown, the combination of
real exchange rate appreciation, large current account deficits and strong dependency on
foreign portfolio investments can have very explosive consequences, and put in risk the
sustainability of the whole process of economic reform®. The avoidance of these critical
circumstances calls for the very prudent management of the current and capital accounts
as well as for the use of some restraint in the utilization of the exchange rate for anti-
inflationary purposes. But the Mexican experience also highlights the importance of
accelerating the gains in productivity that the reforms can potentially bring about.
Edwards, while commenting on the lessons to be drawn from the Mexican crisis, shows
that the disappointing performance of aggregate productivity growth during the early
years of the reforms in this country made the handling of its external problems more
difficult. As Edwards stated, “productivity gains are a fundamentally important element
in the way in which the overall external sector develops. Productivity growth is at the

heart of export expansion and thus contributes to keeping the current account in balance

* As stated by Calvo (1996), “the December 20, 1994, devaluation brought the economy
down like a house of cards. Output fell by more than 7 percent in 1995, the current
account deficit sharply swung from about 8 percent of GDP in 1994 to zero, and investors
turned their noses away from high-yield Mexican public debt even though the
international community had plunked about $50 billion in a rescue package (1996: 1)”.
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(1995: 302)”.° Whether trade liberalization is capable of bringing about rapid
improvements in productivity — even though it might have failed to so in Mexico before

1994 — is the main question that the following sections attempt to address.

3- Trade Liberalization and Growth: Old and New Theory

The existence of net benefits arising from trade liberalization and, in particular,
the potential of the latter to generate growth effects, have long been controversial issues
in the economics profession. In a tradition that comes from Ricardo’s theory of
comparative advantage, economic theorists have usually emphasized the static gains in
allocative efficiency arising from freer trade. The theory for these once-and-for-all gains,
based on the assumption of perfect competition, has long been understood and tested. The
magnitude of the corresponding benefits, however, appears to be relatively small.
Quoting Rodrik, “reasonable estimates of the welfare cost of relative-price distortions
under usual neoclassical assumptions rarely produce numbers in excess of a couple of
percentage points of GNP (1995: 2932).”’

The theoretical arguments for the dynamic gains from trade liberalization, on the
other hand, have, until recently, been stated in less formal terms. This explains, at least in

part, the fact that the issue has remained a controversial one. Probably one of the first to

S Edwards (1995: 298) also quotes a World Bank study —Trends in Developing Economies
1994—that in September 1994 had pointed out this problem: “productivity growth has so
far been insufficient to offset the loss of external competitiveness implied by the peso
appreciation...with current account deficits of over $20 billion supported by even higher
levels of foreign capital inflows, Mexico is vulnerable to foreign capital volatility” (p.
331).
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defend the existence of a positive link between international trade and growth was Adam
Smith. In the Wealth of Nations, this author argues that international trade, through its
effect on the expansion of markets, opens new possibilities for the division of labor,
increases the extent of specialization and promotes improvements in technical efficiency®.
In other words, in Smith’s optimistic view of development, international trade propagates
growth in productivity through the exploitation of economies of scale and the creation of
incentives for the development of new productive technologies.

Interestingly, dynamic gains were also at the core of the arguments of those that
defended “inward-oriented strategies”. Quoting Pack (1988), “early proponents of import
substitution based their policies partially on infant industry arguments and the rapid
growth in productivity they expected during the stage when industrial skills were created
and modern technology mastered. Their main assumption was that the period of
protection would be utilized to increase technical efficiency and move towards
internationally competitive prices” (1988: 348). In fact, as stated by Krueger (1997), “in
the 1950’s and 1960’s, the neoclassical argument for an open trade regime was rejected
on the grounds that it was ‘static’ and ignored ‘dynamic considerations’”(1997: 10).

Furthermore, as accounted by this author, starting in the late 1960’s and 1970’s, critics of

7 An example is given by Haberger (1959), who estimated the welfare cost of protection
in Chile to be 2.5 percent of GNP, as opposed to 10 percent for domestic distortions — see
Dornbusch (1992: 74).

* When referring to the impact of the discovery of America on the European economy, for
example, Adam Smith states: “By opening a new and inexhaustible market to all the
commodities of Europe, it gave occasion to new divisions of labour and improvement of
art, which, in the narrow circle of the ancient commerce, could never have taken place for
want of a market to take off the greater part of their produce. The productive powers of
labour were improved, and its produce increased in all different countries of Europe and
together with it the real revenue and wealth of its inhabitants (1976: 448).”
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the import-substitution strategies concentrated on static issues, such as the sub-optimality
of the use of trade policy for development purposes and the rent-seeking activities
generated as a by-product of protection (Krueger, 1997: 5).

There were also writers that, in the tradition of Adam Smith, advocated liberal
trade regimes on the basis of dynamic considerations, such as their potential to spur
entrepreneurial effort, explore economies of scale and promote the adoption of modern
technologies — beside the gains from specialization according to comparative advantage’.
This type of argument, however, was more prevalent among policy- and empirically-
oriented economists. As shown by Rodrik, “this rationale for trade was hidden from the
view of academic economists by the intellectual appeal of the Ricardian outlook (1992b:
155).”' In the last decade, nonetheless, this situation has changed thanks to the
application of new modeling tools to trade and growth issues. Indeed, the formal
modeling of international trade in imperfectly competitive markets, and the incorporation

of technological change as an endogenous process in models of equilibrium growth have

’ Bela Balassa is probably the best exponent of this literature. While commenting on the
TFP growth performance of countries with outward- and inward-oriented development
strategies, this author asserts that “outward orientation leads to the efficient use not only
of existing resources, but also of increments in resources, permits the exploitation of
economies of scale, and provides the stick and carrot of competition that gives
inducement for technological change” (1993: 47). This vision is already present in a 1970
paper in which the author argues against “the evidence that the static cost of protection
would be outweighed by the dynamic benefits of the inward-looking strategy. Rather, the
continued sheltering of domestic industry from foreign competition and disincentives to
exporting involve a dynamic cost to the national economy in the form of opportunities
forgone for improvements in productivity” (1989: 243).

' In the same spirit, Edwards asserts that “for a long time it was argued that the
theoretical underpinnings of the proposition that freer trade enhances growth were weak.
While the theory was clear regarding the static gains from free trade, the generalization of
these results to a dynamic equilibrium growth setting presented some problems. Only

10
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provided new insights into the trade and growth relationship. Even with these new tools,
however, the literature has been unable to reach unambiguous and general conclusions.

In the neoclassical growth model proposed by Solow (1956), steady-state growth
is explained by technological change, which is treated as an exogenous process. As
shown by Grossman, in this framework, "long run growth in an open economy proceeds
at a rate that is independent of its trade policies or the nature of its international economic
relations" (1992: 10). The recent attempts to model growth and technological progress as
the outcome of economic forces — either through learning by doing or by investments in
research and development (R&D) — have shed light on several channels through which
trade can affect growth.

Grossman and Helpman (1991), for example, consider models of R&D-driven
growth where technological progress occurs either through the introduction of new
differentiated products or through the quality upgrading of existing products. In this
context, the authors discuss four different mechanisms underlying the trade growth
relationship. Firstly, they assume that trade may facilitate the international diffusion of
knowledge, reducing the cost of product development and accelerating growth in all
countries. Secondly, trade may favor growth through the reduction in research
redundancy that is brought about by the integration of world commodity markets. A third
mechanism at work is the increase in the size of the market in which firms operate. This
has ambiguous effects on growth, as it causes an increase in sales and profits for a given

market structure — and, thus, an incentive for new product development and growth — but

recently with the renewed interest on growth theory, and the resulting ‘endogenous’
growth models, new developments in this direction have been made (1992: 32).”

11
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also an increase in competition that may induce a reduction in the investments in
technology. The net effect from these two forces depends on the extent to which research
spillovers are national in scope: if international knowledge flows are not perfect, smaller
countries can be expected to see their share of the world market decline over time. The
same negative effect of trade on growth can occur when a country begins with a
disadvantage in R&D and technology spillovers are national in reach. In this setting, as in
Krugman (1987), history matters in the determination of dynamic comparative advantage
and growth. Finally, when countries are dissimilar in their factor endowments, trade leads
to changes in their intersectoral specialization and consequently in their aggregate rates of
growth. Specifically, openness to international trade can have positive or negative effects
on growth depending on whether it causes a reallocation of resources towards the
production of traditional goods, high technology goods or the R&D sector of each
economy. A similar decomposition of the growth effects of trade is proposed by Rivera-
Batiz and Romer (1991), who also find that "allocation effects can increase or decrease
the rate of growth" (p. 973). These effects are expected to be larger when the differences
in the trading partners' endowments are bigger — such as in the case of North-South trade.
Lucas (1988, section 5 and 1993) has also emphasized the sectoral composition of
output in his explanation of the trade and growth relationship. Lucas proposes a multi-
good model where learning-by-doing is the engine of growth. As in Krugman (1987), it is
assumed that different goods are associated with different "learning rates", so that the mix
of goods produced in a particular country determines its rate of growth. Trade plays the
role of determining, through comparative advantage, the sectoral mix of production and

hence the aggregate rate of growth. Lucas (1993) also assumes that the sectoral rates of

12
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learning are decreasing over time, so that growth can only be sustained by the permanent
evolution of the economy's production structure. In this context, the occurrence of
"growth miracles" — such as Korea's — requires the creation of a gap between the structure
of demand and supply in the economy, which can only be possible if the country becomes
a large exporter. As stated by the author: "Korea needed to open a large difference
between the mix of goods produced and the mix of goods consumed, a difference that
could widen over time. Thus, a large volume of trade is essential to a learning-based
growth episode" (Lucas, 1993: 269).

As shown by Feenstra (1996), the models proposed by Lucas (1988, section 5,
and 1993) belong to a class of learning-by-doing and human capital accumulation models
that "stress the unequal growth rates of economies, as motivated by the wide disparity in
the growth rates of actual countries” (1996: 229)"'. However, Feenstra shows that uneven
growth rates across countries can also be obtained in models of "endogenous
technological change" such as those proposed by Grossman and Helpman (1991),
provided that it is assumed that R&D knowledge diffuses freely within borders but does
not diffuse internationally'?. An important point stressed by Feenstra — and one that
could have testable implications — is that without this hypothesis, the models of R&D-
driven growth predict that trade leads to convergence in growth rates, even when the

allocative effects discussed above are involved. In the latter case, however, convergence

"' Examples of models of this class are Krugman (1987), Young (1991), Azariadis and
Drazen (1990), and Stokey (1991).

2 Evidence against the hypothesis of international diffusion of knowledge can be found in
the recent papers by Bowen et al. (1987) and Treffler (1995), who show that the
Hecksher-Ohlin model of trade is not supported by empirical evidence due to uniform
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may occur towards a rate that does not necessarily exceed the autarky growth rates of the
corresponding countries. In any case, it is worth noting that the concept of convergence
to which Feenstra refers is qualitatively different from the one addressed in the recent
controversy over convergence'. Indeed, as shown by Feenstra, most of this literature has
focused on the convergence in the level of output, while "there has been much less
exploration of whether the growth rates of countries differ systematically” (Feenstra,
1996: 252).

To summarize the contributions of the new growth literature on the trade and
growth relationship, it may be useful to quote Helpman (1992): "The integration of a
nation into a world trading system unleashes powerful forces that speed up growth. But it
also unleashes forces that are harmful to growth. The former dominate, however, when
countries do not differ too much in terms of resource composition, and knowledge flows
freely across national borders... When knowledge accumulation is localized, however,
history can extract powerful effects on the evolution of trade patterns and growth rates.
Under these circumstances small initial differences in knowledge capital can translate
into large long-run differences in sectoral structures, trade patterns and growth rates"

(1992: 265).

technological differences across countries — a fact that had already been discussed by
Minhas (1962).

"* For an account of this debate, see Durlauf (1996) and the papers included in the
corresponding issue of the Economic Journal.

14
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4- Trade and Growth: The Empirical Evidence

The relationship between growth and trade liberalization has been the subject of a
number of empirical studies. The motivation has been, in many cases, to provide evidence
on the dynamic benefits or costs of different strategies of development, usually with an
emphasis on the debate over the inward- versus outward-oriented approaches. More
recently, after the resurgence in interest in growth theory, and due to the failure of the
new models to predict unambiguous effects of trade on growth, the empirical work on the
subject has been seen as a way of “to help resolve the debate” (Harrison, 1996: 420). The
methodologies vary from the use of growth accounting techniques to the econometric
estimation of growth equations. There is also considerable variety of measures of trade
openness, ranging from policy indicators to indicators of trade performance. Furthermore,
some studies have used cross-sectional analysis while others have concentrated on the
time dimension of the series involved. Only a few studies have taken advantage of both
sources of variation, using panel data techniques. Finally, a distinction can be made on
the basis of whether the units of analysis are firms, industries or countries. Overall, it can
be said that even though there is a great variety in conceptual approaches and empirical
methodologies, most studies find a positive relationship between growth and openness to
trade. Some important methodological problems, however, plague most of the studies.
The problem of determining the direction of causality between trade and growth and,
more generally, the possible endogeneity of the measures of openness in most
econometric studies are probably the best examples.

Case studies carried out at the firm-level in less developed countries have

provided some evidence on the type of technical change underlying productivity
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increases in countries with inward- and outward oriented development strategies.
Especially in Latin America and India, it has been shown that significant indigenous
technological change has taken place even in the context of intensive import-substituting
strategies. As described by Pack (1992), “rather than simply purchasing foreign
equipment and using it according to prevailing norms, an indigenous effort was
undertaken, particularly in large firms, that changed the method of production” (p. 22)".
It is not clear, however, to what extent to which the learning obtained in this process was
generalized to the majority of the firms in the corresponding industries. On the other
hand, analogous studies of firms in East Asian newly industrializing countries (NICs)
where a more outward-oriented regime has prevailed — although sometimes accompanied
by considerable government intervention'® — show that their approach to industrialization
“precluded the need for unique, site- and material-specific innovations that were not
purchasable on the world market” (Pack, 1992: 24). In these countries, technology
licensing was much more common than indigenous research and their impressive growth
performance seems to suggest that this was a winning strategy. However, it is difficult to
draw this type of conclusion exclusively from firm case studies, which brings us to
review, at least selectively, the cross-industry and cross-country studies on the subject'®.
In a study that covers 21 industries in 17 countries, Nishimizu and Page (1991)

regress the average growth of TFP on the growth of exports, imports and domestic

"4 As stressed by this author, “the documentation of this indigenous technical change is
intrinsically interesting and provides a good antidote to the view implicit in international
trade theory and microeconomics, of a uniform international technology costlessly
available to everyone” (Pack, 1992: 22).

¥ See, on this matter, World Bank (1993) and Rodrik (1994).
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demand, controlling for the effect of restrictive trade policies and non-market oriented
policy regimes'’. Their main result is that “[E]xport growth is positively correlated with
TFP growth in the industrial sector, but only in economies that follow market-oriented
policies in general and that do no resort extensively to quantitative import restrictions in
particular” (p. 256). Nevertheless, the authors also find a negative relationship between
import penetration and TFP growth in the period following the first oil shock (after
1973). Neither result, it should be stressed, provides insight into the direction of
causation: TFP performance could well be the cause and not the effect of the levels of
industrial competitiveness, as reflected in the export performance and import penetration
indexes. Similar results, however, are obtained by Nishimizu and Robinson (1984) in a
study of 4 developing countries, and by Bonelli (1992) who analyzes data on Brazilian
industries.

A different approach is adopted by Lee (1996), who focuses on the effect of
specific government policies on the productivity performance of 38 Korean industries.
Using data from a four-period panel covering the period from 1963 through 1983, the
author shows that “trade protections, such as tariffs and import restrictions, are negatively
correlated with the growth rates of value added, capital stock, and total factor
productivity” (p. 402). Another finding is that industrial policies, as expressed in tax
incentives, have a positive effect on output growth but that this occurs through the

stimulus of capital accumulation and not TFP growth.

' For more extensive reviews of this literature, see Pack (1988), Havrylyshin (1990),
Tybout (1992) and Rodrik (1995).

' The study includes countries with different levels of development, over periods that
vary somewhat between the late 1950s and early 1980s.
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A few studies have analyzed the industrial productivity performance of Latin
American countries after the implementation of market oriented reforms. Agacino et al.
(1993), for example, show that in the case of Chile the initial reaction to the reforms (in
the period 1976/1981) was a more intense use of the factors of production — both labor
and capital had negative growth rates in this period — which was reflected in a positive
rate of growth of TFP. This increase in productivity, however, is attributed by the
authors to an increase in productive efficiency and not to technological change. In the
1980s, on the other hand, Chilean industry displayed a negative rate of TFP growth, as
most industries décreased their capital/labor ratios in a context of relatively low labor
costs and previous financial stress.

Oks (1994) looks at the post-reforms productivity performance of Mexican and
Chilean industries. The author reviews several studies and points out that, even with
striking differences in the figures for productivity, there seems to be agreement on a
slight recovery of productivity growth in Mexico after 1987 after having experienced
negative growth in 1985/1988. Oks also finds very small rates of TFP growth in the case
of Chile. As an explanation for these results, the author suggests that the real depreciation
of the capital stock associated with the probable acceleration of the rate of obsolescence —
due to modernization — may be underestimated in the data: “productivity just doesn’t
show up because existing measurements of capital do not capture adequately the real
depreciation” (1994: p. 60).

In a recent research project led by James Tybout at the World Bank, the
relationships between trade liberalization, technical efficiency, price-cost markups and

industry rationalization have been studied for a sample of semi-industrialized countries,
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using both plant- and industry-level data'®. In Chile, Mexico and Turkey, this research
shows a positive relationship between TFP growth and both the reductions in the sectoral
level of protection and the increases in import penetration. Similarly, studies carried-out
for Turkey, Cote d’Ivoire and Mexico conclude that price-cost margins were reduced by
the trade reforms of the 80s. With regard to the effect of the latter on the exploitation of
economies of scale, however, several of the papers produced within the project fail to
encounter the expected positive relationship between liberalization and industry
rationalization. As summarized by Tybout (1992), “it appears that exposure to increased
foreign competition is not closely linked with entry patterns, tends to induce reductions in
plant size, and may cause some improvements in technical efficiency” (p. 207).

Helleiner (1994), summarizing 14 country studies on trade policy and
industrialization, asserts that “the case studies [...] offer very weak, if any, support for the
proposition that either import liberalization or export expansion are particularly
associated with overall productivity growth” (p. 30). Furthermore, “the role of trade
orientation of individual industries was mixed” (p. 31) as, depending on the country, the
studies found either positive or negative relationships between sectoral TFP growth and
the corresponding levels of protection against imports and the rates of export growth.

Edwards (1995), on the other hand, presents data on the change in aggregate
growth of TFP after the liberalization of the trade regimes in 6 Latin American countries.

With the exceptions of Mexico and, to a lesser extent, of Bolivia, considerable increases

'* See Tybout (1991, 1992), Roberts and Tybout (1996: chapter 1) and Rodrik (1995:
2970-2971) for a summary of the project’s results.

19



are encountered
consistent with re
the rate of TFP g
find signs of a re«
with the findings
experience after t
the evidence clea
(p-18). Neverthe |
Bosworth (1994, |
tenin 1930.73
these differences
the Ueatment of |
Another
OS5 Country -
perfOfmance, and
Rotrk (1995, .
higher Bowth™

B

Uncovered by Pri




are encountered"’. Mexico presents a slight decline in aggregate TFP, a result that is
consistent with results presented by Lefort and Solimano (1994). These authors find that
the rate of TFP growth was negative in the period 1982-1991 (p. 29). However, they also
find signs of a recovery of GDP and TFP growth since 1988 — a result that is consistent
with the findings of Oks (1994) at the industry level. In their analysis of the Chilean
experience after the reforms initiated in 1974, Lefort and Solimano (1994) find that “all
the evidence clearly shows an acceleration in the rate of growth of TFP after the reforms”
(p. 18). Nevertheless, this result is contradicted by the evidence presented by Marfan and
Bosworth (1994), who find that TFP growth was on average lower in the period 1973-89
than in 1950-73 (respectively 0.21 percent and 1.05 percent). It is possible, however, that
these differences in results are due to the use of different methodologies with regard to
the treatment of the cyclical changes in growth and the definition of capital.

Another group of studies has been concerned with the econometric estimation of
cross-country growth equations in which some measure of trade policy, of trade
performance, and/or of price distortions, are used as explanatory variables. As shown by
Rodrik (1995), “these studies generally conclude that openness has been conducive to
higher growth” (p. 2938). One important problem with this type of work has been
uncovered by Pritchett (1996), who analyzes the relationship between different empirical
proxies for trade policy stance and finds that “the alternative objective measures of trade

policy examined are completely uncorrelated across countries” (p. 308) and produce

” The other countries are Argentina, Chile, Costa Rica and Uruguay.
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“entirely different country rankings” (p. 329)°. These results point to the lack of
robustness of the studies that use only some particular measure of trade policy stance.

The most natural way to go in measuring trade openness is probably the use of
direct administrative measures of trade policy. In aggregate studies, however, this
procedure implies the calculation of average indexes of trade policy, which is not a
trivial problem. In the case of tariff and non tariff barriers to imports, for example, it is
not clear whether the application of a weighting system is a better procedure than the use
of simple averages. The latter may bias the measure of the actual restrictions upwards,
since in many cases the highest barriers apply to products that are not traded at all. But
for the same reason, the use of weights based on trade figures may cause an under-
estimation of the barriers to trade, since the products with the highest restrictions are also
the least traded exactly because of the government policies. An alternative that has been
used, among others, by the World Bank in the 1987 World Development Report, is to
construct subjective indexes of trade orientation. These, however, have been criticized for
their lack of international comparability. For these reasons, many cross-country studies
have avoided the use of direct policy measures and have made use of indicators of trade
performance or price distortions.

One of the first attempts at measuring the effect of outward orientation on growth

in a cross-country setting was Michaely (1977), who found a significantly positive

% Four types of empirical measures of policy orientation across countries are examined
by Pritchett (1996). These are: “(a) the share of trade (or imports) in GDP (adjusted for
country structural characteristics or factor endowments), (b) the average tariff and
coverage ratio of nontariff barriers (NTBs), (c) measures of the deviation of countries’
actual trade pattern from the pattern predicted from a model of resource-based
comparative advantage and (d) a measure of price distortions” (p. 308).
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correlation between the rate of growth of export shares of GDP, and output growth. Feder
(1983) proposed a model where the export sector generates positive externalities on non-
exports sectors, so that its expansion has a positive effect on growth. Feder showed that
this result could be empirically tested by regressing output growth on the rate of growth
of exports multiplied by the export share in output, and the growth rates of labor and
capital. Using a sample of 31 countries, Feder (1983) found evidence supporting his
model. As shown by Edwards (1993), many studies followed this line of research,
estimating variations of Feder’s regression. Among their findings, it is worth mentioning
the existence of different relationships between exports and GDP growth depending on
the level of income of the countries involved, and the existence of diminishing returns in
the contribution of exports to output growth.

As shown by Edwards (1992), the above studies implicitly assume that the growth
in exports can be used as an indicator of the type of trade regime in the countries
involved. The same assumption underlies the studies that use trade shares, or changes in
trade shares, as openness indicators — as do Helliwell and Chung (1991) and Helliwell
(1994), for example, who also find a significant positive impact of trade on growth®'. As
stated by Harrison (1996), “one problem with this approach, however, is that trade flows

are at best an imperfect proxy for trade policy. Other factors, such as country size or

2l Helliwell (1994), in a study of 19 industrial countries during the period from 1963 to
1989, regresses TFP growth on both the level and the first diference of the ratio of total
trade to GDP. He also uses, as explanatory variables, the log of GDP as a measure of
scale, and the ratio of the current level of efficiency in the United States to the preceding
year’s efficiency level in each country, as a way of testing for convergence in
productivity. The author finds evidence that both the level and the rate of change of the
trade-output ratio have a positive effect on productivity growth, which he interprets as
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foreign capital inflows, also affect trade”. This has led to the use, by some authors, of the
deviation of actual from predicted trade flows, based on variables such as country size
and transport costs (Syrquin and Chenery, 1989). These measures, however have been
criticized for the absence of an underlying theoretical model to predict trade flows.

An alternative that certainly has stronger theoretical foundations has been
proposed by Leamer (1988), who constructs measures of openness from the residuals in
an empirical Hecksher-Ohlin model estimated to explain trade flows and trade intensity
ratios for 53 countries. Edwards (1992), using these measures, finds that the growth in
GDP per capita is positively associated with trade openness. A problem with Leamer’s
measures is that, as shown by Rodrik (1995), it has “serious shortcomings in the way it
ranks certain countries” (p. 2939). However, in Edwards’ study, the above mentioned
result is shown to be robust to the replacement of Leamer’s indexes by alternative
indicators of trade orientation. In fact, similar findings are reported by the author in a
cross-country study that focuses in the growth of TFP and uses 9 different openness
indexes (Edwards, 1997).

Harrison (1996) suggests that the ideal measure of the impact of trade policy on
the incentives for exporting and import-competing industries would be based on “price
comparisons between goods sold in domestic and international markets” (p. 421). These,
nevertheless, are not available most of the time. One possibility, pursued by Barro (1991)
and Dollar (1991), is to use the deviation of the local price level from purchasing power

parity as a measure of outward/inward orientation. Both authors find that these measures

suggesting “that the level of openness may have effects on both the level and the rate of
growth of productivity” (p. 265).
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of openness raise GDP growth per capita. Barro (1991) actually concentrates on the
relative domestic prices of the investment goods to international prices. Dollar (1991), on
the other hand, uses 10-year averages and controls for the countries’ factor endowments
by regressing the deviation in price levels on national income. The author finds that his
index is “highly correlated with the per capita GDP growth in a large sample of 95
countries” (p. 540). Dollar’s methodology, however, has been criticized on the grounds
that in many cases it captures “the exchange rate (and therefore macroeconomic) stance
of countries, and miss out on micro price distortions when exchange rates are managed
well” (Rodrik, 1995: 2940)%. Furthermore, as stressed by Harrison (1996), “international
price comparisons cannot disentangle the impact of domestic market imperfections (such
as oligopolistic marketing channels for imported goods) from trade policy interventions”
(p. 425).

The approach adopted by Harisson (1996), in one of the most recent and
comprehensive studies on the subject, is to “gather as many different measures of
openness as are available for a cross-section of developing countries over time, and test
whether these measures generally yield the same results” (p. 425). Indeed, this author
defends the use of panel data techniques in order to control for the existence of
unobserved country-specific effects and to account for the changes that have occurred
over time for the same countries. The seven measures selected — which do not include

indicators for which data is not available over time, such as Leamer’s indexes and the

2 Interestingly, Rodrik (1995) gives a very positive evaluation of the relatively similar
methodology used by Barro, which focuses in the deviation in the price level of
investment goods: “perhaps the most credible of the cross-country regression studies are
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data on trade barriers collected by UNCTAD - include: (a) subjective indexes of trade
liberalization from Papageorgiou et al. (1991) and Thomas et al. (1991), (b) the black
market premium, (c) trade shares in GDP, (d) measures of relative domestic and
international prices, including a modified version of the Dollar (1991) index, and (d), a
measure of the indirect bias against agriculture from protection of the industrial sector
and overvaluation of the exchange rate®.

Harrison (1996) regresses GDP growth on the growth of the factors of production
— including the labor force, physical and human capital, and arable land — and the
different measures of openness (in levels or rates of change, alternatively), which are
expected to affect the change in total factor productivity (estimated as the constant in the
regression). A first result is that in cross sectional regressions the black market premium
is the only measure of openness that presents a significant (and negative) coefficient.
When panel data with annual observations and a fixed effects technique is used, however,
three out of the seven measures of openness are significant at the 5 percent level and
another one is significant at the 10 percent level — all with the expected sign. To deal with
short-run cyclical fluctuations, the author also uses a panel of five-year averages. With
this approach, also allowing for fixed effects, only three measures of openness are found
to exert a positive and significant effect on productivity growth — two at the 5 percent

level and one at the 10 percent level. Harrison (1996) also performs a robustness analysis

those [like Barro (1991) and Easterly (1993)] that find a negative relationship between
distortions in capital goods prices and economic growth” (p. 2940).

® It is worth noting that the author does not always find significant rank correlations
between these alternative measures of openness, a result that is consistent with Pritchett’s
(1996) findings, and that Harrison (1996) interprets as an indication that “[the openness
measures] are not capturing the same aspects of ‘openness’” (p. 431).
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in the spirit of Levine and Renelt (1992), introducing additional macro variables in the
regressions, and using only the measures of openness that had appeared as significant in
her previous exercises. The result is that the statistical significance of the openness
measures disappears in half of the cases. Finally, to investigate the direction of causation
between openness and growth, the author applies Granger causality tests using vector
autoregressions. As stated by Harrison (1996), “[the results] suggest that causality
between openness and growth runs in both directions” (p. 443). Overall, Harrison’s
(1996) study gives support to the hypothesis that greater openness is associated with
higher growth: whenever the former is statistically significant, it has the appropriate sign.
Nonetheless, this result must be interpreted with caution since the author does not control
for the endogeneity problem that, as she shows, affects the openness variables when used
to explain output growth. Moreover, as stressed by the author, the results also “suggest
that the choice of the time period is critical” (p. 443): the greater support for the above
hypothesis is provided by the regressions with annual data, followed by those based on
panel data with 5-year-averages, and finally by the cross-sectional regressions. It seems,
however, that the best approach is the one based on a panel of 5-year periods. Indeed, as
shown in a study by Quah and Rauch (1990) quoted by Harrison (1996: 434), the positive
association between openness and growth when using annual data could be mostly
explained by short run cyclical fluctuations. Cross-sectional regressions, on the other
hand, eliminate the large variation that has occurred over time in the developing
countries’ trade policies.

To conclude this review of the empirical evidence on the relationship between

trade openness and growth with a word of caution, it may useful to quote Helleiner’s
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(1994) somewhat pessimistic appraisal of this literature: “The empirical research on the
relationship between total factor productivity (TFP) growth and output mix, imports or
the trade regime has been inconclusive. Comparisons across countries are often
unpersuasive since there are so many other influences for which it is difficult to control...
Nor are comparisons within countries over time always easy to interpret, since
macroeconomic influences upon capacity utilization typically dominate the effects of
changing output mix or incentive structure over the short- and medium-run; long run data
are rarely available for developing countries” (p. 28). On the other hand, throwing the
towel might not be the right thing to do: as stated by Rodrik (1995), “measurement and
conceptual issues aside, it is perhaps reassuring that so many studies using so many
different indicators tend to confirm that countries with fewer price distortions,

particularly on the trade side, tend to grow faster” (p. 2941).

5 - Methodology and Results
5.1 - Growth Accounting

As explained in the introduction, the first approach that we adopt to measure the
effects of trade openness on productivity growth in Latin America, is to perform a growth
accounting exercise. We do it by assuming that the production function follows a Cobb-
Douglas specification with constant returns to scale:
Y, = 4K L )
where Y is output, A is an index of total factor productivity, and K and L are the stocks

of, respectively, physical capital and labor. Under the assumptions of perfect competition
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and cost minimization, a is the capital share in output (0<a<1). Taking logs and first-
differencing yields the standard growth decomposition that relates the rate of change of
output to the rates of change of TFP, capital, and the labor force:
In(Y,/Y,_)=In(4,/ A,_)+aln(K, /K, )+(1-a)In(L, / L)) 2)
Because of the lack of reliable data on factor shares, we adopt a fixed average capital
share in output of 0.4 for all countries®. We calculate the rates of growth of capital
stocks, the labor force, and output using the data base on physical capital stocks,
working-age population (aged 15 to 64) and gross domestic product (GDP) constructed
by Nehru and Dareshwar (1993). This data base covers the period 1950-1990 but we
update it until 1995 using the World Bank’s data base on World Development Indicators
— the specific procedures that were used in this updating are described in the appendix.
The data for capital stocks, it is worth noting, was constructed by applying the perpetual
inventory method on the basis of the series of gross domestic fixed investment. We use a
sample of 18 Latin American countries, that we choose on the basis of data availability.
Together, they account for more than 95 percent of the region’s GDP.

Tables 1.3 and 1.4 report growth decompositions based on equation (2). On
average, during the period 1950-1995, the countries considered grew at a rate of 3.6
percent, of which 48 percent is explained by capital accumulation, 44 percent by

population growth, and only 8 percent by the contribution of productivity growth. Sub-

# According to Collins and Bosworth (1996), it is generally thought “that a plausible
range for the capital share is 0.3 to 0.4; and there is also considerable evidence that the
capital elasticity is higher in developing countries than in industrial economies” (p. 155).
A capital share of 0.4 is used by Fisher (1993) in his calculation of “Solow residuals”, by
Marfan and Bosworth (1994: 169) in their growth accounting analysis of the developing
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period averages show that the contribution of TFP growth was 21.6 percent during the
period from 1950 to 1970, but fell significantly during the 1970s and the 1980s. During
the 1990s, most countries returned to their historical rates of GDP growth without,
however, a corresponding increase in their investment rates. This has been reflected in a
considerable increase in the average rate of TFP growth, whose contribution to GDP
growth has averaged 35 percent during the first half of the decade.

Worthy of comment is the fact that during the 1980s the region experienced, on
average, negative growth in both GDP per worker and TFP. Out of the 18 countries in our
sample, 15 had negative rates of TFP growth during this period, while only 7 did so
during the 1970s, and 4 during the 1990s (Table 1.4). Negative changes in TFP are
difficult to interpret, as it is usually thought that, at the industry level, “true” productivity
can only improve (Griliches and Lichtenberg, 1984). One possible explanation for the
occurrence of negative rates of TFP growth in the aggregate is that they reflect changes in
the sectoral composition of output: if output shifts towards industries characterized by
low levels or low rates of growth of productivity, it is possible to find that productivity
has declined in the aggregate even though it has not done so at the industry level. It is
also possible that low levels of capacity utilization that are not captured in the capital

stock series, as well as high unemployment rates not reflected in our measure of the labor

countries of Latin America and Asia, and by Nehru and Dareshwar (1995: 53) in their
estimates of TFP growth.
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force, could account for the negative rates of TFP growth observed during recessionary
periods®.

In Table 1.6, preliminary evidence on the impact of openness on economic growth
is provided. This table reports growth decompositions both for the periods when the Latin
American economies were “open”, and for those in which they were “closed” to
international trade. In order to determine the years in which these economies were
“open”, we follow the criteria and timing of reforms suggested by Sachs and Warner
(1995). These authors define an economy to be “open” in a given year if all the following
conditions are simultaneously satisfied: (a) the coverage of nontariff barriers does not
exceed 40 percent of foreign trade, (b) the average tariff rate does not exceed 40 percent,
(c) The black market premium over the official exchange rate does not exceed 20 percent,
(d) the economic system is not socialist, and (e) the state does not have the monopoly on
major exports (Sachs and Warner, 1995: 22). As shown in Table 1.5, these criteria lead us
to assume that, in the period 1950-1995, the 18 Latin American countries considered
were “open”, on average, 35 percent of the time. Moreover, as highlighted in Figure 1.1,
the subperiods in which a higher fraction of the sample was considered open are the
1950s and the 1990s — almost one hundred percent of the countries were open after 1990.

Our main finding is that 14 out of 18 countries experienced faster TFP growth
during the periods of openness. On average, TFP grew at an annual rate of 1.2 percent
during the periods of openness, and at a negative rate of 0.2 percent during those of

closedness. Among the countries with the best reactions to the opening of their

® Similarly, losses of productive capacity not captured in the calculation of capital stocks
could arise from civil wars — such as in the case of Nicaragua, for example, during the

30



economies 1S Ar}
During the same
of 0.2 percent. w
n1986. Brazil .
worst performer
of openness and
whike the countr
ad Mexico - w
previous develo
General’
Tgon's econon
Zowth. Indeeq.
Openness comp
Hperienceq |
Zowth durip g
Rspeqi"el." mij
Growa
ﬁmGngo“
lowey dllring "
ke Countrieg
mspectiyely by
n untrjeg Wi

B —

9705,




economies is Argentina, whose TFP index has grown at a rate of 4.2 percent since 1991.
During the same period, Brazil (which also “opened” in 1991) has had a TFP growth rate
of 0.2 percent, while Mexico’s TFP growth rate been minus 1.9 percent, since opening-up
in 1986. Brazil and Mexico, the two biggest countries of the region, have in fact been the
worst performers in terms of the comparison of their rates of TFP growth during periods
of openness and closedness. Interestingly, in the two cases TFP growth was relatively fast
while the countries in question were closed — respectively 1.1 and 0.9 percent in Brazil
and Mexico — which may be interpreted as reflecting some degree of success in their
previous development strategies.

Generally speaking, there has been a correlation between the TFP growth of the
region’s economies and their overall growth performance when this is measured by GDP
growth. Indeed, the average rate of GDP growth was 4 percent during the periods of
openness, compared to 2.8 percent during those of closedness. All the four countries that
experienced slower TFP growth while they were open, also had lower rates of GDP
growth during these periods, with Brazil and Mexico experiencing the largest drops —
respectively minus 3.0 and minus 4.7 percent.

Growth in capital stocks, however, has not always been correlated with TFP nor
with GDP growth. On average, the growth rate of capital stocks has been 0.8 percent
lower during the periods of openness. Capital accumulation has been particularly slower
in the countries with the worst relative performances during the periods of openness —
respectively by 4.3 and 4.5 percent in Brazil and Mexico — but it has also been very slow

in countries with particularly good performances in terms of their rates of GDP growth

late 1970s.
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during these periods — e.g. Argentina and Guyana, whose growth in capital stocks was,
respectively, 4.0 and 3.3 percent lower after they “opened-up”. Since in most cases
growth in the labor force also has been relatively slower during the periods of openness —
0.5 percent slower, on average — the increases in the rates of TFP growth have been
responsible for more than 100 percent of the changes that have been observed in the rates
of GDP.

The reduction in the rates of capital accumulation during the episodes of openness
can be interpreted in two different ways. On one hand, it could be argued that a new
sectoral pattern of growth should develop in a context of openness to international trade.
This new pattern should benefit the growth of the sectors and industries where the region
has a comparative advantage, in detriment of the import-competing sectors and industries
that had previously been promoted in the context of inward-oriented strategies of
development. Since in many cases the latter industries are more capital intensive than the
former, it would be possible to observe lower rates of capital accumulation in the
aggregate even if this is not necessarily the case at the industry level.

An alternative interpretation is that capital investment has not responded to the
new government policies because of the lack of confidence of private agents in the
sustainability of the reforms. Indeed, in a context of irreversibility of investment costs it
is natural to think that the business sector should initially adopt a “wait-and-see” attitude,
until there is enough evidence on the lasting power of the reforms. This idea has been
formalized by Rodrik (1991), who proposes a simple model that links policy uncertainty
to the private investment response, and reviews the empirical work on the subject. The

author shows that “even moderate amounts of policy uncertainty can act as a hefty tax on
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investment, and that otherwise sensible reforms may prove damaging if they induce
doubts as to their permanence (p. 229).”

As previously mentioned, it could be argued that our results are driven by the
failure of our data on capital stocks and the labor force to capture the changes in the rates
of capacity utilization and employment. In particular, our proxy for the labor force — the
working-age population — could be overestimating the actual number of people employed
during recessions and underestimating them during recoveries, thus leading to predict
TFP growth rates that are too low and too high, respectively, during recessions and
recoveries®.

In order to test the robustness of our results, we collected data on unemployment
rates — available for 15 of the countries of our sample over the period 1980-1995? — and
used it to adjust the rates of growth of the labor force. In most cases the available data
refers only to “open urban unemployment”, measured as the total number of urban
unemployed as a percentage of the corresponding economically active population (EAP).
The data on the ratio of the EAP to the working age population — the so-called “rates of
participation”, available only for a few countries and periods — indicated that the changes
in this ratio have been rather small in the sampled countries. In practice, we assumed

constant rates of participation and proxied the national unemployment rates by the rates

% A similar reasoning would apply to the non-consideration of changes in the rates of
capacity utilization: it would lead to overestimate the use of capital services during
recessions and to underestimate it during recoveries, thus leading to, respectively,
underestimate and overestimate the growth of TFP during recessions and recoveries.

7 The data was extracted from several issues of ECLAC’s Economic Survey of Latin
America and Statistical Yearbook of Latin America. The series were constructed for each
country by combining these two sources in a manner that led to the use of consistent
criteria for the measurement of unemployment rates over time.
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of urban unemployment. We then calculated the annual percentage change in the rate of
employment and added the result to the rate of growth of the working age population, to
obtain a proxy of the rate of change in the employed work force. The rates of TFP growth
resulting from this adjustment are presented in Table 1.7. On average, the changes are
very small when one compares these results with those previously obtained without
adjusting for unemployment: TFP growth was 0.01 percent faster with the adjustment
during the 1980s, and 0.1 percent faster during the 1990s. The latter result is in fact
contrary to expectations, and shows that during the first half of the present decade a
recovery took place in the rates of GDP growth that was not reflected in the rates of
unemployment — which increased in most countries. Taking this into account, the
recovery in the rates of TFP growth was even bigger than what had been suggested by our
previous results. Argentina, in particular, stands out as the most impressive example of a
recovery with increasing unemployment — the latter averaged 5.8 percent during the
period 1981-1990, and 10.4 percent during the period 1991-95.

A second test of the robustness of our results is performed by examining their
sensitivity to an adjustment made to account for changes in the rates of capacity
utilization. Since we do not have access to any direct measure of the fraction of the
capital stock that has been actually used in each stage of the business cycle, we followed
Harrigan (1996) in the calculation of a proxy for capacity output, that we then used as a
substitute for actual output in the calculation of the rates of TFP growth. Harrigan (1996)
estimates potential GDP “as the log-linear 20 year trend of actual GDP” (p.9); instead, we
estimate capacity output as the fitted values of a regression of GDP on both a linear and a

quadratic trend, as well as on lagged values of GDP (included to account for serial
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correlation). We also allowed for trend-breaks, when their presence was suggested by the
application of Vogelsang (1994) “SupF,” tests*®. In practice, breaks were detected in 16 of
the 18 countries considered. In more than 80 percent of the cases, these breaks were

found to have occurred between 1978 and 1982 (Table 1.8).

The results of the calculation of TFP growth rates using capacity output instead of
actual output are presented in Table 1.9. As expected, the new results showed larger rates
of TFP growth during the 1980s — minus 1.3 instead of minus 1.5 percent — and lower
rates during the 1990s — 1.1 instead of 1.4 percent. However, on average the difference
between the TFP growth rates observed during periods of openness and closedness of the
countries considered did not change considerably: it fell from 1.57 percent without
adjusting for capacity utilization, to 1.44 percent after the adjustment. The results for
Brazil and Mexico were still the most disappointing, while Argentina still ranked first in
terms of its TFP performance after opening-up.

We also adjusted the rates of capital accumulation by multiplying the capital
stocks by the ratio of actual to capacity output. The results, reported in Table 1.10,
showed no difference in the average change of the rates of growth of capital stocks from
the periods of closedness to those of openness: this difference was equal to minus 0.73
percent, with and without adjustments for capacity utilization. As before, the largest
countries of the region were also those with the worst performance in terms of their

investment response to more liberal trade policies

2 The exact procedure that was used to determine the break years is detailed in the next
section, where we apply it to the series of import- and export-output ratios, TFP indexes,
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5.2 - Structural Breaks

As mentioned in the review of the empirical literature on openness and growth,
two types of measures of openness have been most commonly used: policy-based and
outcome-based. In the previous section we used the first type of criteria for defining an
economy as open, and compared the corresponding performance of the Latin American
countries with the one observed during the periods in which the openness criteria did not
apply. In the present section we focus on the second type of criteria for defining
openness. In particular, we examine the series of import- and export-output shares in
order to determine whether and when statistically significant structural breaks have taken
place. Thus, we search for structural changes in the degrees of openness of the economies
of our sample that are revealed endogenously by the data. We then compare the TFP
performance of the countries in question before and after the breaks. Similarly, we follow
the reverse procedure and test for the existence of breaks in the TFP series, and compare
the countries’ degrees of openness before and after the breaks.

The methodology that we use to determine the existence of trend breaks is the
same that Ben-David and Papell (1997) applied to a sample of 48 countries, on the basis
of the Vogelsang (1994) Sup Wald (or SupF,) tests. Their study, however, covered only 5
of the 18 countries of our sample. The data that we use for calculating trade shares was
extracted from the World Bank data bases?. The time spans for the data are as long as
1951 through 1995, and no smaller than 1965 through 1995. As before, we rely on an

updated version of the Nehru and Dareshwar (1993) data base for the TFP series.

as well as GDP and capital stock per worker.
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The “SupF,” tests proposed by Vogelsang (1994) are based on the estimation of a
univariate time series model under the alternative hypothesis of a one-time break in the
parameters of the trend function. The model allows for serial correlation in the errors and
the tests are valid regardless of whether the errors are stationary or have a unit root. Using
the notation of Ben-David and Papell (1997), we refer to the year in which the trend break
takes place as Ty and define the following trend-break dummy variables: DU, =1 if t >
Tg, 0 otherwise; DT, =t - T if t > T, 0 otherwise; and DT2, = (t - Tp)2if t > T, 0

otherwise. The estimating equation can then be written:

k
R =p+Bit+ Bt +6DU, +y,DT, +7,DT2 + 3, R, +e, 3)

Jj=1

where R, represents the variable whose series are being analyzed — e.g. the import-output
or the export-output ratios. The above equation assumes that the data contains a linear
and a quadratic trend, a specification that we call model I. Two other specifications are
considered: only a linear trend (model II), and no trend at all (model III), which
corresponds, respectively, to imposing the restrictions B, =y, = 0, and the restrictions
Bi=711=B,=7,=0.

Regression (3) is estimated for all possible breaks years Tg such that: 0.15T < Ty
< 0.85T, where T is the number of observations®. The number of lags included in the

regressions (“k”) is determined in the following manner. Equation (3) is estimated with

% Data were available for 17 of the 18 countries of our sample: only Nicaragua had to be
excluded because of the lack of consistent data.

* This corresponds to 15 percent trimming, which we use because of the relatively short
time spans of our data. We also performed the tests using 1 percent trimming — for which
Vogelsang (1994) also provides critical values — and found almost no changes in the
results.

37



ana priori maxi
tested using the
value. If not sig
lag becomes siy|

For mod

maximum, ove
b=y,=v,=0.
F-sutistic for t
testing § =0, \,
assumption of .
larger than the
10 rend-brea}
%lection of th
by Ben-Davig
Tend-brea p,
be resuls. 1¢
Y if the

h}T’(’lhesis, W



an a priori maximum number of lags (initially 9), and the significance of the last lag is
tested using the 10 percent value of the asymptotic normal distribution (1.6) as the critical
value. If not significant, this lag is dropped and the model is estimated again until the last
lag becomes significant and the final & is determined.

For model I, the SupF, statistic proposed by Vogelsang (1994) is given by the
maximum, over all possible trend breaks, of three times the standard F-statistic for testing
0 =v, =7, =0. Similarly, for model II, SupF, is the maximum of two times the standard
F-statistic for testing 6 =y, = 0 and, for model III, SupF, is the standard F-statistic for
testing 6 = 0. Vogelsang (1994) provides critical values for the SupF, statistic in both the
assumption of stationarity and of unit root series — the latter critical values being always
larger than the former. We adopt a conservative approach and reject the null hypothesis of
no trend-break only if the statistic exceeds the unit root critical value®'. As for the
selection of the relevant model, we use the following model selection algorithm proposed
by Ben-David and Papell (1997). We first estimate the least restrictive model I. If the no-
trend-break null hypothesis can be rejected at a level of 10 percent or higher, we report
the results. If this is not the case, we estimate model II and, again, we report the results
only if the no-trend-break is rejected. If model II leads to the acceptance of the null

hypothesis, we estimate model III and report the results if they indicate a trend-break.

*! This is the “conservative” approach proposed by Vogelsang (1994), who also suggests
“to not reject the null hypothesis when the statistic is smaller than the stationary critical
value” (p.11): the test would be inconclusive for values in between the stationary and the
non-stationary critical values. In our case, we only use the unit root critical values
because the application of Augmented Dickey Fuller tests to our series of trade shares
resulted in the acceptance, in the majority of the countries, of the null hypothesis of a unit
root. The same was true for the series of GDP and capital stocks per worker but not for
the TFP index. We opted, however, for the use of a uniform conservative criteria.
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When no model leads to the rejection of the no-trend-break null, we report the results of
model I.

Tables 1.11 and 1.12 report the results of the SupF, tests applied to the series of
import-output and export-output ratios. Significant trend-breaks were detected in 13 out
of 17 countries in the case of import shares, and in 14 out of 17 countries in the case of
export shares. Comparing the average trade shares in output before and after the breaks,
we found that they increased in 11 out of 13 countries for the case of imports, and in 9 out
of 14 countries for exports. The median change in import-output shares after the breaks
was an increase of 20 percent, while for the export-output shares it was an increase of 23
percent. Most trend-breaks took place during the late 1970s and early 1980s: the median
trend-break year was 1979 for imports and 1983 for exports.

The comparison of the rates of TFP growth before and after the breaks in trade
shares reveals no correlation between the changes in these growth rates and those
observed in the import- and export-output ratios. In less than 50 percent of the countries
did the changes in the rates of growth of TFP occur in the same direction of the changes
in trade shares. With regard to the changes in the rates of growth of GDP per worker and
capital per worker, we found that in 80 percent of the cases these rates changed in a
direction opposite to that of the changes in import ratios — this was true in 57 percent of
the cases for the breaks in export-output ratios.

We also estimated structural breaks in the series of TFP (Table 1.13). To this end
we constructed an index that takes the value 100 in 1950 and grows according to the TFP
growth rates calculated in our growth accounting exercise. Statistically significant breaks

were found in 13 out of 17 countries. The median trend-break year was 1979 and the
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median change in the rate of TFP growth after the break was minus 1.8 percent. In all
countries where significant breaks were detected, the after-break rate of TFP growth was
lower than before. As for the trade shares, we typically found larger import- and export-
output ratios after the breaks: the median changes in these ratios were, respectively, 22
and 14 percent.

We also found significant trend-breaks in GDP per worker and capital per worker
for 16 out of 17 countries (Table 1.14). In 90 percent of the cases, the growth rates of
these variables were lower after the breaks. As in the case of TFP, most trend-breaks took
place in the late 1970s and early 1980s. In 11 out of 13 countries, the breaks in GDP per
worker occurred within two years of the breaks in TFP.

Overall, it is important to highlight the fact that the trend breaks in trade-output
ratios do not coincide with the dates of opening of the Latin American economies, as
determined by policy-based criteria. Indeed, the latter suggest that, except for some
temporary episodes of openness during the 1950s and 1960s, most countries remained
“closed” until the late 1980s and early 1990s. The dates for most trend breaks (both for
trade and for output variables), on the other hand, are concentrated in the late 1970s and
early 1980s, and seem to reflect the effects of the external shocks that hit the region
during these periods. These terms of trade and interest rate shocks led to the
implementation of contractionary policies that resulted in the very low (and even
negative) rates of growth of the 1980s — the so-called “lost decade” for Latin America.
Even though the poor performance of this period contributed to the emergence of a new
policy stance that favored the re-orientation of the region’s trade policies, the latter only

occurred several years latter.
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5.3 - Regression Analysis

A problem with the comparison of growth rates before and after the adoption of
liberal trade policies, or before and after the occurrence of trend-breaks in the ratios of
trade flows to GDP, is that they do not provide a basis for establishing a causality
relationship between openness and productivity growth. Changes in both types of
variables could in fact be the result of a third factor — an external shock, for example — or
it could be the case that observed increases (or declines) in openness are the consequence,
and not the cause, of improvements (or declines) in the productivity performance of
countries. It is important to keep this in mind when interpreting the results of the two
previous sections.

In the present section, we use regression analysis to address the problem of
establishing a relationship of causality between openness and growth. We do this by
estimating panel regressions of the rate of growth of GDP per worker on several variables
representative of levels and rates of changes of the degree of openness of the economies
considered. In order to isolate the effect of openness on TFP growth, we include the rate
of growth of capital stocks per worker in the above regressions. We also run separate
regressions with the growth of per worker capital stocks as the dependent variable. We
use several control variables, intended to capture scale effects, convergence processes,
external shocks, and other government policies. The basic estimating equation can thus be
written:

GR,= a +B X, +n; +¢, @
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where GR,, represents either the growth in per worker GDP (GY,,) or the growth in per
worker capital stock (GK,) of country i at time t; X, represents the set of variables
representative of the openness of country i at time t, as well as the corresponding control
variables; 7, is a country-specific effect potentially correlated with the explanatory
variables; and €, is a serially uncorrelated error.

The specific variables that we use as measures of the countries’ openness are: a
dummy variable activated when the Sachs and Warner (1995) criteria for openness apply
(DREF), the share of real total trade in real GDP (7)), the growth rates of exports (GX)
and imports (GM), and the log of one plus the premium in the black market for foreign
exchange (BLACK). We use variables representative of both levels and rates of change of
the degree of openness of the economies considered in order to determine the relative
importance of static and dynamic gains from trade®>. Most of these variables are expected
to have positive coefficients in the hypothesis that openness has a beneficial effect on the
levels and rates of growth of productivity. The only exception is BLACK, which is
supposed to capture government restrictions on the access to foreign exchange, and is
expected to have a negative coefficient — a higher BLACK being associated with lower
openness.

As previously mentioned, in the regressions where the dependent variable is the

growth in GDP per worker, the growth in per worker capital stock (GK) is included as an

2 If, for example, productivity growth is affected only by the changes and not by the
levels of openness of an economy, it can be argued that static gains from trade are more
prevalent than dynamic gains: openness affects the level of efficiency but not (directly)
its rates of change. This argument is made by Helliwell (1994: 265).
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explanatory variable®. Two other control variables are included in all regressions: the log
of the countries’ total population (POP), and the log of the initial GDP per worker (IN]) —
the second variable being substituted by the log of the initial capital per worker in the
regressions where GK is th<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>