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ABSTRACT

THE ANALYSIS OF TWO VIRTUAL‘TOKEN PROTOCOLS

FOR LOCAL AREA COMPUTER NETWORKS

BY

Liang Li

Local area computer networking is fast becoming an area

of intense research for its wide range of applications. To

date, many different types of local networks have been

proposed or developed. These network designs can roughly be

categorized according to their design purposes, network

topologies, transmission media, switching techniques, and

communication control strategies. Among these designs, the

decentralized multi-access schemes with a global databus

topology provides one of the most popular approaches. It

was recognized, however, that a serious trade-off exists

between efficiency and control overhead for the many

multi-access protocols. Additionally, most of these

protocols are very sensitive to the network propagation

delay and/or the size of the user population.



In this thesis, we look into two new network protocols

which employ a virtual-token concept to reduce the

efficiency/overhead trade-off, and to support a large number

of users under a wide range of bus propagation delays. The

shortest-delay access method (SDAM) minimizes the network

control's changeover time between two consecutive

transmissions. The group broadcast gecognizing access

method (GBRAM), on the other hand, utilizes the clusters of

user machines on the network to construct a two-level

scheduling function which reduces the control overhead.

Analysis shows that both these protocols are efficient,

stable, reliable, and easy to implement. They drastically

improve the delay performance of the conventional token

passing schemes; and their non-exhaustive transmission

option guarantees an upper bound to the node's response

time, which is particularly desirable for voice-data

transmissions and real-time applications. The performances

(i.e., throughput-delay relationship, channel capacity, and

offered load to throughput relationship) of SDAM and GBRAM

are compared with the performances of some of the most

popular protocols and the M/D/l perfect scheduling in this

thesis.
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CHAPTER 1

INTRODUCTION

1.1 The Evolution of Local Networks

The invention of computer networking has been regarded

by many as one of the major milestones in the history of

computer evolution, much the same way as the invention of

telephone to human civilization [Mar81]. Prior to the 70's,

most of the computer systems that existed were stand-alone

systems, each providing limited computing resources and

services to its immediate surrounding. With the

advancements of software and hardware technologies in the

70's, the idea of computer networking has become more and

more widespread in industry, business, government,

education, and the like. Today, the majority of the

computer installations participate in some form of computer
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networking, may it be a local connection to a front-end

machine or data concentrator, or a link to a nation-wide

large-scale network such as ARPAnet [McQ77] or TYMNET

[Tym71], etc.

In recent Years, due to the growing demands for a

reliable, high-speed, inexpensive communication between

various machines in a close vicinity (e.g., within a

building or cluster of buildings), local area computer

networking has emerged from the general computer networking

and has become an area of intense interest in its own right.

with the new technologies (e.g. LSI and VLSI .technologies)

and potential applications (e.g. distributed parallel

processing, back-end file/storage sharing, and office

automation, etc.), it is only reasonable to expect a

proliferation of local area computer networks in the decades

to come .

1.2 Distinctions Between Long-haul and Local Networks

While no clear boundary exists between a local area

computer network (LACN or LCN) and an otherwise

geographically distributed ("long-haul") network, a LACN can

generally be characterized by the following properties

[Thu79a,Cot80,Cla78,Chl79b]:

1. generally local; i.e., the network spans on the

order of a few miles or less;

 



2. generally owned and operated by a single

organization;

3. usually has a high bandwidth (e.g., l Mbits/second

and up) over an inexpensive transmission medium;

4. the devices (nodes) which are connected to the

network could be either active (intelligent) or

passive (non-intelligent).

Many of the technologies developed in long-haul

networks have been applied to the local networks, e.g., the

store-and-forward packet-switching concept, and the IMP

(interface message processor) [Hea70] of the ARPAnet, etc..

However, the characteristics listed above render the local

network a unique operating environment in which short

propagation delays and high data rates at low costs are

typical, thus giving rise to the simplification of network

control structure and many new communication protocols

[Cla78].

1.3 Problem Statement

To date, many different types of local computer

networks have been developed or proposed

[Thu79a,Luc78,Tob80,Tro80]. These networks can roughly be

categorized according to their (1) design purposes, (2)

network topologies, (3) transmission media, (4) switching

techniques, and (5) communication control strategies or



network access schemes (protocols). In the next chapter, we

shall explore these classifications in some detail. In this

thesis, we are primarily interested in local networks with

the most popular global databus topology and a network

access scheme that is multi-accessing/broadcasting in

nature; i.e., when any node has a message (packet) to send,

it broadcasts the message onto the global databus so that

everybody can receive an identical copy of the message. It

is the responsibility of the destination node to recognize

the message that is intended for it.

While many multi-access schemes have been developed or

proposed, it was recognized that each of these schemes has

its advantages and limitations. A trade-off exists between

efficiency and control overhead under different traffic

loads [Tob80]:

"If a scheme performs nearly as well as perfect

scheduling at low input rates, then it is plagued by

a limited achievable channel capacity. Conversely,

if a scheme is efficient when the system utilization

is high, the overhead accompanying the access

control mechanism becomes prohibitively large at low

utilization."

In view of the above difficulty, this report looks into

two new network protocols: the ahortest-gelay access method

(SDAM) protocol, and the group arcadcast gecognizing access

method (GBRAM) protocol. Both of these protocols reduce the

efficiency-overhead trade-off mentioned above; namely, they

provide very efficient data transmissions when the system



utilization is high, and yet at low utilization the

overheads of the access control mechanisms remain relatively

low. This is true even in situations where the number of

nodes in the network is large and the propagation delay is

long (i.e., the most unfavorable condition). Furthermore,

by its very definition, the SDAM protocol defines a lower

bound for queueing delays among protocols of its class --

the token-passing protocols. Both analytic and simulation

models are employed to investigate the performance (e.g.,

the throughput-delay relationship, the throughput versus

traffic load trade-off, the maximum achievable network

capacity, etc.) of the SDAM and the GBRAM protocols.

1.4 Organization of the Thesis

In the next chapter, we will give an overview of the

local area computer networks, including the components of a

local network and the classifications of the many LACNs. In

Chapter 3, we define the algorithm for the SDAM, and

describe the network configuration on which 'SDAM will be

applied. Two variants of the SDAM, the closed SDAM (C-SDAM)

and the open-ended SDAM (OE-SDAM), are possible depending on

the manner in which the network control (the virtual token)

is passed on the network. These two variants will be

analyzed via queuing models in Chapter 4. Chapter 5

evaluates the relative merits of C-SDAM and OE-SDAM, as well

 



as other performance issues in the algorithm, such as the

network overheads and the effect of mixed-size packets.

Simulation methods will be used to validate the analytic

results, and to obtain experimental data for situations

where analytic approach is difficult, if not impossible.

The GBRAM protocol is defined in Chapter 6 and analyzed

in Chapter 7. Simulation models will also be used to study

the performance of various GBRAM variants in Chapter 8.

In Chapter 9, we compare the algorithm of SDAM with two

other similar conflict-free protocols for their relative

merits. We also compare the performance of SDAM and GBRAM

to that of the perfect scheduling and some other popular

protocols such as the aarrier aense multiple access with

gollision detection (CSMA/CD) [Met76], and the aroadcast

aecognizing access method (BRAM) [Chl79a] protocol.

Finally, in Chapter 10, we present a summary and

conclusion of this work, with some comments on the possible

applications of these protocols. We will also point out a

few directions for further research beyond the scope of this

study.



CHAPTER 2

AN OVERVIEW OF LOCAL AREA COMPUTER NETWORKS

2.1 Components of A Local Area Computer Network

According to Clark et. al., a local area computer

network (LACN) shares with the long haul networks three

basic hardware elements and one basic software element

[Cla78]. They are:

(l) a transmission medium, e.g., coaxial cable, fiber

optics, twisted pair, etc.,

(2) a mechanism for control of transmission over the

medium,

(3) an interface to the network for each of the

connected nodes.

and

(4) a set of software protocols which control the



transmission of information from one node to

another via the hardware elements of the network.

This set of software protocols functions at various

levels (or control layers) of the network architecture.

Typically, the higher level protocols reside in the host

machines, and are designed to be machine and network

independent. The lower level protocols, on the other hand,

are strongly influenced by the network topology,

transmission medium, and the control mechanism, and may be

partly implemented into the network's interface units. The

International Standard Organization (ISO) has defined a

seven-layered network control structure for the long haul

networks [Mar81]. These layers from bottom to top are:

1. physical control (basically hardware)

2. link control

3. network control

4. transport end-to-end control

5. session control

6. presentation control

7. application (process) control.

An illustration of the layered structure of network control

is given in Figure 2-1. It is very likely that this layered

architecture will also be adopted into a local network

standard [IEE81], so as to make the interconnection of

networks (local or long haul) possible. However, the

currently existing LACNs may not conform strictly to this
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architecture, although some form of layering does exist in

each of these LACNs.

It is apparent that any good design of LACN must

encompass different functions and services at all levels,

such as fault detection and isolation, error recovery, flow

control, and intra-process communication, etc.. But this

report mainly focuses on the network hardware and

communication technology dependent lower level protocols

(i.e., the lowest two layers of the ISO model), upon which

the higher level protocols will be built. Therefore, in

this work the term "communication protocol" will be used to

refer to the network access level (levels 1 and 2) Protocols

unless otherwise specified.

2.2 LACN Taxonomy

In order to better understand the LACN concept, to

describe the current available technologies, and to compare

these technologies and evaluate them for various

applications, it is very important to categorize the various

types of local networks currently available. This has

generally been regarded as a difficult task due to the

diversity of these local network designs. Several

taxonomies of LACN have been cited in the literature, and

are briefly presented in this section.
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2.2.1 Clark's Taxonomy

Clark, Pogran, and Reed [Cla78] distinguish LACNs

according to the following characteristics:

(1) topology, including the star, the ring, the bus,

and the unfavorable arbitrary topologies.

(2) network control structure, including:

--Daisy chain, control token, and message slots

--register insertion

--contention control.

They observe that it is possible for any control structure

to be used in conjunction with any topology. In addition,

the LACN can also be classified according to:

(3) transmission medium, such as coaxial cable, twisted

pair, CATV, fiber optics, radio broadcast, and

light signals.

They point out that some of these transmission media have

such distinctive characteristics that they can profoundly

influence the control structure of the network.

2.2.2 Shoch's Taxonomy

In his thesis [Sho79], Shoch classifies five major

designs of local networks as a result of a systematic effort

to outline the dimensions of the design space.

(1) partially connected, store-and-forward networks
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using either IMPs (interface message processors) or

hosts for switching.

(2) simple star networks and strictly hierarchical

systems.

(3) rings and loops, with one of the following control

strategies:

--control passing or "token passing" techniques

--"empty slot" techniques

--"buffer insertion" techniques

--loops with centralized control or switching

--specialized loops for terminal systems or CPU/IO

buses.

(4) radio-based approaches.

(5) multi-access bus structures.

Shoch noted that the qualitative evaluations of these

designs suggest that one of the more attractive

architectures for a local computer network is the shared bus

with distributed control such as the Ethernet system.

2.2.3 Thurber and Freeman's Taxonomy

Thurber and Freeman have developed a tree which

enumerates the various types of existing network

architectures that are considered to be LACNs [Thu79a].

Three levels of classification are employed in enumerating

the tree: the evolution context, the reason, and the
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subnetwork communication technology.

--new system/subsystem concepts

--distributed processing

--packet switching(l)

--circuit switching(2)

--bus structure(3)

--I/O channel(4)

--existing system improvement

--communication bound

--packet switching(S)

--I/O or memory bound

--bus structure(6)

--I/O channel(7).

As a result of their classification, seven categories at the

top of the tree are identified among the 51 LACN systems

considered. However, they failed to mention many proposed

LACN communication protocols, many of which offer

interesting new LACN concepts.

2.2.4 Luczak's Taxonomy on Global Bus Computer Communication

Techniques

Luczak has a very detailed classification for the large

number of techniques that have been proposed for global bus

computer communication on local computer networks [Luc78].

The following is an outline of his classification.

(1) By configuration -- bidirectional or dual-unidi-
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rectional shared channels.

(2) By channel access

--selection

--centralized control

--daisy chaining

--polling

--independent request

--decentralized control

--decentralized daisy chaining

--decentralized polling

-~decentralized independent request

--random access

--access control

--slotted

--unslotted

--pure ALOHA

--CSMA

--collision detection

--deference/acquisition

--collision resolution

--non-adaptive retransmission delays

--adaptive retransmission delays

--node priority delays

--reservation upon collision

--message protocol

--message establishment

--separate phase

--integral with message transmission

phase

--acknowledgment

--message-level ACK

--dedicated ACK internal

--reservation

--static

--TDMA

--dynamic

--centralized control

--connection based

--message based

--distributed control
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--implicit reservation

--explicit reservation

Note that certain techniques may be classified into more

than one classification in Luczak's taxonomy.

2.2.5 Cotton's Distinguishing Features for Local Network

Technologies

The following distinguishing features are proposed by

Cotton [Cot80] in comparing the various local area computer

network technologies.

(1) topology -- e.g., fully connected, star, ring,

distributed.

(2) medium -- e.g., digital baseband signalling or

modulated; twisted pair, cable or radio.

(3) (bandwidth) sharing techniques -- e.g., dedicated

(non-shared), or frequency division) multiplexing,

statistical multiplexing, contention.

(4) user service and protocol -- functions supported by

higher level protocols, regardless of the internal

transmission mechanisms.

Cotton also presented some comments of the pros and cons for

each of the technologies when used with the most common

network configurations.
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2.2.6 Tobagi's Taxonomy for MUlti-access Protocols in Packet

Communication Systems

into

Tobagi [Tob80] groups various multi-access techniques

the following five categories:

(1) fixed assignment techniques, including frequency

(2)

(3)

(4)

division multiple access (FDMA) [Rub79], time

division multiple access (TDMA) [Lam77], and code

division multiple access (CDMA), etc..

random access techniques, including ALOHA, slotted

ALOHA [Rob75], carrier sense multiple access (CSMA)

[Kle75], busy-tone multiple access (BTMA) [Tob75],

and spread spectrum multiple access (SSMA) [Kah78],

etc.. I

centrally controlled demand assignment, including

circuit oriented systems, polling systems [Tob76],

adaptive polling or probing [Hay78], split-channel

reservation multiple access (SRMA) [Tob76], global

scheduling multiple access (GSMA) [Mar78], etc..

demand assignment with distributed control,

including reservation ALOHA [Cro73], the

first-in-first-out (FIFO) reservation scheme

[Rob73], the round-robin (RR) reservation scheme

[Bin75a]; mini-slotted alternating priorities

(MSAP) [Kle77a], mini-slotted round-robin (MSRR),

the assign-slot listen-before-transmit protocol

[Han79]; distributed tree retransmission algorithm
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[Cap79], and distributed control algorithms such as

control token passing, etc..

(5) adaptive strategies and mixed modes such as: the

UNR scheme [Kle77b], the CSMA/TDMA dynamic

management of packet radio slots [Ric78], the

reservation upon collision scheme (RUC) [Bor78],

the mixed ALOHA carrier sense (MACS) [Sch79], and

group random access (GRA) [Rub77], etc..

It should be noted that some of the schemes presented in

this classification are used in satellite and radio-channel

networks. However, with some modifications they can be

equally applicable to the local network concepts.

2.2.7 Summary of LACN Taxonomy

In summarizing the taxonomies presented in the

preceeding sections, an outline of the LACN taxonomy is

listed in Figure 2-2. No attempts will be made in this work

to classify all of the existing or proposed local network

designs into this taxonomy because of the numerous systems

or protocols involved,_ and because this type of

classification is subject to the network designer's point of

view. Some examples of the classifications, however, are

presented in this outline whenever possible.
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In the following section, we shall focus our attention

on the most popular bus topology, and examine some of the

multi-access techniques on the bus networks.

2.3 Multi-access Protocols on Bus Networks

2.3.1 Advantages of Bus Topology

So far we have identified four types of local network

topologies: the star (and the hierarchical systems), the

ring or loop, the bus, and the mesh (or arbitrary) network

(see Figure 2-3). In long haul networks, the mesh topology

is frequently employed to arrange the communication links so

as to optimize the use of costly transmissiOn media, and to

provide alternate data path between nodes to achieve network

reliability. However, in local networks where transmission

media are inexpensive, this topology becomes cumbersome due

to the complexity of the routing mechanisms at each node.

Additionally, since the propagation delay in local networks

is short and the data transmission rate is typically very

high, the control overheads induced by store-and-forward

switching as compared to the actual data transmission time

become intolerable.
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a. The star/tree b. The ring or loop

  
c. The bus d. The mesh

Figure 2-3. Local network topologies
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The star network simplifies the routing by utilizing a
 

central node to connect each of the nodes in the network,

and by performing message switching only at this central

node. However, this configuratiOn could cause data

congestion at the central node. Moreover, the reliability

of the network depends on the proper functioning of this

central node.

The ring a; loop network attempts to eliminate the
 

central node on the network, without sacrificing the

simplicity of the other nodes. There are no routing

decisions to make (except for a double loop; see [Wol78]);

the message is relayed single-directionally from the

originating node to each of the nodes on the ring (loop).

However, any malfunctioning of any one of the nodes (in case

of the double loop, two nodes) will bring down the entire

network. It is also difficult to picture a) ring or loop

that contains a large number of nodes and still maintains

high efficiency after all the message-relaying operations.

The Ema network, using broadcast transmission

techniques, is also free of routing decisions. Futhermore,

there is no need for any node to relay or regenerate any

passing-by messages; and no single point of failure exists

on the network. Adding on new nodes to the bus is easy: one

simply taps a transceiver to the passive cable, and connects

this transceiver to the host interface unit. In summary,

the bus topology has seen the most popular use due to the
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following advantages [Chl79b]:

l) the ease of (physically) adding on or deleting nodes

from the network;

2) the absence of a need for routing mechanisms;

3) the reduced number of failure points on the network;

and

4) the absence of a need for nodes to regenerate

messages.

2.3.2 Performance Criteria for Multi-access Protocols

Multi-access schemes can be evaluated according to

various performance criteria [Tob80]. Some of these

criteria are heavily application-oriented, such as the

response-time constraints or the allowable error rates,

etc.. Other criteria pertain to unquantifiable

characteristics of the protocol, such as the ease of

implementation and reconfiguration, or robustness of the

network, etc.. But in general, the three most commonly used

quantifiable performance criteria for the multi-access

schemes are:

l) the message delay to throughput (channel

utilization) relationship. That is, the average

queuing delay the messages (packets) experience

during various levels of channel throughput. The

lower the delay, the better the network performance;
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the network capacity, defined as the maximum

achievable channel throughput under the access

scheme;

the traffic load to the ' network throughput

relationship. This is used mainly to evaluate the

contention schemes, where some of the useful channel

bandwidth is wasted due to data collision and

retransmission.

These three criteria as a whole are sometimes referred to as

the "network performance". The other quantifiable

performance criteria include:

4)

5)

6)

the distribution of the message delay, and the

percentage of the delay that meets a certain

response-time constraint;

the stability of the scheme, in terms of the

throughput behavior under extremely. heavy traffic

load. In certain contention schemes such as CSMA,

the channel throughput actually drops as the traffic

load increases beyond network's capacity. This is

due to the increased probability of collision under

heavy traffic, resulting in decreased successful

transmission rate. Such an access scheme is said to

be ”unstable";

sensitivity to the user population in terms of

increased transmission delay. The polling scheme,

for example, is extremely sensitive to the user
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population;

7) sensitivity to the channel propagation delay.

Finally, there are those criteria that are

non-quantifiable, but nevertheless are important to the

network's performance. They include:

--robustness, defined as the insensitivity to errors

resulting in mis-information or even network failure;

--simplicity of the access algorithm, and the ease of

procuring necessary hardware elements to support the

scheme;

--ability to handle messages of different types,

lengths, priorities, and different traffic patterns;

--fairness to all user nodes (optional), and the

guarantee of deadlock-free operations;

--other application-specified requirements.

In the next section, we will briefly evaluate some of the

currently existing or proposed protocols based on the above

performance criteria, following Tobagi's taxonomy [Tob80].

2.3.3 Review of the Multi-access Protocols

All the multi-access protocols evolve around one

fundamental question, that is: how to efficiently share the

common channel bandwidth among all users (nodes). The first

class of such protocols -- the fixed assignment techniques,
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takes a very straightforward approach. It allocates the

channel to the users, independent of their needs, by

partitioning the time/bandwidth into slots which are

assigned to the users in a fixed predetermined fashion.

Time division and frequency division multiple accesses (TDMA

[Lam77] and FDMA [Rub80]) are two such examples. They

provide the highest transmission efficiency for a small user

population if the traffic pattern consists of uniform steady

streams from all users. However, the efficiency suffers

greatly if the user demands are dynamic and/or the data

transmissions are bursty. Additionally, there is only a

limited number of users that the FDAM is able to serve due

to the limitations in available bandwidth.

The random access (contention) techniques form the
  

other extreme class of the multi-access protocols. These

protocols provide no fixed allocation of bandwidth at all.

Instead, whenever a node has messages to send, it initiates

the transmission attempt immediately. The first such

technique is the ALOHA system developed in 1970 at the

University of Hawaii, employing packet-switching on radio

channels [Abr70] in a star configuration. Since there is no

coordination between users wishing to transmit, a portion of

one user's packet may overlap with another user's

transmission, resulting in what we call a "collision", and

both packets are assumed lost. When this collision occurs,

the packets must be retransmitted again after a randomized
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delay so as to avoid repeated collisions.

It has been observed that the ALOHA system provides

very efficient channel utilization when there is a large

population of bursty users [Kle75]. However, due to the

waste of bandwidth in collisions and retransmissions as the

traffic increases, the maximum channel throughput can only

reach 18 percent. An improved scheme, called the

slotted-ALOHA [Rob75], divides the channel time into slots

of the size of one packet time. Any transmission attempt

must start at the beginning of a slot, thus eliminating any

partial collisions. The result is an improvement of the

channel capacity to 37 percent. However, the

synchronization of slot times among different users may be

difficult to achieve.

Another improved random access scheme is the carrier

sense multiple access (CSMA) protocols [Tob74], in which the

nodes listen to the on-going traffic before attempting to

start transmission, thereby eliminating the majority of

collisions. A collision can now occur only if two nodes

start their transmission at nearly the same time, before

they can sense each other's packets. It is also possible to

have a slotted version of CSMA, where a slot is defined as

the maximum propagation delay on the channe1--the time that

a packet is vulnerable to collision after the start of its

transmission.
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Yet another improvement of CSMA protocol is possible

when this scheme is applied to cable (bus) communications.

That is, each node will listen to its own packet during the

transmission, hence can detect ‘any interferences or

collisions much sooner (this was not possible in radio

broadcast because the transmitting signals will overload the

receiver). This variation of CSMA is referred to as the

CSMA with collision detection (CSMA/CD) [Met76,Tob79].

Studies of these CSMA variants show that they are able

to support a large number of users and still have very good

performance in light to medium traffic loads. This is

because in light traffic, collison is less likely to occur,

hence the nodes can complete their transmission attempts

with almost zero delay. However, as the traffic load

increases, the probability of collision also increases,

resulting in wasted bandwidth, and eventually leading to

"unstability" as mentioned earlier. One exception is the

Ethernet network access scheme, where a dynamic exponential

backoff-retransmission scheme is used [Met76]. But this

leads to a large variance in queueing delays in heavy

traffic loads. Still another vulnerability of CSMA schemes

is their sensitivity to the channel propagation delay. A

study shows that if the propagation delay is longer than a

certain threshold, the channel capacity of CSMA will drop to

the level of the slotted-ALOHA, which is a mere 37 percent

[Kle75,Net76].
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The third class of the multi-access protocols pertains

to the centralized demand assignment techniques. A most
  

obvious example is the polling scheme [Tob76], where the

central node polls each node cOnsecutively for any

transmissions. But generally, polling is efficient only if

(1) the round-trip propagation delay is small, (2) the

overhead in polling is small, and (3) the user population is

not a large bursty one [Tob80].

A modified polling technique based on a tree searching

algorithm has been proposed [Hay78]. This scheme, called

probing, attempts to reduce the polling time by successively

putting inquiries on the line, and dividing the user group

into subsets according to the users' responses, eventually

identifying the busy user(s).

An attractive alternative to polling is the use of some

reservation schemes. For example, in split-channel

reservation multiple access (SRMA) [Tob76], the channel is

split into a request channel, which employs some form of

random access scheme for users' reservation requests; and a

data channel, which is granted to one of the busy user by

the central node.

These access schemes are able to handle a large number

of bursty users; but they all require a central node to

control the network's operations. Therefore the network's

reliability depends entirely on the proper functioning of

this central node.
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One reason why the fourth class, the decentralized
 

demand assignment technique, is more desirable is because it
 

leads to an improved network reliability and performance

[Tob80]. Each node obtains the same information from the

channel, executes an identical algorithm independently, and

yet together they are able to achieve network coordination.

Since there is no data collision, the network performance

will remain stable at high traffic loads. Two of such

techniques are the mini-slotted alternating priority (MSAP)

[K1e77a] and the broadcast recognizing access method (BRAM)

[Chl79a]. In both these schemes, the time is divided into

mini-slots of the size of the maximum propagation delay.

All the users are assigned time slots in a logical ring

fashion. When one of the users wishes to send a packet, it

does so in its mini-slot, provided the channel is not

already busy. The succeeding nodes will then sense the

presence of this packet, and stOp the "rotation" of turns.

As soon as the transmission is done, the rotation resumes.

Since the transmission times from different nodes are

separated by at least one mini-slot, collisions can be

completely avoided by carrier sensing. This type of

protocols is sometimes referred to as the "virtual-token

passing“ protocols.

The above schemes work very well with a small number of

users. But the performance degrades, however, as the number

of users increases.
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Finally, in the fifth class, the adaptive strategies
  

 

amg mixed-mode access schemes attempt to choose an access

mode which is itself adaptive to the varying needs of the

users, so that optimality is achieved at all times. As an

example, the URN shceme [Kle77b] estimates the number of

busy nodes (m) among the total number of users (M) at a

given time slot (defined as the size of a packet time), and

grants the channel access to a subgroup Of size (M/m). This

leads to an optimal probability that exactly one node in

this subgroup is busy, resulting in a successful

transmission. The problem of this URN scheme is, of course,

how to determine the number m in a distributed environment,

and to select the subsequent subgroup in a negligible time.

A second example of the adaptive strategies is the

parametric-BRAM [Chl79a]. Again the user population is

partitioned into K groups, with the nodes in the same group

sharing a group slot. To achieve optimality, this R will

vary according to the traffic load so as to reduce both the

scheduling period and the probability of intra-group

collisions. Additionally, this partition must be such that

the aggregated traffic load among the groups be

approximately equal, which is very difficult to achieve in

practice. In Chapter 6 we shall examine both the BRAM and

the parametric BRAM protocols in more detail.
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2.4 TWO Proposed Protocols for Local Computer Networks

2.4.1 The Background

As we have discussed earlier, the adaptive schemes such

as the parametric-BRAM, although providing a theoretically

optimal access control because of their adaptive nature, are

very difficult to implement for the very same reason. The

random access schemes are able to handle a large population

of bursty users, yet they suffer greatly when traffic load

is high. On the other hand, the distributed

demand-assignment techniques handle traffic well in high

loads, but introduce large scheduling overheads in light

traffic loads. In addition, these schemes are sensitive to

the number of users on the network. Both the random access

and the demand assignment schemes are sensitive to the

channel propagation delay.

2.4.2 The Approaches

In the remainder of this report, we shall look into a

new type of access protocol, called the shortest-delay

access method (SDAM), and a modification of the BRAM

protocol, called the group-BRAM (GBRAM). Both SDAM and
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GBRAM utilize the "virtual token" concept employed by MSAP

and BRAM. The SDAM protocol minimizes the token passing

time between two consecutive transmissions from any two

nodes, hence significantly improves the performance of the

virtual-token passing schemes. The GBRAM protocol, on the

other hand, groups the nodes into node clusters according to

their locations on the channel; then it utilizes a two-level

(a group level and a node level) scheduling structure to

reduce the token-passing overheads. More specifically, it

is the objective of both protocols to:

1) have decentralized controls;

2) maintain conflict-free transmissions;

3) use simple algorithms and little control

overheads;

4) perform closely to M/D/l perfect scheduling in ideal

cases (taken into account the bus propagation

delay). In particular, its performance exceeds that

of the CSMA/CD protocol in medium to high load;

5) tolerate large bus propagation delays;

6) provide adequate services to a large number of users

(e.g., 1000 nodes); and

7) be fair to all user nodes.

In the following chapters, we shall define the

algorithms of such protocols, and then evaluate the

attainment of these goals in the subsequent chapters.



CHAPTER 3

DEFINITION OF THE SDAM PROTOCOL

3.1 Basic Concept of SDAM

The underlying concept of SDAM is to reduce the

time-delay between two consecutive transmissions from two

different nodes (i.e., the network control's changeover

time). In most conflict-free protocols, this time-delay is

typically equal to one end-to-end bus propagation delay, so

that the collisions between these two consecutive

transmissions can be avoided [Kle77a,Chl79a]. However, this

changeover time introduces an excessive overhead when the

user population is large (see Figure 3-1).

If we study the analogy between token-passing of a bus

network and the disk-access scheme of a disk drive, we find

that the waste of the changeover time can be minimized by

using similar techniques. The network token may be seen as

34
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the disk head, moving about the tracks (i.e., the nodes on

the bus), and processing requests referencing those tracks

(i.e., permitting nodes to transmit their packets) along the

way. In a first-come-first-serve (FCFS) discipline, if the

requests are arriving randomly at the tracks, then one would

observe the disk head to move back and forth, not in an

optimized fashion, while processing these requests. Denning

et. a1. observe that with the shortest-seek-time-first

(SSTF) algorithm, where the disk head always chooses to

process the request that has a track address nearest to the

head's current position, the head's movement can be

minimized in most cases (see Figure 3-2) [Den67].

Assuming:

. number of tracks on the disk = 32;

original head position = track 18;

requests in.order of arrival : tracks 3, 20, 4, 15, 10.

 

The first-come—first-serve (FCFS) algorithm

 

head movement: l8--> 3-.. 20-—>4--> 15"» 10 .

number of tracks

scanned: 15 + 17 + 16+ 11 + 5 = 64 tracks.

 

The shortest-seek-time-first (SSTF) algorithm

 

head movement: 18-+20-->l5-->10-~>4-->3.

number of tracks

scanned: 2 + 5 + 5 + 6 + 1 = 19 tracks.   
Figure 3-2. Example of the SSTF algorithm
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However, the tracks on the inner and outer boundaries

of the disk are less likely to be near the disk head (as

opposed to the center tracks), therefore will sometimes

suffer excessive delays. A straightforward way to remedy

this situation is to have an one-directional SSTF, called

SCAN [Cof73], where the disk head scans for the nearest

track 12 one direction only, until the head either reaches
 

the boundary of the disk or finds no more requests to

process ahead in its scanning direction; then it turns

around and scans the other direction.

Here, then, we can apply this SCAN algorithm to the

network's token-passing; i.e., the token is passed from one

end of the bus to the other end, and en route triggers the

busy nodes to transmit their packets. When the token

reaches the end of the cable, the token-passing direction is

reversed, and the token is passed back to the other end. To

achieve distributed control and still avoid conflict, SDAM

uses a "token direction" code on each packet to indicate the

direction of the current scan. The "virtual token", as

perceived by a user node, is actually the absence of any

more packets within a time interval following a passing

packet on the bus, thus allowing the node to start its

packet transmission.
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3.2 Network Configuration

Before we describe the rules of such a shortest-delay

access method (SDAM), let us define a general local network

configuration for which the algorithm will apply.

1. The network topology is a bus topology with a finite

number of branches. For simplicity, we will first

assume a network with a single bus, then later

generalize this topology into a branching bus

topology.

The transmission medium is a coaxial cable with

baseband signalling at, say, 10 Mbits per second.

There is a set of N nodes (computers, terminals,

fast printers, etc.) connected to the bus (the

common channel). These nodes are numbered

sequentially from left to right or vice versa.

Each node is connected to the bus via a

communication inteface unit, CIU (sometimes referred

to as the bus interface unit, BIU, or network

interface unit, NIU), which functions as a decoupler

and buffer (see Figure 3-3). Henceforth we may

consider the network as being composed of

homogeneous nodes.

Each node (or CIU) has the carrier-sensing

capability (i.e., the ability to sense the bus

busy/idle status). The carrier sensing action
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Figure 3-3. A single-bus local computer network
 

8.

consumes a very small (but nonzero) amount of time,

a.

Each node (or CIU) can identify the source and the

destination addresses of the passing packets on the

bus, as well as a "token direction" code on each of

the packets.

Each node is able to transmit and receive, but not

simultaneously. A turnaround time 5 is needed for

the node to change from the receiving state to the

transmitting state or vice versa, or to "digest” a

long data packet the node just received. This is

sometimes referred to as the inter-packet or

inter-frame time.

There may be either one or two end-nodes attached to

the cable. These nodes gain access to the common

bus much the same way as the normal nodes do -- only

they generate a control packet (or token
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initialization packet, TIP) that contains a reversed

token direction to the current token passing

direction. ‘It is also possible to add this feature

to the user nodes located at the ends of the bus, so

that they serve as both user- and end-nodes.

With these settings, we can then define the algorithm of the

SDAM protocol in the following section.

3.3 SDAM on a Single Bus Topology

There are two variants of the SDAM protocol. The first

variant uses both end-nodes to pass the token initialization

packet (TIP) back and forth on the bus, and is called the

closed SDAM, or C-SDAM. The second variant uses only one

end-node to generate the TIPs regularly, and is referred to

as the open-ended SDAM, or OE-SDAM.

Under both SDAM variants, each user node can be

represented as having four states: IDLE, WAIT, READY, and

TRANSMIT, as depicted in Figure 3-4.

1) IDLE. Originally, all nodes are in the IDLE state.

When a packet is generated at a node, say node hi,

the node becomes "busy", and enters the WAIT state.

2) WALT. Node n1 waits for any packet to go by on the

bus. When an end-of—packet signal from node n3 is

sensed on the channel, and if the token direction on

that packet is the same as the packet's traveling
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Figure 3-4. State diagram of the SDAM protocol
 

direction, then node ni enters the READY state.

gggpz. Node n1 waits in the READY state for a

turnaround time E plus the cumulated carrier-sensing

delays [(lni -nj|)g] along the token-passing route,

and is now ready to send a message. But before the

transmission actually takes place, node n1 keeps

monitOring the channel status. If the channel

becomes busy during ni's READY state, the node goes

back to the WAIT state. Otherwise it enters the

TRANSMIT state.

TRANSMIT. In this state, node ni keeps on

transmitting until either its buffer is emptied (for
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exhaustive transmission) or some transmission limit

is reached (for non-exhaustive transmission), and

then it returns to either the IDLE or the WAIT

State .

Note that all packets transmitted by node n1 carry the

same token direction as that of the most recently passing-by

packet. A schematic diagram of the SDAM protocol for a user

node can also be found in Figure 3-5.

For the end-nodes of the C-SDAM protocol, the state

diagram is the same as that of a user node, except that the

end-node always have at least one packet (the token

initialization packet, TIP) to send when the token arrives;

and this packet always carries an opposite token direction

so as to send the token backwards. A schematic diagram of

the C-SDAM for the end-node is presented in Figure 3-6.

For the end-node of OE-SDAM, a counter Of [2a + t +

(N+l)d] is used, where a is the end-to-end propagation delay

of the bus. After generating the first TIP, the end-node

activates the counter and monitors the channel constantly.

Whenever a packet from a node is detected, the countdown is

interrupted until the packet has passed, and a packet

turnaround time E is added back to the counter. When this

counter expires, the end-node generates a new TIP and starts

another round of token passing. A schematic diagram of the

OE-SDAM protocol for this end-node can be found in Figure

3.7.
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for the end-nodes of C-SDAM
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3.4 SDAM on a Branching Bus Topology

Although it is alway possible to use a single bus to

connect any set of nodes scattered in a local area, a

branching bus network is more desirable for its shorter

propagation delay as well as its flexibility in regards to

future expansion and reconfiguration (see Figure 3-8). SDAM

can easily be expanded to support this topology. Since any

complex branching topology can be decomposed into simple

three-branch structures as shown in Figure 3-9, it is

sufficient to show that the algorithm of SDAM works on such

a three-branch network. The reader can easily see that the

same principle applies to networks with any finite number of

branches.

For the C-SDAM protocol, because there are three

end-nodes El, E2, and E3 on the three branches, we need to

change the token direction code from 'left' or 'right' to:

'El-->E2', 'E2-->E3', or 'E3-->El'. Each user node will be

on precisely two of such paths (refer to Figure 3-10), and

the node's access scheme remains unchanged except for the

new token directions. After receiving the network token, an

end-node will now generate a TIP carrying a token direction

that points toward the next end-node in sequence (for

example, end-node E2 will generate a new token direction

'E2-->E3', and E3 will generate 'EB-->E1', and so on).
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a. A single-branch bus b. A multi-branch bus

Figure 3—8. Bus topologies for a set of local nodes
 

 
 

  BRANCH 1

Figure 3-9. Decomposition of a multi-branch bus
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For the OE-SDAM protocol, two token directions are

possible: one is going 'left to right' on branches 1 and 2,

and the other is going 'up right' on branch 3 (refer to

Figure 3-11). Let us assume that the K nodes on branches 1

and 2 are sequentially numbered from 1 to K, and the

remaining (N-K) nodes on branch 3 are sequentially numbered

from K+l to N. Then the K nodes on branches 1 and 2 are

treated as if they are on a single bus network. For each

node n1 on the third branch, however, a counter of [(ni-l)d

+ t + 2a2], where a2 is the propagation delay of branch 2,

is used to determine when the token will arrive at node n1.

As soon as the node “i detects the end of a TIP, it

activates this counter, and monitors the channel status.

Whenever a packet from branch 1 or 2 is heard; the countdown

process is temporarily interrupted, and a turnaround time S

is added back to the counter. If instead, a packet from a

node on branch 3 is sensed, then n1 switches back to the

single-bus access scheme as described earlier.

3.5 Illustration of the SDAM Protocol

To illustrate how the packet transmissions from

different nodes are coordinated, we let Figure 3-12 depict a

section of the bus, and Figure 3-13 shows its corresponding

timing diagram. We assume that the network has been up and

running for a while. Now, suppose node i received the token
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-->: token passing sequence  

BRANCH l J BRANCH 2

El ‘— 4— <—— <——— 1 ‘— <—-— 4— «~—

? ”TED—T" ‘3 E2

The token is passed from E1 of Branch 1 to E2 of Branch 2.

Then E2 changes the token direction toward E3 instead of to

E1. Finally, E3 passes the token back to El and completes

a token-passing cycle.

Figure 3-10. Token-passing of C-SDAM on a branching bus

-————.-: token passing sequence   

  

 

BRANCH 3

-.——-.-: token passing between .'

two branches

BRANCH 1 ,’ , BRANCH 2

................ ‘-----¢.----------“fi

The end-node E1 passes the token toward.the end of Branch 2.

The first busy node on Branch 3 waits for a time-out period,

then starts the token passing on Branch 3. After another

time—out period, the end-node E1 recovers the token, and

completes a token-passing cycle.

 

 
 

Figure 3-11. Token-passing of OE-SDAM on a branching bus



49

at time x0, and had just finished its packet transmission at

time x1, with the token direction pointing toward the right

(refer to Figure 3-12). After some delays later, the

end-of-packet signals reach nodes i-l and i separately.

Node i-l, noticing that the packet's traveling direction (to

the left) is different from the token direction (to the

right), will then refrain from any transmission attempts.

On the other hand, node i+l will be able to go through the

READY state to the TRANSMIT state and sends its packets onto

the channel. Nodes i+2, i+3, ..., although later sensing

the same information as node i+1 did, will stop at the READY

state when they detect the carrier generated by node i+l,

and will be routed back to the WAIT state.

When node i+1 finally completes its transmissions, the

above procedure is repeated, except this time we assume that

nodei+2 is idle (refer to Figure 3-13). Then node i+3 is

able to go through the READY state and starts its

transmission after detecting the absence of a carrier from

node i+2.

Continuing this process, the token will eventually

reach the right end of the bus. With C-SDAM, the right

end-node simply generates a TIP with a reversed token

direction and sends the token backward (i.e., to the left).

With OE—SDAM, the left end-node (the only end-node on the

bus) will wait for the countdown to expire, then generate

another TIP to start another round of token passing.
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Token direction
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Packet direction Packet direction

Node 1 generates a packet with the token direction pointing

toward the right. The packet direction is pointing toward

either end of the bus from node 1.

Figure 3-12. Packet traveling on a single bus
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Nodes i-l, i-2,..., will not attempt to transmit because the

packet direction (as seen by them) and the token direction

are different. Nodes i+1, i+2,..., on the other hand, use

carrier-sensing to avoid collisions.

Figure 3-13. Timing diagram of Figure 3-L2
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For the branching bus topology, again we will make use

of the decomposed three-branch network as shown in Figure

3-14. Let's suppose that node i has just finished a packet

transmission at time x0, with the token direction pointing

toward branch 2 from branch 1 (i.e., 'El-->E2', refer to

Figure 3-14). After some propagation delays later, the

end-of-packet signals reach each of the following nodes:

i-l, i+l, and K+l. Node i-l and K+l, noticing that the

packet's traveling directions (toward E1 and E3,

respectively) is different from the token direction (toward

82), will not attempt to transmit. On the other hand, node

i+l will be able to go through the READY state to the

TRANSMIT state and sends its packets onto the channel.

Nodes i+2, i+3, ..., K will also defer their transmission

attempts for the same reason as stated earlier in the

single-bus example. 3

Continuing the token passing, the virtual token will

eventually reach the end of branch 2. For the C-SDAM

protocol, the end node E2 simply generates a TIP with a new

token direction 'E2-->E3', and sends the token toward E3 of

branch 3. The OE-SDAM protocol requires that the first busy

node n1 (K<ni§N) on the third branch wait for its counter to

expire; then it claims the token, transmits the packet, and

passes the token to the remaining nodes on branch 3.



52

  

  

  

.1..._. : Packet directions

-..1

 

— .. — — +

O O Oo
Token direction

 

Figure 3-14. Packet traveling on a branching bus
 

3.6 Message Acknowledgment in SDAM

The algorithms of the SDAM protocol does not support

low-level message acknowledgments (i.e., an ACK reply

generated in the physical layer for every correctly received

packet). Instead, a acknowledgment packet may be generated

from a higher-lever control. This ACK packet will then be

treated as a normal packet, and goes through the normal

channel-access procedures. This decision is justified by

the low error rate of a cable system (approximately one
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error per 20,000 packets) observed by Shoch [Sho79], and the

fact that such low-level acknowledgments could bring a

severe degradation to the network's performance [Tob78].

3.7 Addition and Deletion of Nodes on the Network

In a SDAM configuration, all nodes on the network must

be numbered sequentially from one end of the cable to the

other end (see section 3.2). One question immediately comes

to mind is: whether it is possible to add or delete nodes

conveniently under such a constraint. In this section, two

viable method will be described. But first we need to

assume that the entire length of the cable be marked (and

numbered) at a regular interval, and that the nodes

(transceivers) be attached to the network only- at one of

such marks (such markings are also found in Ethernet for

similar reasons [DEC80]).

METHOD 1. Because the SDAM protocol is relatively
 

insensitive to the user population (as will be shown later),

we may assume that at each of these marks is connected a

(dummy or active) node, whose address is just the associated

mark number. When a node wishes to sign off from the

network, it simply stops transmitting, and becomes a "dummy"

node. If a node wishes to join the network, it finds an

unused mark, and takes the mark's number as the node

address. Then it starts to act as an "active" node and
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waits for the network token to arrive.

This method is obviously very simple and

straightforward. But it may cause the average packet delay

to increase due to the extra carrier-senSing times wasted on

the dummy nodes, particularly when the cable is lengthy and

the network nodes are sparse.

METHOD 2. In this method, only those nodes who are

currently active are assigned sequence numbers (node

addresses). When a node is signing off from the network, it

broadcasts its intention, and any subsequent

(higher-numbered) nodes will then subtract their addresses

by 1, hence deleting this node from the network's token

passing sequence.

Adding new nodes in this approach requires a bit more

work. First, we need to assume that there is a set of

"administrative" nodes, who periodically (or (dynamically)

generate a special sign-on inquiry. The active nodes, upon

receiving such an inquiry, will remain inactive for this

round of token passing. A node wishing to sign on, on the

other hand, will have the chance to broadcast its presence,

along with the cable mark number it is attached. The user

nodes with higher numbered marks will then add 1 to their

network sequence numbers, hence "making room" for the

newcomer. A similar method has been proposed by the IEEE

local network standard group [IEE81]. But unlike that

proposed scheme, there will be no collisions in SDAM during
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this sign-on period, because each mark can only be attached

by at most one node, and because these new nodes also obey

the token-accessing rules of the SDAM protocol.



CHAPTER 4

ANALYSIS OF THE SDAM PROTOCOL

Since in Chapter 3 we have made an analogy bewteen the

SDAM protocol and the disk-access algorithm SCAN, it is only

natural to apply the same analysis of SCAN [Cof73] to the

SDAM protocol. A little study shows, however, that the

analysis of SCAN is not entirely applicable to SDAM. In

what 'follows, we shall briefly discuss the SCAN model

analyzed by Coffman et. al., and point out the places where

it is applicable and where it is not. Two alternative

models will also be presented in our analysis of the SDAM

protocols.

56
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4.1 Coffman's Model

Assuming that the number of tracks on the disk is

large, Coffman replaces the set of discrete track addresses

by the unit interval [0,1] (i.e., the set of real numbers

between 0 and l). The speed at which the head can move

across this interval is a. The input of requests is assumed

to be Poisson with a mean rate of A, and the "tracks"

referenced are assumed uniformly distributed across [0,1].

Formally, the probability that a given arrival falls in the

interval (x,xflAx) is given byISx. But informally, we may

regard the intervalzlx as corresponding to a track. Hence

the probability of more than one arrival in a small interval

Aw: is of order 03x)2, which we should be able to ignore if

Ax-->O.

Next, it is assumed that the time required to serve any

request is a constant T, and that the direction of the scan

is reversed only when the head reaches the boundary at 0 or

1 (hence conforms to the C-SDAM requirement).

If we let y(x) denote the mean time taken by the head

to move a distance x from position 0 (and process requests

along the way), as depicted in Figure 4-1, then we have

y(xn3x) = y(x)+an+ATAx[y(x)+y(l)-y(1-x)] (4.1)

which we can then solve as [Cof73]:

y(x) = ----------- ax 05x51 (4.2)
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Figure 4—1. Head movement of SCAN
 

Making use of the fact that the requests arrive uniformly

within [0,1], we can calculate the mean waiting time for a

request arriving at x as:

2
a 1 (1-2x)

w(x) = If -I:ifir-- (4.3)

Equation (4.3) indicates an uneven waiting time

distribution across the tracks (see Figure 4-2), with the

worst case occurring at the boundaries 0 and l of the

interval:

w(l) = w(0) = -—:--—— (4.4)

If we modify the rule of SCAN such that the requests

are served only in one fixed direction only, then we have a

model equivalent to OE-SDAM. Following a complete "service"

scan, the head is returned to the starting position 0 at

rate a before it starts another service scan. This scheme

is referred to as the CSCAN algorithm, and the mean waiting



59

time is derived as [Cof73]:

w(x) = ------- , ij51, (4.5)

which is independent of the track address x (see Figure

4-2). This mean waiting time corresponds to the worst-case

waiting time of SCAN in (4.4).

Note that the above results are based on a continuous

approximation (i.e., the interval [0,1]) of the discrete

track addresses. Clearly, this approximation worsens if the

number of tracks (in the case of SDAM, the number of nodes)

is not too large.

 
21-T)‘

 l =

0 1/'2 l' K

Figure 4-2. Queuing delay of SCAN and CSCAN
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It is also understood that the head's movement time is

much larger than the request processing time (i.e., a>T) in

a disk access scheme. For if this is not the case, then

comparing Equation (4.5) with the welléknown M/D/l queuing

system with perfect scheduling and without server walking

time [Kle76]:

(optimal) mean waiting time = ------- , (4.6)

we find that for a<(AT2)/2, SCAN out-performs the optimal

scheduling, which is a contradiction!

In summary, Coffman's analysis is based on the

assumptions that the number of tracks is large and that a>T,

both of which may not be satisfied in a local network

environment. A later study shows, however, that the uneven

distribution of the waiting times across the tracks (refer

to Figure 4-2) remains to be a valid observation.

4.2 Eisenberg's Model

As an alternative approach, since a user node under the

SDAM algorithm is allowed to transmit its packets only when

the network token arrives, we can visualize this token as

being a single server, attending the multiple packet-queues

forming at the network nodes. Moreover, since propagation

delay exists on the bus, we must take into consideration the

changeover time during which the server (the network token)
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walks from one queue to another. Such a queuing system has

been analyzed by Eisenberg in one of his papers [Eis72], and

is summarized below.

In Eisenberg's work, the queuing syStem consists of N

queues attended by a single server. The queues have

independent Poisson arrivals and general service-time

distributions. The server attends the queues in a repeating

sequence (cycle) of I stages; each stage of the service

cycle is spent working on a single queue until that queue is

empty. This type of service discipline is sometimes

referred to as the "alternating priority”. The service

sequence is defined by an ordered set of I integers

(n1,n2, ..., nI), where n1 is the queue that is served

during stage i. As an example, a possible sequence of

service may be:

(stage) i: 1 2 3 4 5 6 7 8

(queue) n1: 1 2 3 4 4 3 2 1

where there are N=4 queues that are served in a cycle of I=8

stages (note that this is exactly the service sequence of

C-SDAM in a 4-node network).

When a queue is finally emptied, or when the server

arrives at a queue that is already empty, the server

immediately leaves and switches to the next queue in

sequence. A switch from one queue to another always

requires a changeover time whose distribution has finite
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mean but is otherwise arbitrary. The mean waiting time "i

for jobs in queue n1 and serviced at stage i can then be

expressed as [Eis72]:

wi .-. [E(v12)/2vi]+[xniE(sni)/2(1-/°ni)] (4.7)

where:

v1 is the mean intervisit time, defined as the

time at the begining of stage i since queue n1

was last visited;

ENVIZ) is the second moment of the i intervisit time;

Ani is the arrival rate at queue n1;

Pni is the traffic loading at queue n1

(=Ani times average service time at n1); and

E(S,11 ) is the second moment of the hi service time.

If we let the number of states I be 2*N, and let the

queue n1 serviced at stage i be (see Figure 4-3):

i for l<i§N

ni

I-i+l for N<i§I,

then Eisenberg's model can immediately be applied to the

C-SDAM protocol. The average waiting time qniat each node

n1 can be dervied as:

qn = ["1(Vi+5ni)+"I-i+l (VI—1+1 +5ni )1
i

/ [v1+vI-i+l +25ni] (4.8)

where sni is the mean service time at node n1, and-v1 and wi
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Figure 4-3. The walking server of C-SDAM
 

are as defined previously.

On the other hand, if we let I=N and n1=i at each stage

i, then we have the OE-SDAM case. The average waiting time

at each node i is just "1 given in Equation (4.7).

Although Eisenberg's model is directly applicable to

both the C-SDAM and the OE-SDAM protocols, it was noted that

when the number of queues in the model is large (e.g., N=50

queues), the calculation of E(V12) becomes virtually

impossible [Eis72]. So, unless some good approximation

schemes can be deviced to estimate the values of E(V12),

Equation (4.7) can not be used to calculate the queuing

delay of a general local network.
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4.3 Konheim and Meister's Model

In the open-ended SDAM protocol, since token-passing is

done single-directionally, it is poSsible to use a less

complicated model for the purpose of our analysis; namely,

we can visualize the network under OE-SDAM as being a system

with polling, where the polling time in this case is simply

the changeover time between two consecutive nodes. The same

method has been adopted by Kleinrock and Sholl [Kle77a] in

their analysis of MSAP (mini-slotted alternating priorities)

and by Chlamtac et. a1. [Chl79a] in their analysis of BRAM

(broadcast recognizing access method). Both of these

analyses are based on the analytic results given by Konheim

and Meister [Kon74].

In Konheim and Meister's work, the system consists of a

set of N buffered terminals. The common channel is seen as

the server, and the data units to be transmitted at each

node play the role of customers. The terminals are polled

sequentially in order of T1 , T2 , ..., TN (see Figure

4-4). The actual way by which polling is implemented

(centralized or distributed) is irrelevant. Upon being

polled, the terminal retains the use of the channel,

removing data from its buffer for transmission at the rate

of one data unit per unit of time. The arrival of data at

the terminal continues during this transmission phase. When

the buffer is emptied, the terminal transmits an
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Figure 4-4. A polling system

 

   
 

  

end-of—message (EOM) mark and loses control of the channel.

Thereafter the channel is not available to any terminal for

transmission for an interval of variable length. This

period of time is referred to as a reply interval. After

the reply interval, the system continues with a poll of the

next terminal in sequence. The stationary expected queuing

delay E(D) is then derived as [Kon74]:

2

82 1 N6 1 Nr 1-
E D =__-+_H__l_-+ - + 4.

( ) 2r 21-th1 Ell/‘1) 21-1941 ( 9)

where:

r = mean time for the reply interval,

52

variance of the reply interval,

2

4C1 - mean arrival rate at one of the terminals,

0i variance of the arrivals at one of the terminals

(5M1 for Poisson arrivals).
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4.4 Analysis of OE-SDAM

In order to apply Konheim and Meister's results to the

OE-SDAM protocol, it is necessary to make the following

assumptions about our local network's environment:

1) There are N nodes (excluding the end-node) connected

to a single bus. Each node is associated to a queue

with a FCFS discipline.

2) The queues have independent but identical Poisson

arrivals with a mean arrival rate [E3

3) All packets are of fixed size, and each packet

requires 1 time unit to transmit.

4) The bus propagation delay from the end-node to the

last user node is a time units; and the N nodes are

uniformly located on the bus. A

5) The token initialization packet (TIP) takes g time

units (g<l) to transmit.

Under assumption (4), the changeover time (i.e., the

reply interval) between two consecutive nodes is just

(a/N)+d. Letting this be the new time unit m (mini-slot),

we have:

)1 = ffi/m = the packet arrival rate in mini-slots;

G = [ll/m2 = [At/m is the variance of arrivals.

If we define

S = ka to be the channel throughput in equilibrium

(i.e., N}L<1),



67

Then (4.9) becomes:
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(4.10)

in mini-slots.

Now for a single bus topology and a sufficiently large

N (e.g., N=50), r and 52 can be approximated as follows.

Excluding packet transmission times and their associated

turnaround times, it takes the token [a+(N-1)d] time to

reach the last node of the bus from the starting end-node;

then it takes the token (a+d) time to travel back to the

end-node. Therefore, the average token passing time is

'
1 ll %{(c+t)+[a+(N-l)d]+(a+d)}/(% +d)

%(2a+c+t+Nd)/m ~ (4.11)

in terms of mini-slots m, where (c+t) is the network

overhead associated with the initial TIP. The variance,

52 , can then be determined as

62 = '11? {(N-1)[l-r]2+l [(a+d+c+t+§ )/m -r]2} (4.12)

where the second squared term pertains to the token passing

delay between user-node N and user-node 1.

Finally, to normalize (4.10) into units of the packet

transmission time, we multiply (4.10) by m, so that:

82m I S

E(D) = 5+2]:S)+ 3(1_§)(i+ —%-S_') (4.13)
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in units of packet transmission time, where m=(a/N)+d, and r

and 52 are as defined in (4.11) and (4.12).

For the generalized branching bus as shown in Figure

4-5, we let

a = a1 +a2 +a3

where a1 is the bus propagation delay of branch i, i=1,2,3.

Then equations (4.11) and (4.13) still hold true, but the

variance of the token passing time in (4.12) must be

modified to:

82 = 5,1- {(n-l)[1-r]2+i-I(a2+d+§-)/m -r]2

+l- [(a3+a1+d+c+t+§-)/m -r]2}, (4.14)

where the second squared term is the token passing delay

between the last node of branch 2 and the first node of

branch 3, and the last squared term is again the token

passing delay between user-nodes N and l.
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Figure 4-5. Token passing of OE-SDAM on a branching bus
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4.5 Analysis of C-SDAM

The analytic model of Konheim and Meister's polling

systems can not be directly applied to the C-SDAM protocol,

becasue the polling sequence of C-SDAM is a "back-and-forth"

polling rather than a "wrap-around" polling as in OE-SDAM.

However, it was observed that, for a small bus propagation

delay (a<0.l), the average queuing delay of the C-SDAM

protocol is very close to that of the OE-SDAM protocol.

Therefore, we can use Konheim and Meister's formula

(Equation (4.13)) to approximate the system's queuing delay

under C-SDAM. The average polling time in this case is:

i(c+t)+[a+(N-l)d]+d}/(fi%i +d)

2
H
4

2
n
d

(a+c+t+Nd)/m (4.15)

in terms of mini-slots m, where m=a/(N+1)+d for C-SDAM. The

variance 82 can also be determined as

82 = % {(N-l)[l-r]2+l-[(d+c+t+ Ray/m «12). (4.16)

Having approximated the queuing delay of the entire

system, the individual queuing delay for each node of the

network can then be approximated by fitting Coffman's

observation (Equation (4.3)) into Konheim and Meister's

result. That is, we let

1
2

+1... >

l-AT (4.17)



70

for some constant K. Then the estimated queuing delay of

node i can be expressed as:

2
aK 1+l-2x

Di: 2 LAT ‘ (4.18)

where x=(i+l)/(N+2). An example of this approximation can

be found in Figure 5-2. It should be noted, however, that

this is just a very crude approximation. For more accurate

values of such delays, simulation methods must be used.



CHAPTER 5

PERFORMANCE OF THE SDAM PROTOCOL

Having defined and analyzed both variants of the SDAM

protocol, in this chapter we shall further investigate the

performance of the protocol under various operating

conditions. The emphasis is on the attainment of the

objectives listed in section 2.5.2 of Chapter 2. There will

also be comments regarding to some of the performance

criteria as described in section 2.4.2, where appropriate.

For simplicity and without loss of generality, we will

still assume a single bus network for our performance

analysis in this chapter. Two GPSS simulation models have

be developed to simulate the C-SDAM and the OE-SDAM

protocols. Besides varifying the analytic results produced

from the previous chapters, these simulation models will

enable us to study cases where analytic approach is

difficult (e.g., the non-exhaustive transmission discipline,

or an unbalanced traffic load, etc.).

71
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5.1 The Throughput-Delay Performance of SDAM

The following set of parameters represents a typical

local network configuration, and is used for comparing the

delay performances of C-SDAM and OE-SDAM.

N = 50 nodes;

Packet size = 1000 bits (fixed); packet time = 1;

a = 0.01, 0.1, 0.5, 1.0 for propagation delay;

a = 0.03 (30 bits) for TIP;

E = 0.02 (20 bit-time) for turnaround time;

a = 0.002 (2 bit-time) for carrier-sensing time.

When a is small (a=0.01), the difference in the token,

passing time between these two protocols is small.

Therefore, their performances are very close to each other,

and to the M/D/l perfect scheduling (see Figure 5-1). As a

increases to 0.1 (i.e., 10 us for a bus with 10 Mbits/sec

bandwidth), the performance of C-SDAM begins to (slightly)

exceed that of OE-SDAM , while both schemes still perform

well. When a=0.5, the average delay of OE-SDAM is 12%

larger than that of C-SDAM. This difference expands to 22%

as a increases to 1.0 (i.e., 100ps). However, even under

such a long propagation delay, both SDAM variants still turn

out an acceptable performance. This is due to the fact that

the changeover time of the network control remains to be a

very small fraction of the bus propagation delay, therefore

the impact of this increased propagation delay is much less
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severe as compared to other token-passing schemes.

The delay performance of the C-SDAM can be viewed as

the "delay lower-bound" of the token-passing schemes in the

following sense. The network control's Changeover time is

minimized to just the propagation delay between two adjacent

PEEK nodes, plus one node's turnaround time (a necessity)

and the "token handling” time of the idle nodes in between

these two busy nodes. This token handling time is again

being minimized to barely the time needed to carrier-sense

the bus in order to ensure collison-free transmissions. All

these overheads (propagation delay, turnaround time, and the

carrier-sensing time) represent the minimum requirements for

a token passing scheme. Therefore, by definition, no other

token passing schemes can out-perform C-SDAM.

The C-SDAM protocol, however, has one performance

drawback. That is, it tends to discriminate against the

nodes located near either end of the bus (see Figure 5-2).

This is because these nodes experience two uneven token

intervist times. Consequently, the majority of the packets

will arrive during the longer intervisit time (hence suffer

longer delays) while only a small portion of the packets

arrive during the shorter intervisit time, thus resulting in

a longer averaged delay. The same phenomena has been

observed by Coffman et. al. in their analysis of the disk

access schemes (see section 4.1, Chapter 4). Therefore,

C-SDAM may not be suited for implementation unless such a
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discrimination can be justified for some practical reasons.

For the remainder of this study, we shall concentrate on the

performance of the OE-SDAM protocol for its virtue of

fairness.

5.2 The Effects of the Protocol Overheads

In this study, three operating overheads of the SDAM

protocols are considered: the turnaround time, the TIP time,

and the carrier-sensing time. The effects‘ of these

overheads on network's performance are analyzed in this
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5.2.1 The Turnaround Time and the Network Capacity

Since a turnaround time t is associated with each

transmission of the packet, we can envision the packet as

being enlarged by a ratio of t (i.e., new packet time=l+t).

The throughput-delay curve can then be approximated by

Equation (5.5), with S substituted by S'=S(l+t). The

results are plotted in Figure 5-3 for t=0.0 to 0.1 (0 to 100

bit-times). This figure shows that, for light loads,. the

values of g do not significantly affect the network's

performance. However, for high loads, larger g values have

devastating effects on the average packet delay as well as

the network's maximum achievable throughput (i.e., the

network capacity). For an ideal case where t-->0, the

maximum throughput of SDAM approaches 100% as the network's

traffic load increases beyond 100%. But generally, for a

nonzero t, the maximum network throughput is bounded above

by” (l-t). So, if the turnaround time is t=0.l, then the

network can only achieve an maximum of 90% throughput.

5.2.2 The Token Initialization Packet (TIP) Time

In SDAM protocol, a TIP is required to initialize each

cycle of token-passing. This packet can be a special

bit-pattern that all nodes recognize as being generated by a

particular end-node; or it can be a shortened data packet
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Figure 5-3. Effect of the turnaround time
 

that contains nothing but a source address and a token

direction code. In any case, this packet will occupy a

fraction of the channel time, and therefore must be

considered as a network overhead. Analysis shows, however,

that when the number of nodes on the network is large (e.g.,

n>20), the size of the TIP has little effect on the

network's performance. The effect of varying TIP sizes

under an extremely light load (S-->0) is plotted in Figure

5-4. In higher loads, this effect becomes negligible.



 
 TIP time

1.0 J l x 1 l J 1 L n

0.01 0.02 0.03 0.00 0.05 0.06 0.07 0.08 0.09 0.1

Figure 5-4. The TIP time versus network delay

5.2.3 The Carrier-Sensing Time and the User Population

In an ideal case (as most people assume for their

protocols), the time Q is negligible for each CIU to detect

the absence (or presence) of a carrier and starts its own

transmission. Under such an assumption, SDAM's performance

is independent of the number of nodes on the network

[Li 81a]. However, this is an unrealistic assumption.

Since all nodes on the network take turn to sense and access

the channel, each node must allow its predecessors enough

time to complete their actions before it can safely start
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its own. So, the time spent in carrier-sensing by each node

will cumulate as the token is passed from node to node.

Figure 5-5 shows the degradation of network performance

under various values of g and N. It is clear that in a

heavily populated network (e.g., N>100), even. a subtle

change in the carrier-sensing time will have a profound

effect on the network's performance. However, if we

increase the packet size by some factor, then Q will be

relatively decreased by the same factor. Therefore the

network's performance can be made much less sensitive to the

user population in this manner.

5.3 Exhaustive and Non-exhaustive Transmissions

In analyzing the exhaustive/non-exhaustive transmission

disciplines, it is important to specify the type of workload

imposed on the network. Here, we are mainly concerned about

workloads with uniform Poisson arrivals; no attempt is made

to study the situation where unbalanced loads are presented.

The exhaustive transmission discipline allows a node,

upon receiving the network token, to transmit all the

packets in its buffer, including the ones that arrived

during the transmission process. The non-exhaustive

discipline, on the other hand, puts a limit to the number of

packets that a node may transmit at one time. In practice

this limit may vary from node to node; but here, our focus
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is directed to the case where only one packet is allowed to

be transmitted per channel access.

Generally speaking, the exhaustive discipline provides

a better average delay and a higher throughput for the

network. In extreme cases, a busy node with a large file to

transfer may monopolize the entire channel for a long period

of time, causing network's throughput to temporarily reach

I, while making other nodes suffer long waiting times. The

non-exhaustive scheme, on the other hand, guarantees

fairness among the users, and eliminates the above monopoly

at the cost of increased token-passing time (hence the

increased average delay). However, in light loads (S<0.5)

where the average number of waiting packets at each node is

much less than 1, these two schemes are practically the

same. Also, if the bus delay is small (§<0.l), then the

performance of the non-exhaustive discipline remains close

to that of the exhaustive one (refer to Figure 5-6). When

the bus delay is large, the difference in performance

becomes significant (at a=l.0, S=0.8, the non-exhaustive

scheme is 20% worse; at S=0.9, it is 66% worse).

In terms of the queuing delay distribution, the

non-exhaustive discipline has a larger variance than its

exhaustive counterpart. This is again due to the fact that

the efficiency in consecutive transmissions is compromised

by the requirement of fairness. Therefore, the distribution

curve is "flatter" and the delay values are spread wider.
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Figure 5-7 shows the queuing delay distribution of both

exhaustive and non-exhaustive trasnmission disciplines at

3:0.1 and a=l.0. Figure 5-8 summarizes the mean, standard

deviation, median, and the 95 percentile of each of these

distributions.

5.4 Packet Size and the Packet Transmission Delay

5.4.1 Different Packet Sizes and Their Normalized Delays

Because of the operating overheads involved in

transmitting a packet (e.g., turnaround time, bus

propagation delay, etc.). it is intuitively true that the

channel bandwidth will be better utilized) with larger

packets than with smaller packets. One indicator of such a

transmission efficiency, known as the "normalized delay", is

the ratio of the time a node takes to complete a packet

transmission (i.e., the packet's wait time + actual

transmission time) to the packet's actual transmission time.

This is one main reason why we have set the packet

transmission time to be the unit of time in this study. If

we reduce the size of the packet, then it has the same

effect as increasing the bus propagation delay (and the

other overheads, too) by the same factor. In this sense,
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the effect of different packet sizes on network's delay

performance can be estimated by Figure 5-1 in section 5.1.

Although the TIP time, the turnaround time and the carrier

sensing time will not be the same in this case, their

effects can also be estimated from Figures 5-3, 5-4, and

5-5. These figures clearly 'show the advantage of the

larger-sized packets. However, it must be pointed out that,

if one is concerned with the absolute transmission delay

(i.e., the "Uh-normalized" delay), such as in the case of a

real-time application, then the smaller packets will still

provide a better average respond time.

5.4.2 Fixed-Size Packets versus Mixed-Size Packets

So far our analysis has been concentrated on a network

with fixed-size packets (indeed, it is entirely possible to

design such a local network). However, in practice, two

common types of packets can be readily identified: a short

type which contains control messages or terminal traffics,

etc., and a long type packets that contain large chunks of

data or file transfer. Shoch [Sho79] and Kleinrock & Naylor

[Kle74]' both observed the so-called "80/20 distribution",

where 80% of the total traffic is carried in the 20% of the

packet which are long [Sho79].
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To investigate the effect of such mixed-sized packets,

we let 80% of our packet be 250 bits long, and the rest 20%

of the packets be 4000 bits long, so that the average packet

size remains to be 1000 bits. Figure S-9b shows that the

delay performance for the mixed-sized packets is

significantly worse than that of the fixed-size case. If we

look at the delay distribution of these two cases in Figure

S-9a, we can clearly see the reason for this performance

degradation. In the fixed-size case, there is a high

concentration of delays within one packet's time, meaning a

large portion of the packets need only to wait at most one

packet's time before it gains channel access. The

distribution then tappers off slowly beyond this point. For

the mixed-size case, there is also a high density of delays

within the 1/4 packet time (due to the deference to the 80%

of (the short packets); but the majority of the remaining

packet delays are evenly spread within 4 packet-time range

(caused by deferring to the 20% of the large packets). As a

result, the mixed-size case has a significantly larger mean

and 95 percentile point as indicated in Figure 5.9a.

5.5 Ease of Implementation of the SDAM protocol

It is not the intention of this study to discuss the

implementation details of the SDAM protocol. Rather, we are

interested in examining the general requirements of the SDAM
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schemes and evaulate their advantages in terms of the ease

of implementation.

Since SDAM works on a bus network, it implies that all

the advantages of a bus network are inherited by the SDAM

protocol, such as the absence of the need for routing, the

ease of (physically) adding or deleting nodes on the

network, and the absence of a need to relay or regenerate

messages, etc..

The SDAM protocol employes a very simple algorithm, as

has been shown in Chapter 3. Each interface unit may

require a few counters (for various countdown procedures),

and the carrier-sensing capability, which is a

well-developed technology in local area networking. There

is no need for a centralized clock, as is the case for TDMA

(time-divisionmultiple access) or MSAP. The nodes are

synchronized regularly by the presence (of the token

initializatin packet (TIP) as well as the most recent

end-fo-packet signal passing through the bus. Given that

each interface functions properly, data collisions will

never occur, therefore no complicated backoff-retry schemes

need to be implemented to ensure network's stability.

The end-nodes on the bus are the key elements in order

for SDAM to work. But these end-nodes are nothing but

"intelligent interfaces", which is entirely different from

the role played by a central node in a hierarchical network.

Should an end-node fail, a simple recovery procedure as will
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be described later can be employed to maintain the integrity

of the network.

In short, the SDAM protocol only requires technologies

that are currently available; and the algorithm of the

protocol is simple enough to be implemented into a simple

interface unit. These characteristics render SDAM great

advantages in network implementation and maintenance.

5.6 Network Reliability and Error Recovery

As we have described earlier (in Chapter 3), each node

executes an identical algorithm independently according to

the information (e.g., channel status, token direction,

etc.) provided through the common channel. Therefore, any

single node failure will not affect network's operation.

However, network failure could still occur if

(1) the end node fails to generate a TIP;

(2) there is an error in transmission (e.g., a noise on

the channel, causing a later node to start

transmitting prematurely); and

(3) cable failure occurs, such as a section of the

cable or the cable terminators being disconnected.

Pertaining to the first two possibilities, some

procedure must be employed to restore the proper network

operation from network failure. For the case of OE-SDAM,

the error recovery procedure stipulates that:



91

rule 1: Whenever a node detects an unrecognizable

address or token direction, it abandons any

transmission attempts until the next token

arrives;

rule 2: Each node is pre-assigned a time-out value,

whose size varies with the distance between the

user-node and the end-node (i.e., the shorter

the distance, the smaller the time-out vaer):

rule 3: if the bus has been sensed idle by a node for a

period of time longer than its time-out value,

then this user-node may infer that all the

nodes with smaller time-out values have failed;

therefore, it will generate a (data or control)

packet to start the token-passing again.

With this procedure, any error in transmission will be

handled by using rule 1, followed by the end-node generating

a new token. If the end-node should fail, then the user

next to it will detect this fact after its time-out period

(rule 2), and can resume the end-node's duty (rule 3). Any

subsequent node fuilures can be handled by the same

procedure.

For the C-SDAM protocol, if one of the end-nodes should

fail, then the other end-node can detect this after a

pre-determined time-out period, after which it can

automatically switch to the single-end-node OE-SDAM scheme

as described previously.
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Pertaining to the third possibility, the cable failure,

Shoch has an interesting observation on the cable system of

the Ethernet at PARL [Sho79], in which he points out that

these kinds of failure are extremely rare, and usually

caused by human errors. With proper grounding and marking

(coloring) of the cable and the cable terminators, these

failures can be avoided. However, it is worth noting that,

even when the cable is physically cut into several pieces,

each piece of the cable (together with the attached nodes)

can still form a network under SDAM, provided that the

proper cable terminators are added.

 



CHAPTER 6

DEFINITION OF THE GBRAM PROTOCOL

6.1 Background and Environment

Before we define the GBRAM (group BRAM) protocol, we

first briefly review the BRAM (broadcast recognizing access

method) and the parametric BRAM protocols [Chl79a]. There

are two variants to the simple BRAM, namely, fair BRAM and

prioritized BRAM. The former limits each node to transmit

at most one packet at a time (i.e., non-exhaustive); the

latter allows each node to transmit all the packets in its

buffer before relinquishing channel' control (i.e.,

exhaustive). The channel state under BRAM can be viewed as

consisting of a sequence of cycles composed of idle,

scheduling, and transmission periods, as shown in Figure

6-1. We assume that xn is a common time epoch known to all

93
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nodes. This epoch, which could be the end of a previous

transmission, marks the beginning of the n-th scheduling

period. During the scheduling period the time axis is

divided into time slots of size a, 'the end-to-end bus

propagation delay, and channel control is granted to one of

the ready nodes through the use of a scheduling function H,

which specifies at which time-slot nodes will sense the

channel and attempt to transmit. For fair BRAM we have:

r [(ni-nj+N) mod NJ-a ni#nj

H(n1,nj) =( (6.1)

 N-a n1=nj

where:

n1 = the index of the node wishing to transmit; and

the index of the node which transmitted last;
“.1

N = the total number of nodes on the network.

We note that the above function does not allow any one node
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Figure 6-1. Channel scheduling for the BRAM protocol
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to hold the channel for more than one consecutive

transmission, hence it is used to define the fair BRAM

protocol. For the prioritized BRAM, the following H

function is used:

H'(ni,nj) = [(ni-nj+N) mod NJ-a (6.2)

which gives access priority to the node that just

transmitted.

Analysis of BRAM shows that for small values of N-a

product, BRAM provides fair allocation of the channel and

overall better throughput-delay and throughput-traffic load

performances as compared to other published protocols

[Chl79a]. However, as the N a product increases, the length

of the scheduling period increases as well, resulting in

degradation of performance.

I In view of this shortcoming, the parametric BRAM

partitions the N nodes into M groups, letting the nodes

within each group share a common "group" slot. The

scheduling functions in (6.1) and (6.2) become

r[(gi-gj'tM) mod Ml-a gi#gj

G(gi,gj) --I (6.3)

 M'3 91:95]

and

G'(gi,gj) = [(gi-gj+M) mod Ml-a (6.4)
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respectively, where 91 and gj are now group indices instead

of node indices. With (6.3) or (6.4) collisions can occur

between two or more nodes sharing the same group slot, and

some type of retransmission scheme must be employed. As one

may already have observed, smaller M values tend to reduce

the probability of collision, while larger values of M tend

to increase the length of scheduling periods but reduce the

probability of intra-group collision. An optimal value of

M, say M*, is therefore needed to balance these tendencies

with respect to a given traffic load G, so as to yield the

best throughput, S, or the lowest delay, D. It has also

been shown that for this M*, the optimal partition of the N

nodes, in the sense of reducing the probability of

intra-group collisions to a minimum, is the one which

'divides the N nodes into groups of equal aggregated arrival

rate, which is difficult to achieve in practice.

The complications of the parametric BRAM lead one to

wonder if there is an easier way to partition the nodes into

groups and yet maintain conflict-free transmissions. A

surprisingly straight-forward answer is that such groupings

may have already existed in many local networks in the form

of node physical locations. For example, we may have a

global data bus that runs through several buildings, or from

one floor to another. Then the terminal-nodes or

device-nodes in a single room may be viewed as a "natural

group" (cluster) of nodes on the bus. Typically, the
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infra-group transmission delay is much smaller than the

total bus delay. This is especially true if the data bus

spans several buildings. It would seem possible, then, to

further sub-divide the group slot into mini-slots so that

each node in the group can be allocated a unique mini-slot

to attempt its transmission. In the following section we

will show how this can actually be implemented, giving the

definitions of the group-BRAM (GBRAM) protocol and its

variants.

6.2 Basic Concept of GBRAM

The GBRAM is basically a two-level BRAM. The N nodes

on the network are divided into M groups by their physical

locations. Each group is assigned a unique time slot of

length g, just as each node is assigned a slot in BRAM.

However, to resolve the contention within each group, the

group slot is further divided into sub-slots of length a1,

the intra-group delay, which is just a fraction of 3.

Within each group we can then assign each node a unique

subslot (or mini-slot) in which transmission can be

attempted.
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6.3 Network Configuration

Beofe we describe the algorithms of the GBRAM protocol,

we reiterate the basic assumptions or requirements about the

network configurations where GBRAM will be applied.

1)

2)

3)

4)

5)

There are N nodes connected to a common

communication medium (e.g., coaxial cable or radio

channel) with baseband signalling. These nodes are

partitioned into M groups such that each group

occupies only a fraction of the total bus length.

Each node is assigned a unique index pair (91,01) as

its identification, where 9 denotes the group index

and n1 the node index within the group.

Each node is connected to the bus through a

communication interface unit (CIU) which functions

as the buffer and decoupler.

Each node can sense the bus status (i.e.,

carrier-sense) in a negligible time (or

alternatively, we may include this time as part of

the time slot or mini-slot).

Each node is able to transmit and receive, but not

simultaneously; and the "turnaround time" from

receiving state to transmitting state (or vice

versa) is t.
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6.4 Algorithms of GBRAM

We can envision the GBRAM protocol as having a "virtual

token" circulating from one node to another, such that if

all nodes in one group have been visited by the token, the

token is passed from that group to the next group in

sequence (see Figure 6-2). The channel periods of GBRAM are

similar to those of BRAM, except that the scheduling period

is slightly more complicated (see Figure 6-3). Note that a

23 time is needed for each group, where the first i is the

actual group slot used to accommodate the subslots, and the

second 3 is the worst-case time for the token to travel to

the next group. Furthermore, we assume that the nodes in

group 91 do not have any information on how many more nodes

there are behind node nj (the node which transmitted last)

in lgroup gj. Therefore they assume the safest action: they

always allow group gj another full 23 time units to complete

To group 1+2

From group i-2

 

 

Figpre 6-2. Virtual token passing in GBRAM
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its group scheduling. The scheduling function therefore

takes the form

F[(gi,ni),(gj,nj)] =

. 2a[(gi-gj+M)mod M]+ai(ni-l) gi#9j

a1(ni-nj) gi=gj and ni>nj (6.5)

 
L 2aM+ai(n1-1) ‘ 91:9,]. and niinj

for the fair GBRAM, and

F'[(gi,ni),(gj,nj )] =

 

. 2a[(gi-gj+M)mod M]+ai(ni-l) gi#gj

I ai(ni-nj) 91=9j and niznj (6.6)

L 2aM+a1(ni-l) gi=gj and n1<nj

for the prioritized GBRAM, where a1 is the intra-group

propagation delay for group 91.

Under GBRAM, each node observes the following simple

rules:

STEP 1. If the channel when approached by node (gi,n1)

is sensed idle, then the node schedules its

transmission at time x=xn+F[((gi,n1),(gj,nj)1.

where xn is the last time epoch which marks the

end of packet transmission(s) by node (gj,nj).

If the channel is sensed busy on or before time
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Figure 6-3. Channel scheduling for the GBRAM protocol
 

x, then step 2 results; otherwise node (91.n1)

can start its transmission at time x.

STEP 2. If the channel is sensed busy, then node

(gi,n1) waits for channel to become idle so

that xn+1 can be determined, after which it

returns to execute step 1.

6.5 Extensions of GBRAM

It is also possible to extend both fair and prioritized

GBRAM to the extreme cases. The extreme-fair GBRAM allows

only one node in each group to transmit per group slot (see

Figure 6-4). To ensure fairness among the nodes in the same

group, the intra-group priority can be rotated constantly so

that the previously transmitting node will have the lowest

priority in the next group slot. The scheduling function
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for this extreme-fair case is:

L[(gi,ni),(9j,nj )] =

2a[(gi-gj+M)mod M]

+ai[(ni-li+l+mi)mod mi] gifigj

2aM+ai[(ni-nj-l+mi)mod mi] gi=gj and ni#nj (6.7)

O 91=9j and ni=nj

where 11 is the node that transmitted last in group 91' and

m1 is the number of nodes in group 91'

On the other hand, the extreme-prioritized GBRAM allows

the nodes in a group to be visited by the token more than

once; and the token will be passed on to next group only if

all nodes in the current group are idle (see Figure 6-5).

The scheduling function for this case becomes:

To group 1"2

From group 1-2

\no N.
U__,__ 1??? _-_—_ eTTTuijLLJD

group i-l group 1+1 group 1

Each group is allowed to have at most one node transmission.

0 indicates the node with packet to send.

Figure 6-4. Token passing of the extreme-fair GBRAM
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L'[(gi,ni),(gjpnj)]

F Za[(gi-gj+M)mod M]+ai(ni-l) 915(93'

i (6.8)

 Lai[(ni-n +mi)mod mi] 91=9j
j

Both GBRAM extensions above still assume exhaustive

transmissions at each node.

6.6 Addition and Deletion of Nodes on the Network

Since the "network token" in GBRAM takes on a different

form than in the SDAM protocol, we need to look into a

different approach for adding nodes onto the token-passing

(logical) ring. For this we assume that there is a set of

network monitor nodes on the netowrk [18881], whose

function, in addition to being user nodes, is to perform a

To group 1+2

11.5%"? __ flirt_m_
group i-1 group 1+1 group i

A group holds the token until all nodes in the group are idle.

0 indicates a node with a packet to send.

Figure 6-5. Token passing of the extreme-prioritized GBRAM
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limited network management, such as the recovery of a lost

token. These monitor nodes differ from a central node in

that they do not govern the entire operation of the network;

rather, they serve only when token initialization or network

recovery is required. The network token may be lost due to

channel noises or a collision between two sign-on requests.

Under such a circumstance the monitor nodes hold the

token-recovery responsibility.

The procedure for an active node to sign off from the

network is straightforward: it simply broadcasts its

intention, then waits for an acknowledgment from one of the

monitor nodes to ensure that the sign-off message has been

properly received. Only the nodes that belong to the same

group and were originally sequenced behind the signing-off

node need to update their sequence numbers accordingly.

As for the nodes wishing to sign on to' the network,

there are several procedures proposed for maintaining a

dynamic logical ring [Liu81b,IEEBl]. But here we will

present only one of the simplest procedures as follows:

1. The set of monitor nodes periodically (or

dynamically) broadcasts a sign-on inquiry onto the

common channel.

2. All active nodes, upon receiving the sign-on

inquiry, will temporarily interrupt their token

passing scheduling functions, and remain silent.

3. The node wishing to sign on, on the other hand, will
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transmit a reply message (a sign-on request) which

contains the node's location information (e.g., the

cable mark number as described in section 3.7; or

the zone in which the node is situated; or the names

of the nearest two neighbors, etc.).

4. The monitor node, upon receiving the reply message,

will assign this node into one of the groups

according to its location, and broadcasts this

addition onto the network.

6. The token-passing sequence will then be resumed from

the monitor node that originated the sign-on

inquiry.

7. In case there is more than one node attempting to

sign on at the same time, a collision will occur.

In this case, a randomized delay will elapse before

each of the nodes will attempt to transmit again.

As a result of continuing sign-on and/or sign-off

operations, a group may eventually become empty or

overflowed with nodes. It is therefore the network

manager's responsibility to frequently monitor the network's

population and decide when to merge or subdivide the groups

of nodes. This decision is then broadcasted through a

monitor node to effect a network-wide update of addresses.



CHAPTER 7

ANALYSIS OF THE GBRAM PROTOCOL

7.1 General Case Analysis

We begin our analysis of the prioritized GBRAM protocol

by .assuming a bus-network with a general topology wherein

the N nodes are divided into M groups. For a group (say

group k), mk represents the number of nodes in the group,

and ak is the maximum intra-group delay of the group. Since

the nodes take turns to access the common bus, the analysis

of polling systems (see section 4.3 of Chapter 4) can again

be applied, where in our case the polling time is the time

it takes to pass the virtual token from one node to the

next. The expected queuing delay E(D) (excluding

transmission time) is given by Equation (4.13):
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2

l S S N

E(D) =83: +§ —1-S + 42131" fi)(1+ fi) (7.1)

 

in terms of packet transmission time, where in GBRAM

ao=min{ak}§ is the mini-slot size.

It remains to solve for r, the average time needed to

pass the token to the next node in sequence, and 52, its

variance. For this we note that the token passing time

between group 9k and the next group in sequence is

2a-[(mk-lk)]-ak], where the first term (23) represents how

much time the next group is willing to wait (see the

algorithm of GBRAM in section 6.2); and the second term is

the time it takes the token to go through the remaining

(idle) nodes in group gk, i.e., the time token remains in

group gk after a packet transmission by node lk’ While

complicated occupancy theory may be applied to calculate

this quantity, a much simpler approximation can be made

here. At throughput S=O, since all nodes are idle,

(mk-lk)-ak is simply one group slot g. On the other hand,

when S approaches 1, 1k is likely to be the last node in the

group, therefore, (mk-lk)-ak-->0. In general, as 5

increases from 0 to 1, the token passing time between two

groups increases from g to 23. Thus, the token passing time

R between two consecutive nodes (regardless of grouping) can

be approximated as
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(1+S)a/aO mini-slots with probility M/N

R = (7.2)

ak/aO mini-slots with probability (mk-l)/N,

k=l,2,...,M.

Later simulation studies indicate that this is a good

approximation.

From (7.2) we have

r = E(R)

M

(1+S)(a/ao)M/N + k§l(ak/a0)(mk-l)/N

M

I%[(l+S)Ma/aO 4:12:31 (mk-l)ak/ao] (7.3)

and

2 1 2 M 2
5 = Var(R) = F {M[(l+S)a/ao "r1 +k§1(“k-l)[ak/ao "1 }

(7.4)

The analysis of fair GBRAM and the two extreme GBRAM

protocols are considerably more difficult. For the case

where both N and g are small (say N510 and g<0.l), the M/D/l

queuing equation or the prioritized GBRAM may be used to

approximate these GBRAM variants (see [Chl79a] for example).

For large N and a values, simulation results must be used.
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7.2 Worst Case Analysis

In order to compare the performances of GBRAM and the

simple BRAM, let us consider the Case where no physical

groups exist among the nodes on the network; namely, all

nodes are evenly spaced on the bus. So assuming we can

divide the total length of the bus into M sectors, so that

each sector captures a number of nodes, with the number

being approximately N/M (i.e., [‘5 l or l‘%;l+l nodes per
M

group). Hence we have ao=a/M, and (7.1) becomes:

2 .

a8 1 S a S Nr

3”” = m*§:§*m<1'fi)(1*r.§ ”-5)

where

l 2 . .

r = -fi[(l+S)M +(N-M)] mini-slots, (7.6)

and

52= %{M[(l+S)M-r]2+(N-M)[l-r]2} (7.7)

from (7.3) and (7.4), respectively.

Since the intra-group delay in this case is ao=a/M, the

number of nodes that can be placed in a group cannot exceed

a O O O I O

;—+1=M+1 in order to ensure collision-free transmi551ons.

0

Therefore the total maximum number of nodes on the network

is M(M+l). The optimal M, say M*, can then be chosen as the

smallest M such that M(M+l):N.
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7.3 Selection of the Optimal Number of Groups

In the previous analysis, it was assumed that the time

slot assigned to each group is of a fixed size a, the

maximum bus propagation delay. Therefore, the selection

policy for the optimal number of groups, M*, was to put as

many nodes in a group as possible (i.e., M+1 nodes) in order

to fully utilize the group slot, and at the same time reduce

the number of groups. In practice, however, the selection

of M depends heavily on the network configuration, i.e., how

the nodes are spread on the bus. Furthermore, it is not

necessary that the size of a group slot be restricted to a.

Regarding to the latter observation, the following analysis

pertains to the choice of the optimal M* value which

minimizes the transmission delay on the channel.

2 Again, assume that the N nodes are evenly spaced on the

bus, and are therefore evenly partitioned into M groups.

The intra-group delay ao=a/M is then the mini-slot, and

ao(N/M -l) is the group slot required to hold the (N/M)

nodes of a group. as we have discussed in section 6.2, the

intra-group token passing time varies between 3 and

[a+ao(N/M -1)] according to the traffic load. Therefore, r

becomes

-1 a. Ii- _
r - N {M[a0 +s(M 1)] + (N M)1}

I

l
e [M2+S(N-M) + (N-M)] mini-slots, (7.8)
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and our goal is to find the M that minimizes

- l S a S Nr
= = __.+-_.__.+ -.. +.__D E(D) 2 —2—M(1 N)(l 1-s (7.9)

We note from the previous analysis that the first term

in (7.9) contributes little to the delay function and can be

ignored. The term S/2(l-S) is a constant relative to M.

Therefore it is sufficient to minimize:

S Nr

(1 = 1- fi)(l+'f:§)a
»

1.. %)(1+ ”2+figlxN‘M) ) (7.10)a]
.

with respect to M. After some routine manipulations, the

optimal M, M*, is calculated as:

 

M* = /(N+l)(S+l) (7.11)

Equation (7.11) indicates that M* varies as the system

load changes, that it differs from the optimal M selected

from our earlier analysis (see Figure 7-1), and that the

delay surface around the M* value is rather flat, as is

shown in Figure 7-2. So, a minor deviation from M* will not

greatly affect network's performance. In fact,

over-estimation of M* may be a safe strategy.

When the nodes are not evenly spaced on the network,

the above analysis does not apply. Nevertheless it can be

served as a guideline or a starting point for the selection

of the optimal M.
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Figure 7-1. Optimal grouping for different channel loadings
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CHAPTER 8

PERFORMANCE OF THE GBRAM PROTOCOL

Basically, SDAM and GBRAM share many common

characteristics, such as the virtual-token concept, the use

of carrier-sensing capability for conflict-free

transmissions, and the decentralized controls, etc.. As a

result, many of the performance issues bear strong

resemblances, such as the effect of turnaround time and the

effect of different or variable packet sizes, etc.. Hence

they will not be repeated in this chapter. In the

following, we shall concentrate on the throughput-delay

performance of GBRAM under various bus propagation delays.

For convenience, we assume that the carrier-sensing time of

each node is included as a part of the time-slot (or

mini-slot) in which the node senses the channel and attempts

to transmit its packet.

114
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8.1 The Throughput-Delay Performance of GBRAM

To verify the analysis in the previous chapter and to

evaluate the performances of the GBRAM variants, simulation

models using GPSS language have been developed and

simulation runs were conducted with the following

parameters:

N = 50 nodes (evenly spaced),

M = 7 groups, and

g = 0.01, 0.1, 0.5, and 1.0.

The simulation results are plotted in Figure 8-1 along with

the analytic results obtained from equation (7.5). The

extreme-prioritized GBRAM performs the best, while the fair

and the extrem-fair GBRAM perform the worst. This is to be

expected, since the former uses the least amount of

changeover time while the latter do the opposite. However,

in small to medium values of 3 (550.1), their performances

are close to each other. It suggests that, while the

prioritized scheme gives better performance than do the fair

schemes, the fair GBRAM guarantees fairness to all nodes

while offering competitive performance, and therefore

deserves some special consideration. As a value increases,

the trade-off between fairness and delay performance becomes

more apparent, and measures for tuning the network

configuration must be considered.
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For varying N and a values, GBRAM form a family of

curves with a common asymptote at S=l.0 (see Figure 8-2).

For small values of g (g=0.01) GBRAM can easily support

1,000 nodes with low delays (for ’example, at S-->0,

E(D)=l.314 as compared to 1.0 of M/D/l perfect scheduling,

and 6.005 of BRAM and MSAP). As 3 increases, the

performance of the network degrades, but GBRAM still shows a

significant improvement over BRAM (for N=200 and S-->0, at

a=0.l, E(D)=2.388 for GBRAM and 11.05 for BRAM; at §=l.0,

E(D)=l4.884 for GBRAM, and 101.50 for BRAM).

8.2 Ease of Implementation and Network Reliability of GBRAM

Whereas the SDAM protocol is restricted to a branching

bus topology, the GBRAM protocol can be implemented in both

bus networks and radio-channel networks. Furthermore, the

nodes in a group need not be sequenced in a fixed order

(e.g., from left to right as in the SDAM protocol); and the

groups of nodes can be placed on the network in any

arbitrary order. This allows the network configuration to

have much more flexibility and the nodes more mobility.

The scheduling algorithm described in the preceeding

chapter is simple enough to be implemented in a simple

interface unit: only carrier-sensing and some basic

arithmatic operations are required to carry out the

algorithm. There is no need to have any end-nodes to



a
=
l
.
0

  
r1 N= 200

0

ll

(6

N= 50

N= 10

N=100

N= 200\

N: 50\

N= 10”’

a
=
0
.
0
l

r
-
‘
N
-
n

Figure 8-2.

 

118

 
 

// // /

,, /’

" /’ // M/D/l

” 1’ perfect scheduling

/

/

.r

1 L 1 1 1 1 1 J 44,;

0.1 0.3 0.5 0.7 0.9

Throughput S

Delay performance of prioritized GBRAM



119

generate the token, although a set of monitor nodes is

required for the network's initial setup and token recovery.

This set of monitor nodes are assigned different priorities.

If for some reason the token is lost in the network, then

the node with the highest priority will generate a new token

after a time-out period. Should this node fail, then the

monitor node with the second highest priority will attempt

to recover the token after another time-out, and so on.

Hence the network reliability can be easily maintained.
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CHAPTER 9

COMPARISON OF PERFORMANCES

In this chapter, we shall compare our SDAM algorithm

with two other similar schemes: the Al scheme proposed by

Eswaran et. a1. [Esw79,Ham80], and the BID system proposed

by Ulug et. a1. [UluBl]. These two schemes also attempt to

minimize the network control's changeover time in a

decentralized environment and still provide collision-free

transmissions. Both their similarities and dissimilarities,

as well as their performance characteristics, will be

presented.

The performance of SDAM and GBRAM will also be compared

with other popular protocols. Specifically, we will select

two protocols: CSMA/CD [Tob79] and BRAM [Chl79a] (and

MSAP[Kle77a]) for this comparison study for the following

reasons:

1) both protocols have decentralized controls and easy

120
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implementations;

2) both protocols are well-known and well-analyzed in

the literature; and both give very good performance

under various conditions;

3) both protocols have been used for comparing the

performance of other protocols in their respective

categories (i.e., random access techniques and

token-passing techniques). Therefore they can be

used as the yardsticks for comparing SDAM and GBRAM

with other protocols not discussed here.

The M/D/l optimal scheduling, which defines the best

possible performance for a single-server system with Poisson

arrivals and constant service times, will also be used to

determine the absolute performance of the SDAM and the GBRAM

protocols.

9.1 Comparison of SDAM and the Al Scheme

In the Al scheme, the network control is distributed.

But it requires a separate logic control wire to propagate

an one-way logic signal from one end of the bus to the

other. The set of N nodes (or ports) are numbered

sequentially from left to right. Associated with each port

J is a flip-flop S(J), called the "send" flip-flop. This

flip-flop is connected to the control wire to its right, as

 





122

shown in Figure 9-1. The signal P(J) tapped at the control

wire to the left, on the other hand, is the inclusive OR of

the send flip-flops of all ports to the left of port J.

If we denote by T the end-to-end bus propagation delay

(plus a small fixed quantity), gig; the busy/idle status of

the bus as seen by port J, and 31g) the propagation delay

along the control wire from port J to the right-most port,

then the access control algorithm of Al can be stated as

follows:

1. Set S(J) to 1 when there is a packet to be sent.

2. Wait for a time interval R(J)+T.

3. Wait until B(J)=0 and P(J)=0; then begin

transmission of the packets, simultaneously

resetting S(J) to 0.

 

 

 

 

 

   

BUS

f

Control wire

> Control

)_ / wire

I PORT J

E(J) P(J) S(J)

   

   

Figure 9-1. Port interface logic of the Al scheme
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The analysis in [Ham80] shows that the Al scheme does

indeed provide conflict-free channel accesses among the

users, and is highly efficient when there are consecutive

transmissions from different nodes. In extremely light

loads, the control overhead for transmitting a packet at any

port J is just R(J)+T, which is a significant improvement

over those conventional decentralized demand-assignment

schemes. However, a node on the right part of the bus may

be blocked indefinitely from transmission if the nodes to

its left alternately have packets to send [Ham80].

Compared with the SDAM protocol, the' Al scheme is

similar to the OE-SDAM, where the token is passed

single-directionally from one end of the bus to the other.

But unlike the Al scheme, SDAM does not require a separate

control wire, hence the propagation delay R(J) on the

control wire can be eliminated. More importantly, OE-SDAM

provides fair channel-access to each of the nodes; no user

will be blocked from transmission indefinitely.

The performance analysis of the Al scheme in [Ham80]

did not take into account protocol overheads such as node's

turnaround time and carrier-sensing time. No explicit

throughput-delay relationships were available for a general

local network, although a three-node network was used as a

case study for the unfairness of the queuing delays

mentioned earlier. A summary of the comparison between SDAM

and the Al scheme is listed in Figure 9-3.
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9.2 Comparison of SDAM and the BID System

The BID system is developed by Ulug et. al. at the GE

Labs [Ulu81]. In this scheme, the nodes are connected to a

common bus via bus interface units (BIUs), and are numbered

sequentially from one end of the bus to the other. An

"implicit" token is passed back and forth (called

right-sweep or left-sweep) between the end nodes of the bus.

This implicit token is actually the absence of packets

within a certain time interval following a passed-by packet

(see Figure 9-2). These setups, along with BID's algorithm,

are very similar to the C-SDAM protocol. However, several

major differences exist between SDAM and the BID system: (1)

BID uses data collision to maintain several levels of

Implicit token

Token carrier

with a token

 

Right Sweep

 

  
 

 

 

 

 

 

     

 

PACKET

C) C)

BIU \ _ .. BIU(NT NS 1)

#N _ #N
T Token wait time S

(BIU wishing to transmit) (Source BIU)

Figure 9-2. Implicit token of the BID system
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priority among the packets; a higher-level packet can force

a collision with an on-going lower-level packet, thus "rob

away" the latter's channel access. (2) BID works only on a

single bus (although this bus may be shaped in star-like or

ring-like); and (3) BID does not 'make provisions for a

single-directional token passing as does the OB-SDAM, which

allows complete fairness among users on the bus.

The performance analysis of BID in [Ulu81] also make

use of Konheim and Meister's polling formula (see equation

(4.9) in Chapter 4). But they fail to observe that the

polling sequence are different, and that the queuing delays

are uneven for different users on the bus. Furthermore,

they do not distinguish between the decoding time (or

turnaround time, which does not cumulate during token

passing) and the carrier-sensing/signal rising time, which

will cumulate from node to node along the token-passing

route. Consequently, a small fraction of time is wasted at

each of the nodes. This could have a significant effect on

network's performance if the user population is large (as

have been pointed out in section 6.3, Chapter 6). A summary

of the comparison between SDAM and the BID system can also

be found in Figure 9-3.
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Figure 9:}. Comparison of SDAM, Al, and BID



127

9.3 Comparison of Throughput-Delay Performances

The throughput delay curve of various protocols with 50

users are compared in Figure 9-4. It shows that, for a

small propagation delay (§=0.0l), all of CSMA/CD, GBRAM, and

SDAM perform very closely to the M/D/l perfect scheduling,

with CSMA/CD remains to have the lowest delay in light to

medium loads. However, in high loads both SDAM's and

GBRAM's performances exceed that of CSMA/CD due to their

collision-free properties. As a increase (§=0.l), the

performance of CSMA/CD degrades significantly [Tob79], while

SDAM remains close to M/D/l, and GBRAM slightly behind SDAM

(refer to Figure 9-5). Under such circumstances, even BRAM

performs better than CSMA/CD in medium to high loads.

When the propagation delay is extremely large (g=l.0),

SDAM can still provide an acceptable delay performance. But

the performance for CSMA/CD deteriorates to that of the

slotted ALOHA [Met76] (see Figure 9-6). Under any

circumstances, both SDAM and GBRAM out-perform BRAM by far.

From Figures 9-4, 9-5, and 9-6, we see that the SDAM

protocol is much less sensitive to the propagation delay

than is the GBRAM protocol. However, one must bear in mind

that the GBRAM protocol allows more flexibility in network

connections (e.g., radio channel and mobile users).

Consequently, the maximum propagation delay for a set of

network nodes may be shorter for GBRAM than for SDAM, whose
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transmission paths are limited to cable bus connections.

9.4 Network Throughput and the Offered Traffic Load

The offered traffic load g of the network is defined as

the total avarage number of packets available for

transmission in the network. For the contention schemes,

this load 9 is the packet arrival rate plus the rate at

which packets re-enter the transmission queues because of

data collisions. For the token passing schemes, since there

is no data collision, we can see this g as the average

number of packets in the system waiting for token to arrive

and to be sent through the channel. In either case, we have

$56.

In a sense, the relationship between S and g indicates

how efficiently the access scheme is removing packets from

the queues and transmitting them through the netwonk. The

closer is G to S, the higher is the efficiency. This

offered load g versus throughtput S is plotted in Figure

9-7. It shows that both SDAM and GBRAM are highly efficient

throughout the entire spectrum of Q, and remain stable

(i.e., throughput does not degrade due to their

collision-free properties) for high values of g.
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CHAPTER 10

SUMMARY, CONCLUSION, AND FUTURE RESEARCH DIRECTIONS

10.1 Summary and Conclusion

In recent years, we have witnessed a tremendous growth

in the field of local area computer networking. With the

advancement of new technologies (e.g., VLSI), the decrease

in hardware costs, and the potential applications'of local

networks, it is only reasonable to expect a proliferation of

local networks within the next decade.

In this paper we outlined some classifications of the

many networks and protocols that have been proposed or

developed. The focus was then directed to the most popular

multi-access/broadcast techniques implemented on bus

networks. More specifically, we have been interested in bus

networks with decentralized controls for their network
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performance and reliability. It was noted, however, that a

serious trade-off exists between high-load efficiency and

network control overhead: the random-access techniques are

very efficient in light traffic, but not in high loads; the

demand-assignment schemes, on the other hand, are very

efficient for a small number of users under high traffic

loads, but they introduce large control overheads in light

loads. Additionally, both these types of protocols are

sensitive to the network's propagation delay.

Two new multi-access virtual-token protocols were then

proposed to solve the above problems: the shortest-delay

access method (SDAM) and the group broadcast recognizing

access method (GBRAM). The former minimizes the changeover

time between two consecutive transmissionS' from different

nodes; and the latter groups users into clusters, and

utilizes a two-level scheduling function (to reduce the

control overhead. Both these protocols are decentralized

and conflict-free. .

The analysis in this thesis shows that SDAM and GBRAM

perform closely to the M/D/l perfect scheduling in a normal

operating environment (e.g., a few hundred nodes within one

mile's vicinity). The effects of several protocol overheads

such as the node's turnaround time and carrier-sensing time

are also assessed. The results indicate that SDAM and GBRAM

are relatively insensitive to the number of users and the

bus propagation delay. The non-exhaustive transmission
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option of these protocols also guarantees a response time

upper-bound for each node. Finally, due to the simplicity

of their algorithms, SDAM and GBRAM are robust and easy to

implement.

In summary, the SDAM and the GBRAM protocols do more

than just combining the advantages of the token-passing

schemes and the random-access techniques. Their

high-efficiency, low-overhead, and conflict-free properties

make them particularly suited for real-time applications and

mixed voice/data traffics, either in a bursty mode or in a

regular pattern of data flow. The tolerance for large

user-population and large propagation delay (especially of

the SDAM protocol) should also facilitate the expansion of

the current local network scope into a wider range, no

longer limited to just a few kilometers in distance. The

GBRAM protocol can also be implemented into a radio network,

which allows the users a higher mobility.

10.2 Some Topics for Future Research

So far we have examined two newly proposed

virtual-token passing protocols on bus networks. The

analysis presented in this paper have helped us understand

the characteristics and potentials of these protocols.

However, there are many more performance and implementation

issues that are worth looking into. For example:
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--we have been assuming Poisson arrivals of the packets

for the simplicity of our analysis. In practice the

arrival pattern need not be Poisson; and different

traffic patterns (e.g., voice packets) could

significantly affect network's performance. How well

do SDAM and GBRAM handle different traffic patterns

other than Poisson arrivals?

--we have seen a limited analysis of network

performance under mixed-size packets. What is the

effect of the variable-size packets to network's

performance in general?

--pertaining to the above two issues, how do we collect

and characterize the workloads imposed on a local

network?

--both SDAM and GBRAM do not make provisions for

handling multi-priority messages. The BID system

described in Chapter 9 uses forced collisions to

maintain several levels of priority. But we feel

this collison policy could lead to an unnecessary

waste of bandwidth and a degradation of overall delay

performance. Is it possible to device a ”smart"

scheduling algorithm or a dynamic non-exhaustive

transmission bound so as to effect a more efficient

priority scheme?

--the user nodes under both protocols are numbered

according to their physical locations. Is there a
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good algorithm for associating a set of logical

addresses to the node number, so that this node

number is transparant to the user and to the

inter-network messages, and that these logical

addresses can be used in multi-cast references?

--both SDAM and GBRAM employ baseband signalling on a

single common channel. Is it possible to implement

these protocols onto a broadband network for a more

efficient utilization and sharing of the bandwidth?

How about on a fiber-optics network?

--we have assumed the existence of a set of network (or

bus) interface units, which function as network

decouplers and buffers for the user nodes. What kind

of buffer management is required, and how large a

buffer is needed for these interface units?

--what are the other elements that are needed for the

actual implementation of either SDAM or GBRAM into an

operational network?

The above list is just a few of the many topics which

remain to be investigated. The answers to these questions

will help us determine the feasibility of the protocols we

just proposed, and ultimately become the building blocks for

a future prototype network.
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