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ABSTRACT
TWO STUDIES OF PITCH PERCEPTION
By
Mark Allen Klein

The first of these two studies describes a new dichotic noise
band pitch effect. A pitch is heard when all low frequency components
of a digital noise are sent in phase to the two ears and all high
frequency components are sent at pi phase to the two ears. Each noise
signal alone provides no pitch cues. We call this effect the Binaural
Edge Pitch. In a method of adjustment task subjects matched a sine
tone in diotic noise to the perceived pitch in the dichotic noise.
Subjects reliably adjusted the matching tone to frequencies either
Just above the phase transition frequency or just below it. The
Equalization-Cancellation model of binaural interaction provides a
plausible explanation for these results.

The second study investigates the effect of intensity on pitch
through data collection and computer modelling studies. Von Bekesy
tracking was used to make detailed measurements of the microstructure
in subjects' threshold of hearing curves. Measurements of shifts in
perceived pitch with changes in intensity were made using a method of
adjustment pitch matching task. The threshold microstructure inform-
ation was used to calculate spatial excitation patterns. Four models
of pitch extraction were evaluated. Predictions of performance on the

pitch-intensity task were made. These predictions were compared to



Mark Allen Klein

the data collected. None of the models yielded satisfactory predic-
tions. The data collection procedures used were shown to be reason-
able and demonstrated the existence and stability of threshold micro-

structure.
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INTRODUCTION

This paper discribes two studies linked by a common objective: to
discover more about how the human auditory system processes acoustic
stimuli to generate a sensation of pitch. The first study is an in-
vestigation of a new dichotic noise pitch effect. The stimuli in-
volved are complex, having over 250 sine wave components. The second
is an investigation of an o0ld phenomenon, the effect of intensity on
the perceived pitch of a single sine tone.

An obvious difference between these two studies is the complexity
of the stimuli used. The most important difference, however, is the
portion of the auditory system under investigation. The latter study
investigates a pitch effect that is based primarily on peripheral pro-
cesses and characteristics. It explores the possibility that when
perceived pitch is changed by altering only the intensity of the
signal,the direction and magnitude of that change may be predicted by
models of peripheral auditory function and the threshold curves for
the particular ear being stimulated.

The first study describes a pitch effect that allows the peri-
pheral auditory mechanisms to be bypassed and more central processes
to be investigated directly. The information used by the subjects to
generate the pitch sensations is not present in either of the separate

signals presented to the individual ears. It is the relationship

between the two signals that must be used. Phenomena similar to this
are discribed by Julesz (1971) for vision. Random-dot-stereograms may

be used to reinvestigate many classical visual perception experiments
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and to determine whether or not the nomally observed results are de-
pendent upon peripheral or central mechanisms.

Although Julesz seems to have taken much of his early motivation
for his pioneering work in the field he labels "cyclopean perception"
from musical and auditory demonstrations, his investigations are
completely visual. The development of cyclopean audition has been
virtually ignored. This new pitch effect might allow later re-
searchers to attempt to "catch up"” with at least some of Julesz'
visual investigations. At this time, however, it is imperative to
simply demonstrate the reality of the pitch effect and leave its
applications to others.

Portions of this dichotic noise pitch investigation were

published in Klein and Hartmann (1981).



CHAPTER I

I. Introduction

A. Huggins Pitch

The Huggins Pitch (Cramer & Huggins, 1958) is a binaural pitch
effect created when a special correlation exists between the frequency
components of broad band noise signals sent separately to the listen-
ers' two ears. The noises to the two ears are identical except for a
rapidly increasing phase discrepancy between the corresponding freq-
uency components. Across a narrow frequency region the interaural
phase relationship progressively changes from O to T to 2v. This
shift is produced by passing a broadband noise through a narrowly
tuned all-pass filter. When this phase-shifted noise is sent to one
ear and the original unfiltered noise is sent to the other ear, the
listener reports a sensation of pitch. This stimulus situation is
shown in Figure 1A,B.

This stimulus is interesting in that, because the filter does not
alter the amplitudes of the components in any way, the signal to each
ear is still broad band noise with no frequency specific information
content that could produce a sensation of pitch. When heard alone,
either noise signal is devoid of any pitch or pitch-like character-

istics. It is only when the two signals are combined within the audi-

tory system that a pitch sensation occurs.
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Figure 1. Stimulus configuration and phase characteristics



The pitch sensation is not random, but corresponds well with the
center of the phase shift region (where the interaural phase shift is
T). It is most easily heard when the center of the phase shift region
is between 200 Hz and 1000 Hz and the v /2 and 37/2 points of the
region are within 5% of that center. Cramer & Huggins found that
under these optimum conditions, subjects could reliably identify the
pitch with a standard error of about 3%.

Guttman (1962) was able to show that this pitch effect can also be
obtained when the interaural phase shift goes from -+ to +7. This
effect can be obtained simply by passing the inverse of the original
noise signal through the all-pass filter. Wightman, Grantham, & Fowler
(1977) were able to produce the effect digitally, by inverting only
one of the frequency components of a broad band noise made up of many
sine waves spaced 10 Hz apart. As for the analog Huggins effect, the
original noise was sent to one ear and the noise with the phase alter-
ation (this time only a single component) was sent to the other ear.
By varying which component was phase shifted, they were able to play
tunes that a subject could recognize.

Another interaural phase effect is the Masking Level Difference
(MLD). This effect is characterized by an improvement in detection
performance due to interaural phase discrepancies. In the classic
experiment (Licklider, 1948; Hirsh, 1948) a signal is to be detected
in noise. Performance on the detection task improves when the signal
to both ears is out of phase across the head while the noise remains
interaurally monophasic. Durlach (1963,1972) proposed a model to ex-
plain this MLD effect. According to his Equalization-Cancellation

model (E-C), the binaural auditory system balances the inputs to the



two ears and then finds the remaining differences between them in an
attempt to maximige the signal-to-noise ratio in some single represen-
tation of the signal that is presented to a central processor. The
Equalization part of this process has two operations: a
frequency-independent amplitude adjustment and a frequency-independent
phase shift. These uniform changes are applied to the inputs in such
a way that as many differences between the two channels as possible
are eliminated. Then, in the Cancellation stage, the equalized inputs
are subtracted. The central processor then chooses between either of
the separate inputs or the difference channel, continuing processing
with the channel having the best signal-to-noise ratio.

The two Equalization parameters are frequency-independent in that
the same adjustments are made at all frequencies. The binaural system
optimizes those parameters in accordance with the goal of increasing
signal-to-noise ratio. The process is not perfect and there is noise
in both the Equalization and Cancellation stages making the results
less than absolute, but this may be ignored for the present
discussion.

The Huggins Pitch is explained within the E-C, model (Durlach,
1962)by having no phase or amplitude changes at all. Then, during the
Cancellation stage, all frequencies having no amplitude or phase diff-
erences between the two channels are cancelled completely. The freq-
uencies within the range of the filter do have phase discrepancies
remaining and so during the cancellation stage a narrow noise band
centered where the interaural phase shift is 7 remains. When the
all-pass filter region is narrow, the resulting internal noise band

(in the difference channel) may be narrow enough to produce a definite



pitch sensation. The Guttman version of the stimulus is processed the
same way except that the equalization consists of a uniform phase
shift of W at all frequencies. This results in the same pair of
signals being presented to the Cancellation stage as for the original
Huggins Pitch.

The Huggins Pitch is, by no means, the only example of a broad
noise band producing a pitch sensation. Bilsen (1977) reviewed a
large collection of monaural and binaural stimuli that produce pitch
sensations. Repetition pitch is the name given to the pitch heard
when a noise and a time delayed version of the same noise are sent to
the same ear (Bilsen, 1966). Sending the original noise to one ear
and the time delayed version to the other ear (Bilsen, 1966) also
produces a sensation of pitch. Poursin (1962, 1970) started with two
uncorrelated noise sources. One original noise plus a time delayed
version of the other source was sent to one ear. The second original
noise plus the time delay of the first was sent to the other ear.
Subjects heard a single pitch.

Fastl (1971) explored the pitch sensation produced by a single
narrow noise band. When the noise band was very narrow a single
distinct pitch was heard, much like a sine tone. As the band widened
the sensation of pitch remained correlated with the center of the
noise band but becomes weaker. When the noise band was approximately
one fifth of an actave wide the sensation of pitch disappeared
completely.

Bilsen (1977) proposed that the output from the E-C mechanism to
the more central processes is analogous to the signal from a single

ear. The spectrum of that internal difference channel is processed in




the same way that the spectrum from a single ear is processed. He
went so far as to say that there is only one "central spectrum” and
both the single, right and left, channels input to it, and the pro-
ducts of the binaural system input to it.

Combining Bilsen's central spectrum with the findings of Fastl we
have an explanation for why the Huggins Pitch disappears when the
phase transition region is too wide. The narrow noise band remaining
in the central spectrum after the cancellation stage (for Huggins
Pitch) is processed exactly like Fastl's widening noise band. When
the phase transition region becomes too wide the band in the central
spectrum is also too wide. Like the noise band input through a single
channel, it must remain below a certain width to continue to produce a
distinct pitch. Because the two stimuli (the Huggins stimulus and the
Fastl stimulus) are processed by the same mechanism, they will have
exactly the same limit. The Huggins Pitch will disappear when the
noise band in the central spectrum produced via the E-C mechanism
exceeds the same threshold width determined by Fastl, roughly 1/5 of

an octave.



B. Noise Band Edge Pitch

Fastl (1971) also showed that subjects can reliably match a tone
to the pitch sensation resulting from low-pass or high-pass noise
with a very sharp cut off. The frequency found to match the noise
band pitches does not, however, correspond exactly to the cut off
frequency of the spectral edges. That frequency is shifted into
the noise, above the cutoff of high-pass noise and below the
cutoff for low-pass noise.

This phenomenon is also observed for band pass noise. When the
band width is too large to produce a single pitch and the cutoff
slopes are very sharp, each cutoff acts as a separate noise signal.
The lower cutoff produces a pitch like a high-pass noise and the upper
cutoff produces a pitch like a low-pass noise. The single band pass
noise may be matched by either of two frequencies, one just above the

lower cutoff and one jJust below the upper cutoff.
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C. Binaural Edge Pitch

The two preceding phenomena may be united in the following way.
From Huggins Pitch we learned that the binaural system may modify
the input on the way to producing a central spectrum by
cancelling portions of the signals input to the two ears. From
Noise Band Edge Pitch we learned that it only requires one edge in
a signal to generate a sensation of pitch, not a narrow peak.

Is it possible to create a sensation of pitch by using dichotic
noise to produce a noise band edge in the central spectrum while
presenting only broad band noise to each individual auditory
channel (ear)?

We may try to generate this phenomena by presenting the two
ears with broad band noise having an interaural phase shift of
O tov across some transition region, or phase boundary, instead
of from O to 27 as for the Huggins Pitch. All low frequencies are
exactly out of phase. This configuration is shown in Figure 1A,C.
¥ith this type of interaural relationship it becomes impossible for
an E-C model allowing only a single phase shift for all frequencies
to cancel all components. The equalization mechanism has two choices:
1) It can introduce no phase shift. Then through the cancellation
process the low frequency components will be suppressed and the high
frequency components remain to generate a high-pass noise in the diff-
erence channel. 2) It can set up cancellation of the high frequency
components by introducing a phase shift of w. The high frequency
components, now forced out of phase, will result in a low-pass noise

in the difference channel.
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The experiments below are an investigation of this central edge
pitch phenomenon. We performed experiments using dichotic broad band
noise having an interaural phase shift varying from O tow . The
results indicate that the expected pitch sensation is produced. We
call this pitch effect the Binaural Edge Pitch (BEP).

This is a new pitch phenomenon and as such the first experimental
priority is the establishment of its existence. This is carried out
in Experiment I. Experiment II is a study repeating some of Fastl's
work attempting to show (using our laboratory techniques and exper-
imental paradigm) that the results from Experiment I using the di-
chotic stimuli are extremely similar to the results obtained using
diotic noise band edges. Experiment III investigates the strength of
this new phenomenon relative to the Huggins Pitch. In section V a
number of auxiliary experiments are described. These experiments
provide additional evidence of the existence of the BEP. They also
show the behavior of the binaural system under various other inter-
aural phase configurations; they shed light on how the implicit
ambigui ty of the stimulus may be dealt with. Does the E-C mechanism
choose not to phase shift the stimuli and produce high-pass noise in-
ternally or does the system induce a phase shift (even though that
forces previously equalized frequency components to be out of phase)

to produce low-pass noise?
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II. Experiment I

A. Stimuli

The noise stimuli used to establish the existence of the Binaural
Edge Pitch (BEP) were generated digitally. (An analog all-pass filter
cannot produce the required overall w phase shift within a narrow
frequency region.) Two noise signals were generated each with 251
equally spaced equal-amplitude sine components at random initial phase
angles. For the stimulus sent to the left ear all sine components
below the phase boundary frequency were the same phase as those com-
ponents for the right ear. Above the phase boundary all components to
the left ear were at T phase relative to the corresponding components
for the right ear. The noise to the right and left ears is described

by the following formulas:

251
S_(t) = I A sin (n21f t + @)
R n
n=1
n
B 251
SL (t) = I A sin (n2mf t + ¢n) - I A sin (n2mf_ t = @n)
n=1 n=n_ +1

B
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Here ¢Lis a random variable. The uniform spacing of the spectral com-
ponents is f,. The phase boundary frequency is defined as
fb-(nn+1/2)q,, halfway between the highest O phase component and the
lowest w phase component.

The two noise signals were created by two 12-bit digital to
analog converters. (The difference between the two signals, when
taken by analog electronics, showed a discontinuous 30 db drop at the
phase boundary.) The subjects listened to the signals through Beyer
DT-48 headphones at 60 dB SPL while seated in a sound proof booth.

The phase boundary frequency was varied from 126 Hz to 2438 Hz.
We performed the experiments with phase boundaries in 3 overlapping
frequency ranges, low, middle, and high. Within each range the wave-
forms were all identical and characterized by the boundary number ng .
For all ranges the phase boundary frequency was varied from trial to
trial by changing f,. This was done by changing the sampling rate.
This meant that the spacing between the components and the frequency
of the 2518t component were changing on every trial along with the
phase boundary. Table 1. shows these details. It is possible, then,
that these other cues may be contributing to the perceived pitch sens-
ation. In the results section G. below and in the auxiliary exper-
iments we show, however, that these artifacts are unlikely to have

been major sources of the BEP.
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Table 1. Parameters of noise stimulus

Ng
nB/251

Min fB(Hz)

Max fB(Hz)

Min fo(Hz)

Max fo(Hz)

LOW

40

0.16

126

420

3.15

10.5

RANGE

MIDDLE

100

0.40

315

856

3.15

8.56

180

0.72

567

2438

3.15

13.5
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B. Procedure

In a method of adjustment procedure subjects matched a sine tone
to the pitch that they perceived in the noise. Subjects controlled
the frequency of the sine tone by rotating a knob that determined
the control voltage sent to a voltage controlled function generator.

The dichotic noise stimulus was part of a repeating four-
segment presentation structure lasting 1.6 seconds. As shown in
Figure 2. the first segment contained the dichotic noise stimulus. In
the second, third, and fourth segments the noise signal sent to the
right ear during the first interval was sent in phase to both ears.
During the third segment the sine tone matching signal was added to
the diotic noise. This four-segment sequence repeated indefinitely
until the subject signalled that he was satisfied with the match
between the sine tone and the BEP.

The BEP is, in general, difficult to hear. Maintaining the
diotic noise during the matching interval (third) made the task
easier. Subjects were also able to vary the intensity of the matching
sine tone in order to increase the similarity between the matching
interval and the BEP and make the task easier. An additional switch
was available to the subjects that allowed them to completely elimi-
nate the matching tone without changing the frequency or amplitude

settings.
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C. Middle Range Experiment

All subjects first performed the task with the phase boundaries
of the middle frequency range. In a single experimental run subjects
matched pitches to dichotic noise with 12 different phase boundary
frequencies, presented in random order. Five subjects participated in
this experiment. Subjects G, M, and W were experienced listeners.
Subject M is the author. Subjects D and R had never previously parti-
cipated in psychoacoustic experiments. Some of the subjects (G, D,
and R) were given practice in matching pitches to the Huggins stimulus

before participating in this experiment.



18
D. Middle Range Results

Four of the Five subjects produced reliable pitch matches to the
binaural edge stimulus. The matches for these subjects, based on four
or more runs, were remarkably consistent. The pitch associated with a
phase boundary of frequency fy was typically matched by a sine tone,
with frequency f,, about a quarter tone away from the boundary freq-
uency. This result was independent of the phase boundary frequency.
Subjects D, G, and M showed a bimodal distribution of responses making
it reasonable to average the data for the 12 phase boundary freq-
uencies and separated according to whether the matching tone was above
or below fg. Table II. gives these averaged results. The table shows
the percent deviation of the matching frequency from the boundary
frequency, (fm/fb)-l, . When divided this way
the means of the two groups of data were significantly different at
the p<0.001 level for both subjects G and M. The data for subject D
showed higher errors, probably due to inexperience, but also appeared
bimodal. The data for subject W was clearly unimodal with a mean at
3.5% above fB’ nearly coincident with the upper peaks for subjects G
and M. The relative number of responses, above or below fg is shown

as a percentage in the P columns of the table.
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Figures 3 through 6 show the actual data for the four subjects
plotted as cirlces. fn/fs is plotted as a function of fb + The data
have been divided into two groups, as described above, for each phase
boundary frequency. The size of the circle represents the relative
fraction of data in each of the two distributions. Error bars show
plus and minus one standard deviation when shown. All other points
had errors within the diameter of the circle at that boundary frequen-
cy. The error bars shown to the left of the circles show the median
error for this middle frequency range.

The inexperienced subject R never learned to perform the task
consistently despite over 20 attempts at matching the set of 12 phase

boundary frequencies.
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E. Low and High Range Experiments

Subjects G, M, and W also matched pitches to dichotic noise with
phase boundaries in the low and high ranges, respectively 126-420 Hz
and 567-2438 Hz. Each of these frequency ranges included only 7 diff-
erent phase boundary frequencies. In all other respects the exper-
iments were identical to the middle range experiment. These frequency
ranges are of interest in testing the range of existence of the BEP.
It was expected that 126 Hz be below the range of existence for the
BEP. 2438 Hz was thought to be above the existence range of the BEP
because it is above the frequency range others have indicated is the
limit of such binaural effects reviewed by Bilsen (1977). According
to Cramer & Huggins (1958), the Huggins Pitch exists in the range of
200 Hz to 1600 Hz. Bilsen (1977) limits binaural pitch effects to

2000 Hz.
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F. Low and High Range Results

The squares and triangles in Figures 3-6 show the results of the
low and high range experiments respectively. Again the sizes of the
symbols represent the relative fraction of responses above and below
the phase boundary frequency. The following observations might be
made about the low frequency range data:

1. The deviation of the matching tone from the phase boundary

frequency increases at lower frequencies.

2. The error also tends to increase at lower frequencies.

3. All 3 subjects had responses both above and below the phase

boundary frequency. Subjects G and M showed a preference for

matching on the low side, while subject W continued to prefer
the high side.

4. It is not unreasonable to say that the higher phase

boundary frequencies in this range yielded responses that

approached the middle frequency range responses where these
ranges overlapped.
The following observations might be made regarding the high
frequency range data:

1. The highest phase boundaries produced increased

deviations of the matching tone from the phase boundary,

but not to the same degree as the low frequency range.

2. The errors, again, tend to be larger in this extreme

frequency range.

3. Only two of the 3 subjects responded with matches both higher

and lower in frequency than the phase boundary frequency.
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Subjects G and W had bimodal response distributions with

W showing a strong preference for matching on the low side.
This is completely opposite to W's preference for matching

on the high side in both the low and middle frequency ranges.
Subject M had a unimodal response distribution, always
matching on the low side. This is similar to his preference
for the low frequency range, but contrary to his preference in
the middle range.

4. Again the matches at the low end of this frequency range
coincided well with the higher phase boundary frequency matches

of the middle range.
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G. General Observations

The results from all 3 frequency ranges make it clear that the
responses distribute well into two groups, one at higher frequencies
than the phase boundary and one at lower frequencies. The sizes of
the error bars show that the separation of these two distributions is
quite complete. Very few of the data points or error bars lie on or
across the phase boundary frequency. This is quite different from the
Huggins Pitch where the perceived pitch is supposed to be exactly at
the center of the phase transition region.

The results also show that deviation of the matching frequency
from the phase boundary increases at both frequency extremes, but less
so at the highest than the lowest phase boundaries. The errors at
these extremes tend to become large, but not large enough to say the
perception of a definite pitch has disappeared. If the BEP effect had
completely disappeared at either extreme we would expect the errors to
have been even larger showing a random distribution of matches.

In the frequency intervals where the ranges overlap the relative
agreement between the matches from the different ranges provides
evidence that the percieved pitch is due primarily to the phase bound-
ary. For example, in the data for subject G at 687 Hz (middle range)
the fundamental frequency is 6.87 Hz, the components are all separated
by 6.87 Hz, the highest component is at 1725.4 Hz, and the boundary
frequency is at 40% of that maximum frequency. The mean response is
4.2% above the phase boundary. At 712 Hz (high range) the fundamental
frequency is 3.95 Hz, the highest frequency component is at 992.2Hz,

and the boundary is at 72% of that highest frequency. Despite these
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major changes in the other characteristics of the stimulus the pitch
matches still average 3.7% above the phase boundary frequency. Data
for all 3 subjects show the same pattern. Major variations in the
fundamental frequency, component separation, maximum frequency
component, and placement of phase boundary within the noise band do
not greatly alter the deviation of the matched frequency from the
phase boundary frequency. We can conclude that the stimulus artifacts
created by changing the placement of the phase boundary within the
noise band and our stimulus production technique are not the major

determinant of the BEP effect.



30

H. Qualitative Results

The matching task was initially difficult for the subjects. For
an unpracticed observer the initial 12 stimulus run required about 45
minutes. With succeding runs this time was reduced to about 15 min-
utes. On an informal basis 6 other listeners attempted the task.
Only 2 produced pitch matches consistently near the phase boundary.
The others responded nearly randomly, with, at most, only 4 matches
near the boundary. The experience of subject R indicates that some
subjects may never be able to learn to perform the task.

Those subjects that could reliably match pitches to the BEP re-
ported that the perceived pitch sensation sounded like a very narrow
band noise added to the wide band noise. For these reliable subjects
the pitch sensation was similar in strength and character to the
Huggins Pitch. The pitch sensation tended to be localized toward one
ear, but diffuse relative to the diotic matching tone on the third
interval. This asymmetry occurs because only one channel changes from
the first to the second interval. Reversing the head phones reverses
the direction of the asymmetry.

The process involved in matching the sine tone to the BEP varied
in difficulty and character from trial to trial. Sometimes the pitch
sensation seemed stronger. When stronger, the matching task was much
easier. Sometimes the pitch sensation was perceived immediately at
the beginning of the trial while at other times random "searching"
with the matching tone was required. As the matching tone approached
the vicinity of the boundary frequency the BEP suddenly "popped out"

and then was quite easily matched. At times the edge pitch was quite
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"ellusive"” as the final adjustments of the matching tone were made.
As the subject slowly increased the frequency of a matching tone that
sounded flat, the matching tone suddenly was quite sharp. This
evasion occurred as the matching tone approached the BEP from either
direction and continued until the subject finally gave up and settled
for a less precise tuning. There was no apparent correlation between

these effects and the boundary frequency or range of the stimulus.
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I. Conclusion

The results of Experiment I establish the existence of the BEP.
Subjects can reliably match a sine tone to the pitch of the dichotic
noise stimulus. The pitch matches obtained from the subjects were not
exactly at the phase boundary. The matches were consistently higher
or lower than the phase boundary by about 4%, in the middle range. At
the extreme values of the phase boundary frequency this deviation was
even greater.

Reliable pitch matches were made to all phase boundary freq-
uencies. The increased errors indicated the weakening of the effect,
but it had not yet disappeared, as expected, at the extreme freq-
uencies, 126 Hz and 2438 Hz. Some break down in the ability of the
binaural system to resolve these phase differences is expected at high
frequencies when the real differences in the signals fall below the
size of the errors in the system. 2438 Hz, however, is above previous
estimates of that limit (Bilsen, 1977). One possible reason for our
success might be the favorable conditions under which our subject
perform the matching task.

The shift of the matching tone away from the boundary frequency
is consistent with the hypothesis that the Equalization-Cancellation
process creates a high-pass or low-pass central spectrum with a cutoff

at the phase boundary.
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III. Experiment II

The Equalization-Cancellation model explains the BEP by proposing
the production of high-pass or low-pass noise in some internal chan-
nel. Bilsen (1977) indicates that this internally produced signal is
processed by the same mechanism that processes externally introduced
high-pass and low-pass noise. Fastl (1971) reports data from subjects
matching a sine tone to the pitch from a high-pass or low-pass noise.
The pitch associated with these noise signals was shifted into the
noise, relative to the cutoff frequency. This leads to the expect-
ation that the BEP should be shifted as well.

Fastl tested noise pitches using cutoff frequencies extending
from 200 Hz to 4000 Hz, but he only showed data for 6 frequencies in
between. High-pass noise was only presented at two of those middle
frequencies. The detailed behavior of the BEP pitch matches has
enough reliable structure to warrant reinvestigation of high- and
low-pass noise pitches.

Experiment IT is intended to determine the pitches elicited by
high- and low-pass noise under conditions as similar as possible to
those used for Experiment I. Both types of noise are tested with cut-
off frequencies corresponding to each of the 26 phase boundary freq-
uencies used in Experiment I. It is expected that the details of the
obtained results will correlate well with the results of the BEP

experiment.
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A. Method

The procedure for this experiment was identical to the procedure
for Experiment I. The stimulus was changed only in that the dichotic
stimulus in the first interval of the sequence was replaced by either
high-pass or low-pass diotic noise. The low-pass noise was produced
by electronically adding the two original noise signals. The
high-pass noise was produced by electronically subtracting the two
original noise signals. The resulting noise spectra showed a discont-
inuous 30 dB drop in intensity at the noise band edge. This combined
signal was sent in phase to both ears on the first interval. The
other 3 segments of the sequence were unchanged from Experiment I.
Subjects again matched a sine tone in noise on the third interval to
the pitch of the edge stimulus in the first interval. The experiment
was carried out with cutoff frequencies at the same 26 frequencies in
3 overlapping ranges as for Experiment I. Subjects G, M, and W

participated.
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B. Results

Figures 7, 8, and 9 show the results for the 3 subjects. Open
symbols represent the pitch matches relative to the cutoff frequency f
for high-pass noise. Filled symbols represent pitch matches relative
to f for low-pass noise. As can be seen, the frequency of the
matching sine tone always deviated from the noise band edge and
shifted into the noise signal. For low-pass noise the matched pitch
was below the edge frequency and for high-pass noise the matching tone
was above the edge frequency. Subjects G and W commented that the
pitch of the high-pass noise was easier to match that the pitch of the

low-pass noise. Subject M had no preference.
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C. Discussion

The similarity between the results of this experiment and the
results of Experiment I are remarkable. The degree of deviation away
from the boundary frequency is, within the limits of the error, nearly
identical in the middle range. In the low frequency range the large
increase in shift upward is quite similar. The downward shift for the
low-pass noise is not quite as evident, however. At the overlap be-
tween the low and middle frequency ranges the same discontinuities are
evident for all 3 subjects. Those discontinuities are small as for
the BEP, but in the proper direction. In the high frequency range,
however, none of the 3 subjects shows the increasing downward dev-
iation below the boundary frequency shown by G and W in Experiment I.
At the overlap between the middle and high frequency ranges the lack
of discontinuity in the BEP data is also evident in the data for high-
and low-pass noise.

The Equalization-Cancellation model provides a very compelling
explanation for these data. The close correspondence between the re-
sults of Experiments I and II tends to Jjustify the name, Binaural Edge

Pitch, for the effect.
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IV. Experiment III

In 1962 Guttman investigated the strength of the Huggins Pitch.
His subjects adjusted the frequency and amplitude of a sine tone to
match the pitch and pitch strength of a Huggins stimulus. Subjects
found the Huggins Pitch to be 4.6 dB above masked threshold for the
sine tone at the matching frequency.

Experiment III was designed to determine the strength of the
Binaural Edge Pitch relative to masked threshold and relative to the
Huggins Pitch. In Experiment I we showed that the BEP existed from
at least 126 Hz to 2438 Hz. This contrasts with the claim by
Cramer & Huggins (1958) that the Huggins Pitch only exists up to
1600 Hz. In this experiment particular attention is paid to the
upper phase boundary frequencies. The stimulus set from Experiment
I only included 1 stimulus with a phase boundary below 200 Hz, but 2
above 1600 Hz. By measuring the strength of the BEP in the middle
and high frequency ranges more detailed information regarding the
upper existence limit of both the Huggins Pitch and the BEP may be

obtained.
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A. Method

To make the BEP and Huggins stimuli as similar as possible for
this experiment, both were generated digitally. The binaural edge
generated for Experiment I involves a discontinuous transition and so
we chose to use the Wightman-Grantham-Fowler (1977) version of the
Huggins stimulus as our comparison. The sensations produced by these
two stimuli are quite similar and so comparison is reasonable.

The BEP stimulus was produced as for Experiment I. The same
spectral components were used to produce the Huggins stimulus. The
one component chosen to be out of phase corresponded exactly to the
phase boundary of the BEP stimulus. Each of these stimuli were pre-
sented in the same four segment stimulus structure used in the two
previous experiments. The strength of the BEP and the Huggins Pitch
were measured independently by having the subject adjust the sine tone
in the third interval to match the pitch sensation on the first inter-
val for both pitch and loudness. The measured intensity of the match-
ing sine tone was recorded. The comparison of these sine tone levels
for BEP and Huggins stimuli having the same phase transition frequency
provides the measure of relative strength.

Masked threshold for the sine tones was determined by a method of
adjustment task run in between the trials of the BEP and Huggins
matching experments. After the match was made to the dichotic stim-
ulus the first segment was removed from the sequence and the subject
then adjusted the sine tone so that it was just barely audible.

Subjects M and W participated in this experment. The 19 stimuli

from the middle and high frequency ranges were used. Two runs were
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performed by each subject in each frequency range for both the Huggins

and BEP conditions.
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B. Results

The results of Experiment 3 are shown in Figure 10. The loudness
matches and thresholds are plotted against a vertical dB scale. The
strength of the pitch sensations from the Huggins effect (filled
symbols) and the BEP (open symbols) in the standard (circles) and high
(triangles) frequency ranges are shown. The dashed line shows masked
thresholds for sine tones of the corresponding frequencies in the two
ranges. Because the spacing between frequency components of the noise
varied from trial to trial with the phase transition frequency, these
intensity values are all relative to the power density of the noise.
This adjustment was made by subtracting the quantity (60-10logsf) from
each of the measured values. Af is the noise band width in Haz.

For subject W, the BEP is approximately the same strength as the
Huggins Pitch up to about 800 Hz. At all higher frequencies the
Huggins Pitch has a perceived strength very close to threshold.
Accurate pitch adjustments could still be made, however, even though
the pitch sensation was weak. The BEP remained relatively strong (6-8
dB above masked threshold) until the phase boundary reached approx-
imately 1600 Hz. At the two highest boundary frequencies (1888 Hz and
2438 Hz) the BEP decreased in strength. It is expected that at
slightly higher frequencies the BEP disappears completely.

For subject M, the Huggins Pitch is slightly weaker than the BEP
from 300 Hz to 500 Hz. At all higher transition frequencies they are
approximately equal in strength. At the highest frequencies, both
pitch effects begin to decrease in strength relative to masked thres-

hold. As for subject W it is expected that at slightly higher freq-
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uencies these dichotic pitch effects would decrease in strength and
disappear for M as well.

The data from the two subjects show a rough equivalence for the
strengths of the two dichotic pitch sensations. At lower frequencies
of the phase boundary the BEP is slightly stronger than the Huggins
Pitch. At higher frequencies, however, individual differences are
significant. Both pitch effects for both subjects are expected to

disappear by 3000 Hz.



45

|O' b

201

15+

A A
315 400

600 800

Figure 10. Data for Experiment III

1000

1500



46
C. Discussion

This experiment sets a new upper limit for this variety of
dichotic noise pitch. Both the Huggins Pitch and the BEP may be
matched by sine tones at phase transition frequencies up to and
including 2438 Hgz.

The reasons for this high existence limit seem to be related to
the experimental procedure. In our experiment subjects are given
repeated exposure to the stimuli. Cramer & Huggins (1958) used a
forced choice task wherein the subject selected the Huggins stimulus
with the higher pitch. One of the tasks used by Wightman, Grantham
& Fowler (1977) was a forced choice task wherein the subject chose the
dichotic stimulus over a diotic noise stimulus. Both these reports
specify the 1limit of the effect to be below 2000 Hz, (C & H, 1600 Hz;
W, G, & F, 1000Hz).

A number of other features of our experimental paradigm also
contribute to the ability of subjects to hear these noise pitches at
high frequencies.

1. The matching tone could serve as a probe device to focus

attention on specific spectral regions.

2. Adjustment of the frequency and intensity of the matching

tone by the subject allowed optimal listening conditions to

be chosen.

3. The dichotic stimulus was immediately preceded and followed

by diotic noise with a power spectrum identical to the power

spectra of the two components of the dichotic stimulus. The

subtle changes resulting from the dichotic stimulus are
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emphasigzed by this procedure. In particular, the subject could
hear the pitch in the dichotic stimulus turn on and off.
4. The diotic noise was continued through the matching interval
which increased the similarity of the matching interval and the
dichotic interval.

These procedural details allow easier discrimination of very weak

phenomena.
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V. Auxiliary Experiments

In the examination of a new phenomenon there are always a great
number of variations on the original experiment to test. Below,
some of the more obvious variations are described. All of these
experiments were carried out, but on a less formal basis than
Experiments I, II, and III. The remarkable result was that all of
these experiments gave the same basic results. Subjects continued
to match the BEP at approximately plus or minus 4% deviation from
the phase boundary frequency.

Only subjects M and W participated in these experiments. The
phase boundary frequencies were restricted to the middle frequency
range, 315-856Hz. A minimum of two experimental runs were performed

by each subject for each condition.

1. Reversed Discontinuous Binaural Edge: For this experiment the

interaural phase differences, above and below the phase boundary,
were reversed. All frequency components below the boundary were out
of phase and all frequency components above the boundary were in
phase relative to the opposite channel. Subject M continued to
produce a bimodal distribution of pitch matches. Subject W again
produced a unimodal response distribution at frequencies above the
phase boundary. All deviations were approximately 4% away from the
phase boundary as for Experiment I. This result demonstrates the
ability of the E-C mechanism to equalize both with and without the
1 phase change in all components. The data for subject W indicate
behavior equivalent to matching the pitch from high-pass noise for

both the original and this reverse experiment. In the original
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experiment a high-pass central spectrum was generated by not
imposing a phase shift and in this experiment a high-pass central

spectrum was generated by imposing a W phase shift internally.

2. Quadrature Discontinuous Binaural Edge:

For this experiment all components below the phase boundary were at
%/2 phase relative to one another. All components above the phase
boundary were at 3w/2 phase relative to one another. The phase
boundary remained as a discontinuous phase transition region ofT,
but all other components were now out of phase at least by w/2.

This condition is unique in that taking the sum or difference with
no phase alteration first results in a flat noise spectrum. No
indication remains of the location of the phase boundary.
Qualitatively, however, the stimulus sounds the same as the stimulus
for Experiment I. The BEP can be heard and was matched by both
subjects with matching tones about 4% above the phase boundary. This
means that the Equalization stage of the E-C model is not restricted
to O or w phase shifts. The fact that both subjects produced unimodal
response distributions above the phase boundary, however, might
indicate that those phase equalizations are restricted to the range
of =¥ to O. An Equalization-stage phase shift of -T/2 produces a
high-pass central spectrum and +7/2 produces a low-pass central
spectrum. Based upon the previous data of subject M, a bimodal
response distribution was expected. This possible restriction should

be explored further.
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3. Discontinuous Binaural Edge Superimposed on a Gradual Phase Shift:

In this experiment a gradual phase shift was added to one of the
stimulus channels. This was accomplished by passing the right channel
through an All-pass filter. The gradual phase shift varied from w to
-¥. The phase shift was /2 at 200 Hz, O at 500 Hz, and -7/2 at

1400 Hz. These characteristics remained constant for all 12 values of
the discontinuous phase boundary. All tested phase boundaries
occurred where the gradual shift was in the range of about w/3 to
-7/2. This stimulus configuration approximates a constant interaural
time delay plus a discontinuity. This contrasts with the previous
experiments that consist of a constant (or zero) interaural phase
change plus a discontinuity. The results of pitch matching to the

BEP were unaffected.

In the original Equalization-Cancellation model only a single
frequency-independent interval phase compensation operation is
allowed. This means that noise with a constant interaural time delay
could not be cancelled. The resulting central spectrum resembles
comb-filtered noise. Even Durlach himself (1972) complained that
the frequency independent phase shift was unrealistic. For the
present experiment the binaural system must be able to equalize for
both the time delay and the phase discontinuity. Two solutions are
available. 1. Either the binaural system can equalize in 2
operations, one for time and one for phase, as well as for amplitude.
Or 2. the binaural system is preceded by a frequency analysis allowing
equalization and cancellation independently within narrow frequency
regions. Within small frequency bands a time delay is equivalent to

a phase shift. This latter hypothesis is consistent with current
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views of auditory processing (Colburn & Durlach, 1978).

4. Diffuse Binaural Edge: One of Cramer & Huggins (1958)

manipulations was the width of their phase transition region. This
was carried out using the BEP by allowing the interaural phase shift
to vary linearly from O to™ or T to O (reversed edge) over a
frequency range of either 10% or 20% of the phase boundary frequency.
The mean values of the matching frequencies did not change (z 4%)
nor did the errors increase significantly. This lack of change in the
errors was not expected. Fastl (1971) found that errors generally
increased when he decreased the filter slopes used for his high-pass
and low-pass noise signals. A 30 dB drop in intensity over a 20%
change in frequency is still equal to about 120 dB per octave, the
steepest slope Fastl used, however. More diffuse edges should be

tested.

5. Discontinuous Binaural Edge at Reduced Intensity: Both subjects

performed the experiment with the signal levels at 40 dB SPL and 30
dB SPL. At 20 dB SPL the experiment was impossible to perform. For
both intermediate levels the mean pitch matching results were
unchanged. The errors increased. At 40 dB the error was twice that
of the 60 dB stimuli. Reducing the level to 30 dB increased the
errors by a factor of 2 over the error at the 40 dB level. The BEP,
like the Huggins Pitch, requires moderate listening levels for best

results.
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6. Discontinuous Binaural Edge with Matching Tone in Quiet:

For Experiments I, II, and III the matching tone was presented with a
noise background to increase the similarity between the matching int-
erval and the dichotic interval. Egan and Meyer (1950) showed that
the pitch of a sine tone was raised by a noise background. For exper-
ienced subjects, M and W, it was possible to run the experiment and
eliminate the background diotic noise during the third segment. As
expected, the frequencies of the matching tones were elevated. The
change in mean deviation from the phase boundary frequency was up by
1% for matching tones above the phase boundary (plus 5%). For match-
ing tones below the phase boundary, the mean deviation decreased to

about 3%. The error increased as well.

7. Discontinuous Binaural Edge with Restricted Noise Band:

One of the peculiarities of the standard binaural edge stimulus was
the placement of the phase boundary within the noise band. This phase
boundary placement was different in each of the three frequency
ranges, but the total number of components remained the same, 251. 1In
this experiment the phase boundary remained constant between the 100th
and 101st components while the upper frequency range of the noise band
was reduced. Two different techniques were used. In the first, the
standard stimuli were passed through an analog low-pass filter with a
cutoff (6 dB down point) at 1500 Hz and a 48 dB/octatve slope. In

the second technique the stimuli were recomputed to only include 151
components. The observed pitch matches were virtually unchanged
indicating that the BEP is not particularly sensitive to the details

of the noise spectrum.
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8. Binaural Coherance Edge Pitch: Durlach (Personal Communication,

1980) suggested an experiment in which all frequency components below
the phase boundary remained at O interaural phase while all components
above the phase boundary were at random interaural phase. The E-C
model, again, predicts that a edge is created in the central spectrum.
This time the shape of the central spectrum above the phase boundary
frequency is less well defined. In general, both subjects M and W
performed as for the BEP. Subject M reported no perceivalbe
difference between the Binaural Coherance Edge Pitch and the BEP. All
data from M was consistent with data from the BEP. Subject W produced
pitch matches consistent with the BEP data up to 763 Hz. With the
phase boundary at 807 Hz, W only reported hearing a pitch on 3 of 5
presentations of the Binaural Coherance Edge Pitch. At the highest
frequency phase boundary, 856 Hz, W could not hear a pitch on any
presentation. Subject W reported that the pitch sensation heard

at lower phase boundaries seemed to be correlated with the perceived
lateralization of the pitch "image"”, (see discussion of Raatgever

& Bilsen, 1977, below).
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VI. Discussion

The existence of the Binaural Edge Pitch and its tentative
explanation based upon the Equalization-Cancellation model draw our
attention to two separate stages of processing. The first stage
involves the binaural auditory processes that form a single output
based upon a synthesis of the two input signals. The second is the
pitch extraction mechanism that interprets that synthesized internal

representation as having a pitch.

A. Binaural Synthesis

A comparison of the pitch matching data from Experiments I and II
show that the internal representation or central spectrum resulting
from the BEP is functionally equivalent to the central spectrum
resulting from diotic high-pass or low-pass noise regarding pitch
matching behavior. Are there other models, besides the E-C model,
that predict high-pass or low-pass noise in the central spectrum given
the BEP stimulus? The E-C nodel is a place-theory model. Are there
models based upon neural timing that would generate the desired
central spectrum?

Colburn & Durlach (1978) reviewed a great number of models of
binaural processing, including the E-C model. Their review dwells
upon the abilities of the models to accurately explain lateralization,
MLD phenomena and binaural discrimination. They intentionally avoid
the binaural-creation-of-pitch phenomena because little has been done
to apply the models, except the E-C model, specifically to this

problem. Presumeably any model that fully represents the binaural
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analysis processes of the auditory system should explain the
lateralization, MLD, and discrimination results as well as the
binaural-creation-of-pitch results. Drawing from the Colburn &
Durlach review, there is no pure neural-timing model that can explain
the first 3 phenomena. All plausible models require as a basic
assumption that any binaural timing analysis carried out be specific
to fibers with nearly identical characteristic frequencies. In other
words, at this stage of processing the spectral components must
already have been filtered into separate pathways logically ordered
along some tonotopic axis, (ie. frequency-place mapping). Further
binaural analysis will only occur using contralateral frequency
specific pairs of nerve fibers.

According to Colburn & Durlach the E-C model is a special case of
a more general model. In fact, almost all of the models reviewed can
be classed as special cases of a single general model. This general
model includes band-pass filtering at the peripheral level to seperate
the spectral components, limited time equalization, cross-connected

delay lines to generate a cross-correlation function, some binaural

display to "interpret" the cross-correlations, and a decision process.
The cross-correlation function is generated by a coincidence network
where neural pulses from both ears must arrive simultaneously at a
single synapse to generate an action potential in the post-synaptic
neuron. Internal noise is added at a variety of locations depending
upon how conveniently it may be incorporated in the particular model
under consideration. The Equalization-Cancellation model fits this
general model if it is based upon energy. In this case a central

square law mechanism must operate after the coincidence network. The
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individual theories differ primarily in the binaural display stage,
whose input is the cross-correlation function, and in the decision
mechanism. The location of differences between pitch perception pro-
cessing and porcessing for lateralization, MLD, and binaural dis-
crimination will most likely occur at these final stages. All of the
models generate roughly the same internal cross-correlation function.
We will assume that the binaural display stage and the decision
process incorporate the central spectrum and pitch extraction mech-
anisms that form the second part of the BEP processing. We now con-
centrate on how a pitch extraction mechanism generates the same pitch
from the crosscorrelation function as from the high-pass or low-pass

spectral edge.
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B. Pitch of Noise Bands

Fastl (1971) and Experiment II showed that high- and low-pass
noise bands have a pitch asssociated with the cutoff frequency of the
band but shifted into the noise. It is conceivable that some neural-
timing mechanism is capable of generating a pitch from a noise band.
This is reasonable based on the fact that a discontinuity in the
spectrum of a signal is associated with oscillations in the waveform
at a frequency near that of the spectral discontinuity. We
investigated these oscillations as the possible source of the noise
band pitch by making plots of our high-pass and low-pass noise
stimuli waveforms for the 3 frequency ranges. We located these
oscillations by eye and determined the periodicity of each "cycle".
We calculated a mean period T and standard deviation. If the subjects
matched the noise bands with a pitch at frequency f;f1/T then the
quantity R=(be5‘ is a reasonable estimate of the predicted pitch
matches from a neural timing mechanism corresponding to the value
f,/fga plotted in the figures.

The predictions from this model for low-pass noise were as
follows: for n =40 (low frequency range) R=0.86 (23%). For n =100
(middle frequency range) R=0.78 (28%). For ny,=180 (high frequency
range) R=0.61 (38%). The numbers in parentheses are the standard
deviations as a percentage of the mean. The values of R are much
smaller than the observed values of ﬁn/f5° Also, the monotonic
dependence of R upon n does not match the relatively constant
nature of @u/fs for low-pass noise pitches. These problems, coupled

with the extremely large standard deviafions, provide very difficult
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conditions for a neural-timing model to cope with.

Visual inspection of the high-pass noise stimuli resulted in no
reasonable periodicity estimates. The few oscillations that could be
recognized produced values of R much larger that 1.0. This difference
in the difficulty of judging the periodicities of the two wavefrm
types must be considered in light of the lack of difference in the
perceived strength of the pitch sensations generated by these
waveforms. While it is possible that temporal fine structure and
waveform envelopes within the high-pass and low-pass noise stimuli
might be coded for pitch, there are also some very serious
deficiencies in this information that must be dealt with. A neural-
timing based pitch perception process seems to be an unlikely
candidate for explaining noise band edge pitch.

An alternative temporal model for pitch perception is based upon
the autocorrelation function of the stimulus. In general these auto-
correlators have the temporal waveform as their input. Neural
autocorrelator models have been popular mechanisms for pitch
extraction (ct. Licklider, 1959 or Wightman, 1973). Klein & Hartmann
(1981) have derived an expression for the autocorrelation function
for digital noise. They show that the resulting function oscillates
with the frequency of the spectral edge. Clearly, a mechanism that
predicts the pitch of a noise band to be exactly at the cutoff
frequency is not desireable. An ideal autocorrelator, such as this,
cannot explain the observed shifts in pitch away from the boundary
frequency. A neural autocorrelation process may be vulnerable to
the same intensity-dependence mechanisms required by the models of

Stern & Colburn (1978) to explain the time-intensity trading
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relationshiips found in localization. The mechanism Stern & Colburn
use in their model to handle intensity effects is designed to process
the power spectrum of the input signal. In this neural-timing based
pitch extraction scheme this spectral information would serve only
as a bias in the process interpretting the autocorrelation function.
These intensity processes operate outside of the cross-correlation
network on the separate channels. The results of this intensity
operation are reinjected back into the binaural display after the
cross-correlation stage. The intensity effects, possibly incorporated
at this binaural display stage, affect the autocrrelation in the same
way as the cross-correlation pitch is affected. If
these intensity mechanisms can affect the pitch of a diotic noise band
edge as generated by an autocorrelation process then a suitable
dichotic stimulus passing through a cross-correlation process will be
affected in the same way. Through this type of process a common
mechanism may explain the bidirectional pitch shifts from both the
noise band edge experiments and the Binaural Edge Pitch experiments.

Wightman's (1973) "pattern-transformation” model of pitch provides
an equivalent alternative to the autocorrelation described above.
Instead of autocorrelating the input waveform, however, the pattern-
transformation model performs the autocorrelation on the power
spectrum of the input. This allows the autocorrelator to be
located after the band pass filters that divide the signal into its
frequency components.

It is clear that noise band 2dge pitch may be heard when the

stimulus is monaural or diotic. The question remains: to what extent

do the monaural channels share pathways and processes with the
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binaural channels? Is there an autocorrelator that works on
3-dimensional activity patterns (frequency, power, time) in the same

way that it works on 2-dimension activity patterns (frequency, power)?
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C. Binaural Edge Pitch

The BEP data provide evidence against models of binaural pitch
perception based upon pitch extraction from an ideal cross-correlation
function. The noise bands used in the diotic experiment are created
by electronically adding or subtracting the two channels of the BEP
stimulus. By expanding the product in the autocorelation integrand
derived by Klein & Hartmann (1981) for the diotic noise bands
oscillations at the phase boundary frequency can be seen. These
oscillations are exactly the same oscillations observed in the cross-
correlation function for the BEP stimulus. The ideal
cross-correlation model cannot account for the shifts in the perceived
pitch of the BEP in the same way that the ideal autocorrelation model
cannot account for the shifts in the perceived pitch of a noise band
edge into the noise.

An ideal cross-correlation mechanism, as outlined by Jeffress
(1948) in a neural coincidence network, was incorporated into
Licklider's (1951) duplex theory of pitch perception to create the
triplex theory of pitch perception (Licklider, 1956). This
addition was designed specifically to deal with the Huggins Pitch.

The Huggins Pitch is explained equally well by both the original E-C
model and Licklider's ideal cross-correlation mechanism. Because of
the symmetric nature of the phase shift region and the correspondence
of the Huggins Pitch with the exact center of that region an ideal
cross-correlation works as well as the E-C model. This is not true of
the BEP. The asymmetric nature of the stimulus and the measured pitch

shifts to either side of the phase boundary make the E-C model a
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plausible explanation of binaural pitch effects and an ideal cross-
correlator implausible.

The binaural mechanism proposed by Bilsen (1977) and by Raatgever
& Bilsen (1977) follows the same general model outlined by Colburn
& Durlach (1978). Both the cross-correlation coincidence network of
Licklider's mechanism and the equalization mechanism of the E-C model
are included. The following two additions are made: 1) the intensity
information from the input signals is maintained through the cross-
correlation network resulting in a 3-dimensional activity pattern.
The 3 dimensions include the spectral frequency along one axis, the
cross-correlation or time-delay coincidence along another axis,
and spectral power along the third axis. 2) The last modification is
the specification of a pattern recognition process. Operating on the
3-dimensional activity pattern, this pattern recognition process
feeds the decision mechanism with information required for simple
detection, localization, discrimination, and pitch extraction.

This activity pattern is the central spectrum that Bilsen (1977)
refers to. Pattern recognition for pitch finds and reports evidence
of significant spectral properties at specific spectral locations.
This process works identically on diotic noise band spectra and the
cross-correlation function of the BEP dichotic stimulus. An extra
property is that the cross-correlation information present in the
BEP stimulus will produce a perception of lateralization in the
dichotic stimulus not sensed in the diotic stimulus. For the BEP,
that lateralization is correlated with the boundary frequency.

This pattern recognition process is capable of bidirectional

pitch shifts with no added complexity. For the BEP the direction of
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that shift depends upon the time equalization added prior to the

cross-correlation network.
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VII. Conclusion and Summary

We have found a new dichotic noise pitch effect. A sensation of
pitch is created by dichotic noise with a special interaural phase
correlation. Components of the noise are at O interaural phase
throughout one frequency region and at W interaural phase throughout
an adjoining region. The change from one region to the next occurs
over a narrow frequency region, called the phase boundary. The pitch
perceived is not exactly at this boundary, but shifted by approxi-
mately 4% of the phase boundary frequency in either direction. We
called this pitch effect the Binaural Edge Pitch (BEP).

BEP is strongest (4-9 dB above masked threshold) for phase
boundary frequencies between 300 Hz and 800 Hz. The favorable
listening conditions used in these experiments showed that the effect
can be heard at frequencies as low as 125 Hz and as high as 2438 Hz.
At these extremes the sensation of pitch is weaker, and pitch
matching errors are larger. Characteristic pitch matching errors show
the spread of matching frequencies to be 1-2% of the phase boundary
frequency. The BEP does not depend upon the direction of the phase
boundary. BEP is present for noise at 60 and 30 dB and for phase
boundary widths that are 1/2%, 10%, or 20% of the phase boundary
frequency. Qualitatively, the BEP is reported by experienced
listeners, to be similar in nature and strength to the Huggins Pitch
(overall phase transition from O to 2T across the phase boundary
region), like a narrow band of noise added to wide band noise.

The BEP, like the Huggins Pitch, is easily explained by the

Equalization-Cancellation model of binaural processing. Within the
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E-C model the binaural system processes the dichotic noise by
manipulating the interaural phase so as to produce a sharp edge in a
central spectrum derived from the difference between the left and
right channels. The central spectrum created by the binaural system
may be equivalent to that produced by either high-pass or low-pass
noise. The strongest evidence in favor of this explanation is that
the bimodal distribution of BEP pitch matches above and below the
phase boundary frequency corresponds well with the pitch sensations
produced by high-pass and low-pass noise bands with sharp edges in the
physical spectrum.

This type of explanation allows questions to be asked about two
separate stages in the processing of the BEP stimulus. The first
stage consists of processes specific to the binaural auditory
system. Is there a pattern in the distribution of pitches above
and below the phase boundary frequency? Under what conditions does
the binaural system output a central spectrum equivalent to high-pass
noise or to low-pass noise? Our results showed no consistent trends.
Subjects often switch from one mode to another, though one subject
was biased toward a high-pass central spectrum for all phase
boundaries in the middle frequency range. All subjects preferred the
low-pass central spectrum for the highest phase boundary frequencies.
It is clear that the choice for which way to adjust the phase in the
equalization stage does not depend upon an algorithm intended to
minimize the noise power. At low phase boundary frequencies
individual differences mask any trends at all.

The second stage of processing involves the extraction of pitch

from the central spectrum. What is the representation of the dichotic
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stimulus and the representation of the diotic stimulus that are
necessary and/or sufficient for pitch matching behavior on the two
stimuli to be so similar? No clear answer was found. The BEP
stimulus, however, with the bidirectional shift away from the phase
boundary, provides a unique starting point for further investigations

of central processes.



CHAPTER II
I. Introduction

Pitch perception is a multistage process. The physical stimulus
is coded by the peripheral elements of the auditory system into a pat-
tern of neural activity. That peripheral excitation pattern repre-
sentation of the stimulus is then fecoded into a central neural
excitation pattern. It is from this central representation of the
stimulus that the sensation of pitch is generated.

At each stage in the pitch perception sequence the information of
the input signal is transformed and information is lost. The recoding
of the incoming signal is affected by the general characteristics of
the process of recoding and by the idiosyncratic characteristics of
the individual listener. Coding of the physical stimulus into a neural
excitation pattern in the periphery is guided by the general arch-
itecture of the auditory system and subject to the limitations of
neurons. The pattern is further modified by the resonance properties
of the particular individual's outer,middle, and inner ear and the
pattern of normmal versus damaged or destroyed hair cells along the
basilar membrane. Thus, the excitation pattern at the peripheral
level is already a caricature of the input stimulus. The transform-
ation from the peripheral excitation pattern to the central represent-
ation of the input involves still more alterations and idiosyncratic
variations. More information from the signal is lost; the sensitiv-
ities of the individual neurons add more structure to the final
central excitation pattern. The central representation of the signal,

from which pitch is "extracted,” has many characteristics that are not

67
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directly attributable to the original stimulus.

Frequency is the physical variable describing the original
stimulus that is most often associated with the sensation of pitch.
Because of the many transformation points in the pitch perception
process there are many circumstances that can modify the correlation
between stimulus frequency and perceived pitch. The situation
surrounding the particular perceptual event interacts with the
processes modifying the recoding of the stimulus to change the final
central excitation pattern. For two stimuli with the same frequency
the central representation of those stimuli can be different enough
that a single pitch extraction process will generate two noticeably
different pitch sensations. Diplacusis refers to the phenomenon where
a sine tone with constant frequency generates different pitches de-
pending upon which ear is stimulated (van den Brink,1971). Thurlow
(1943) has shown that yawning changes the perceived pitch of a sine
tone. Clenching of the jaw also affects the sensation of pitch from a
constant frequency sine tone (Corey,1950). Hartmann (1978) has shown
that the pitch of a sine tone changes with the amplitude envelope of
the tone.

There has been a continuing controversy regarding the form of the
neural representation of sounds (cf. Nordmark, 1970). Is the neural
activity pattern from which pitch is extracted a pattern in time or in
space? Is the relevant information for pitch a function of the time
of neural impulses or a function of which neuron is firing? If the
relevant information is represented by the timing properties of neural
spikes then that information is closely linked to the frequency of the

stimulus. Ward (1963) pointed out that, given circumstances like
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those listed above, the timing characteristics of the excitation
remain fixed with the frequency of the stimulus. The pitch is expect-
ed to remain constant. Because the pitch does change, those effects
are evidence in favor of neural excitation patterns with the relevant
information for pitch coded across space.

The coding of information for pitch across space is called the
place theory of pitch. The frequency components of the input stimulus
are each detected and coded by different locations along the basilar
membrane. That spatial mapping of frequency is preserved in the
transmission of the neural excitation patterns from the peripheral to
the central mechanisms. This spatial array is called the tonotopic
axis. The central neural excitation pattern along the tonotopic axis
is the coding of the input stimulus from which the sensation of pitch
is extracted.

The goal of pitch perception research is to discover the
mechanism by which the sensation of a specific pitch is extracted from
the central neural excitation pattern. The strategy of this study
involves the utilization of assumed modifications to the excitation
pattern as it is transmitted from the peripheral to the central levels
of processing. By modelling the changes in the excitation pattern a
representation of the final central excitation pattern is produced.
Candidate models of the pitch extraction process are used to predict
changes in the perceived pitch. A good model of this process will
extract the correct pitch from the altered excitation pattern. The
correct pitch is defined by measurements of pitch perception behavior
for human listeners.

We begin with the assumption that the central excitation pattern
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for an acoustic stimulus is modified by the sensitivity of the
listener to the individual frequency components of the stimulus. By
measuring these sensitivities we learn about specific changes made in
the overall shape of the excitation pattern. These changes affect the
percieved pitch of the stimulus. We take the point of view that
sensitivity is reflected in the curve of absolute threshold for
hearing. We measure sensitivity by measuring threshold.

The next step involves the phenomenon of changes in perceived
pitch due to changes in stimulus intensity (Fletcher, 1934). Stimulus
intensity is assumed to make predictable alterations in the excitation
pattern. These changes in the pattern result in significant changes
in the pitch extracted by the mechanism we are attempting to learn
about.

These two elements are combined in the following way. Changes in
the shape of the central excitation pattern are calculated based upon
the curve of sensitivity for an individual listener. The excitation
patterns for high and low intensity tones are calculated. The two
calculated excitation patterns are processed by the candidate pitch
extraction models to predict a change in the perceived pitch of a tone
across the two intensity levels. These predicted pitch changes are
compared to measured pitch shifts with intensity changes for the same
listener whose sensitivity curve was used in the earlier calculations.

In the sections that follow the components of this study are
further explained. The next two sections review the literature
relevant to the phenomena of pitch changes with intensity and thres-
hold microstructure. Subsequent sections describe the two data

collection procedures, threshold measurement and pitch shifts with
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intensity, and the models of pitch extraction to be evaluated. The
final section summarizes the results of this study and the direction

it gives to further research.
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ITI. Chronology of Pitch-Intensity Studies

This section reviews the literature examining the effects of
intensity on the perceived pitch of a tone. This phenomenon is basic
to pitch perception and is crucial in the present experiment as a test

of pitch extraction models.
A1. Early pure tone research-pre-1960

As early as 1828, Weber (Wever, 1949/1970) noted that the pitch
of a tuning fork rose as its sound died away. Helmholtz (1863/1954),
however, did not acknowledge of this phenomenon stating flattly,
"Pitch depends solely on the length of time in which each single vib-
ration is executed, or, . . . on the number of vibrations completed in
a given time." (p.1la). Helmholtz missed a chance for a test of his
resonance theory by denying this effect. Pitch changes with intensity
were not missed by Helmholtz' contemporaries, though, as Thurlow
(1943) referred to 7 different investigators attempting to explain a
lowering of pitch with increasing intensity, from 1863 to 1899.

Zurmuhl (1930, cited in Wever, 1949) was the first investigator
of the electronic age to investigate the phenomenon in detail.
Working with frequencies from 128 Hz to 3072 Hz he verified the
effect for low frequencies, but found little or no effect of
intensity on pitch for the high frequencies in this range.

Fletcher (1934) proposed a standard for measuring pitch.
Assuming the existence of an effect of intensity on pitch, he proposed
that all pitch comparisons be made to tones at intensity levels set

by the Fletcher & Munson (1933) equiloudness contour for 40 dB. Using
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this standard the pitch of any tone of arbitrary frequency and
intensity is assigned a pitch value by adjusting the frequency of

a pure tone at the specified loudness level (40 dB) so that its pitch
matches the pitch of the target tone. The pitch value is the measured
frequency of the standard intensity tone. Fletcher verified the find-
ings of Zurmuhl, using his standard, for loudness levels of 60, 70,80,
and 100 dB at frequencies from 50 to 10,000 Hgz.

Not all later investigators followed the lead of Fletcher by
using his proposed standard, but many were mindful of his distinction
between loudness level and simple intensity in regards to their work.

Stevens (1935) used a method in which the subject adjusted the
amplitude of one tone until the perceived pitch of the tone matched
the pitch of a second tone at a fixed frequency difference. Using
this method and showing the data from only one subject he reported
much larger pitch changes with intensity than most studies before or
since his work was published. Ward (1970) criticized this method
pointing out that given the understanding that the effects of in-
tensity on pitch are, in general, quite small then large variatiomns in
intensity will yield pitches that still acceptably match the target
tone. Also, large frequency differences may have exceeded the limits
of the stimulus generation system to allow an appropriate match, if
indeed a match could have been made at all. The subject may simply
have set the variable intensity to its largest difference and claimed
an adequate match.

Despite its flaws, Stevens (1935) is often cited and his results
have served as a standard against which meny later studies compared

their results. For this reason Stevens' general results will be
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referred to throughout the remainder of this paper as Stevens Rule.
Stevens Rule may be sumarized as follows:
1) The pitch of a high frequency tone rises with increasing
intensity.
2) The pitch of a low frequency tone goes down with increasing
intensity.
3) The pitch of a middle frequency tone (800Hz to 2000 Hz) is

relatively unaffected by intensity changes.

Snow (1936) followed Fletcher's (1934) recommendations for
measuring pitch and found very large differences between observers and
some very large shifts in pitch at low frequency. For one observer,
an octave shift downward for 240 Hz at 120 dB loudness level was
measured. Pitch shifts with loudness at levels below 120 dB were much
less extreme, generaly below 10%. Two observers showed no pitch
shifts at any loudness levels. This work gave credibility to the
large pitch shifts reported by Stevens (1935), but also showed the
extremes of subject variability that must be recognized. Single
subject research on this topic is clearly not acceptable.

In 1943, Thurlow simulated a loudness change by adding a tone of
the same loudness and frequency to the opposite ear. The object was
to determine the frequency change necessary in the monaural tone to
match the pitch of the binaural tone. At both 200 Hz and 400 Hz the
binaural stimulus was perceived to be lower in pitch. The 200 Hz
stimulus showed a much larger drop in pitch. In a second experiment
tones of different frequencies were added to the opposite ear.

Pitch changes in the target tone due to the contralateral tone were
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in the directions of Stevens Rule for all contralateral frequencies.
Target and contralateral tones ranged from 120 Hz to 4600 Hz. The
largest pitch shifts were found when the contralateral tone was
close in frequency to the target tone.

In one of Thurlow's (1943) control experiments subjects were
asked to simulate yawning to see if bilateral muscle contractions
would effect the perceived pitch. There were pitch shifts for some
subjects, but the directions of the shifts were inconsistent. A
similar finding was reported in a letter by Corey (1950) indicating
a consistent rise in pitch for a 400 Hz pure tone when subjects
clenched their jaw tightly. The degree of pitch shift depended upon
the amount of force exerted.

Morgan, Garner, & Galombos (1951) used frequencies from 125 Hz
to 8000 Hz and found pitch shifts matching Stevens Rule. The
pitch shifts were small relative to Stevens (1935) and Snow (1956)
but individual results were not shown. Inter-subject variability was
large so they chose to show only medians and inter-quartile ranges

for their data.

A2. Modern pure tone research

Small & Campbell (1961) were unable to match Stevens Rule for a
100 Hz pure tone. They found that the pitch rose as intensity
increased from 30 dB to 60 dB SL.

Cohen (1961) examined the pitch-intensity problem with respect
to the pitch matching abilities of the subjects for pure tones at
identical intensities. His results cast doubt on any previous

research showing large changes in pitch with intensity (i.e. Stevens,
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1935; and Snow, 1936). Pitch matching errors were nearly as large
as the measured pitch shifts with intensity. Correcting for those
errors, however, resulted in shifts following the general directions
of Stevens Rule, but the size of those shifts rarely exceeded 2% of
the starting frequency. Cohen concluded that subject variability
should be watched more closely. He suggested that there is a more
complex relationship between intensity and pitch than revealed

by Stevens Rule.

Cohen lamented the problem of large inter-and intra-subject
variability but failed to point out that in some cases changes
in the ability of a subject to match pitches must parallel the sige of
the pitch shifts due to intensity changes. It might be the case that
the actual pitch shifts are difficult to observe simply because both
the variability and the shifts have the same underlying mechanism.

In a study by Terhardt (1974) pitch shifts following Stevens Rule
were found. Terhardt wished simply to present one more piece of
evidence to clarify the status of the pitch-intensity effect. He
concluded that pitch shifts with intensity are real and not just
artifacts as stated by Cohen (1961).

The most comprehensive study of the effect of intensity on the
pitch of pure tones was the work of Verschuure & van Meeteren (1975).
Seven loudness levels of the comparison (variable frequency) tone were
completely crossed with the same seven levels of the test tone, all at
frequencies from 500 Hz to 8000 Hz. Unfortunately only 2 subjects
were used. Their results agreed, in general with Stevens (1935),
but their conclusions specified qualifications to supplement Stevens

Rule. 1) Averaged data followed Stevens Rule, but inter-subject
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variations make many observed pitch shifts statistically
insignificant. The standard deviation should be used with caution.
2) Individual subjects' data deviated from Stevens Rule primarily by

being nonmontonic.

A3. Early complex tone research - pre-1960

Fletcher (1934) conducted two experiments to examine the effect
of intensity on stimuli with multiple frequency components. In his
first experiment he showed that two 100 dB loudness level tones,
matching standard 40 dB loudness tones of 200 Hz and 400 Hz, sounded
successively were perceived to be an octave apart. When sounded
simulataneously, however, they were judged quite discordant. His
second experiment showed that the change induced by intensity in the
pitch of a 200 Hz sine tone was 5 times greater than the induced
change in a complex tone that had a perceived pitch of 200 Hz, but
no spectral energy at that frequency. When these two stimuli
were combined they did not sound discordant, but the periodicity pitch
of 200 Hz was strengthened. At the high loudness level the combined
signal shifted downward in pitch only slightly more than the original
complex signal.

This might be interpretted as showing that a complex tone is much
less susceptible to pitch changes with intensity. The higher
frequency components, by Stevens Rule, shift less than, or in the
opposite direction from, the low frequency components. The average
shift of the entire complex tone is less than the shift of any one of
the lower frequency components taken alone as a pure tone. A less

passive interpretation might be that components of a complex tone
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interact in some way to resist pitch shifts.

Lewis & Cowan (1935) utilized the logic of Fletcher's (1934)
experiment and asked trained musicians to play musical intervals on
their violins and cellos at pianissimo and fortissimo levels. The
two tones of each interval were played successively and the
frequencies of the resulting tones were measured. No changes in the
frequencies of the tones played were found. They concluded that
complex tones were not subject to changes in pitch as intensity
changed. This agreed with the experiment by Fletcher (1934) using
a two tone complex.

In one of Thurlow's (1943) control experiments an auxillary
tones was added to the monaural pure tone stimulus. If the extra
tone was at low intensity no pitch shift was found in the original
stimulus. If the extra tone was at the same level as the original
stimulus a pitch shift was found. The pitch shifts followed Stevens
Rule for all frequencies of the auxillary tone, whether above or below
the original tone in frequency. The pitch shifts observed were
smaller than the shifts seen when the auxillary tone was added to the
opposite ear (see description of Thurlow's pure tone research in

section II.A1. above).

A4. Modern complex tone research

Small & Campbell (1961) looked at pitch shifts for filtered pulse
trains. All stimuli produced pitches of approximately 100 Hz, but
2 of the 3 different pulse trains had very little energy at that
frequency. They were unable to observe monotonic pitch shifts for any

of the pulse trains as stimulus intensity was increased.
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In 1975, Terhardt published the results of research using complex
tones having a fundamental frequency of 200 Hz and all harmonics
up to 8000 Hz. By filtering out portions of the harmonics he was
able to show that the pitch shift of the complex tone, relative to a
pure tone at 200 Hz, depended upon the pitch shifts specified by
Stevens Rule for the remaining harmonics. The pitch of a complex
tone having upper harmonics of 200 Hz from 2800 Hz to 8000 Hz shifts

up as intensity increased.



B. Summary of previous research

The effect of intensity on pitch has been noted and studied for
more than 150 years. Recent studies (within the last 50 years) have
shown the following general rules to apply:

1) The pitches of low frequency pure tones (less than 1000 Hz)

go down with increasing intensity, (Fletcher, 1934; Stevens,

1935; Snow, 1936; Thurlow, 1943; Morgan,etal.,1951; Terhardt,

1974; Verschuure & van Meeteran, 1975).

2) The pitches of high frequency pure tones (greater than

2000 Hz) go up with increasing intensity, (Stevens, 1935;

Morgan et al., 1951; Terhardt, 1974; Verschuure &

van Meeteran, 1975).

3) The pitches of middle frequency pure tones (800 Hz to

2000 Hz) change very little with changes in intensity, (Fletcher,

1934; Stevens, 1935; Thurlow, 1943; Morgan et al., 1951; Cohen,

1961; Terhardt, 1974; Verschuure & van Meeteren, 1975).

4) Intersubject variability is extremely large and makes

averaged pitch shifts appear statisticaly insignificant,

(Cohen, 1961; Verschuure & van Meeteren, 1975).

5) Complex tones show very small changes in pitch with intensity

(Fletcher, 1934; Lewis & Cowan, 1936; Small & Campbell, 1961;

Terhardt, 1975), but the direction of observed shift is a

function of the frequencies of the individual harmonics

Terhardt, 1975).
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C. Variability of Pitch-Intensity Effects Over Time.

Three of the reports described in the previous sections reported
on changes in pitch-intensity effects when subjects were tested more
than one time.

Thurlow (1943) specifically tested for changes in pitch-intensity
effects over time. In 4 sessions, each separated by at least one day,
subjects repeated measurements of pitch matching behavior. Percent
pitch change was plotted for each of 5 subjects in each of the 4
sessions. The largest reported change from one session to the next
was for subject C. At 200 Hz, subject C showed a pitch shift with
intensity of -6% during session 1 and -3% during session 2. Changes
of 2 percentage points were not uncommon for the 5 subjects at this
frequency. At 400 Hz the changes from session to session were not
nearly as large, but the amount of pitch shift with intensity was
smaller to begin with.

Morgan, Garner, & Galombos (1951) did not study time effects
specifically, but reported that two sets of data from one subject
(an author) taken 3 years apart looked so different the two data
sets were treated as if from two separate subjects.

Cohen (1961) included a test-retest condition in his study.
Subjects participated in identical experiments 2 days apart. When
combined with three other conditions in a 4-way analysis of variance
test-retest was the only condition not producing significant
results. In fact, all interactions involving the test-retest
condition were also non-significant. The conclusion is that no

changes in pitch-intensity effects were found to have occurred over



the time period of this test.
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D. Models and explanations

Zurmuhl (1930) explained the decrease in pitch for low
frequencies at high intensity using Helmholtz' (1863) resonance
model for the basilar membrane. Strongly vibrating units would be
tenser and therefore resonate at a higher frequency. A high intensity
low frequency tone would therefore match a lower than normal element
of the basiler membrane. The perceived pitch would thus drop to the
characteristic pitch of the lower unit. This explanation fails to
deal with the effects at high frequencies, however.

Stevens (1935) attributed the pitch shift to changes in "the
point of maximal stimulation on the basilar membrane"” away from the
region of greatest sensativity when the intensity increases. He did
not, however, indicate why it would shift. Stevens & Davis (1938)
attributed the shift in the maximal stimulation point to an asymmetric
spread in the mechanical disturbance of the basilar membrane as its
motion becomes nonlinear. They point out, however, that this only
happens at relatively high intensity levels. At moderate or low in-
tensities the point of maximum response along the basilar membrane is
clearly distinguishable. For greater intensities, the surrounding
portions of the basilar membrane may continue to increase their re-
sponse after the initial maximum reaches saturation. At this point
the "overall resonant properties” of the ear would determine the
direction of the skew in excitation growth.

Thurlow (1943) concluded that the binaural pitch shift he
observed was evidence against "mediation of pitch by the position of

maximal stimulation” at the peripheral level. Based on this same
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spread of excitation phenomenon and Thurlow's results Wever (1949)
concluded that the pitch-intensity effect is really only an
illusion.

Bekesy (1960) briefly examined this problem attempting to
determine whether a mechanical change in the response of the
basilar membrane occurred at high intensities. Using a 200 Hz pure
tone as the stimulus, the pattern of response of the basilar
membrane did, indeed, shift toward the apex at high intensities. He
attributed this to an increase in the stiffness of the membrane. The
shift occurred only at extremely high intensities, at or near the
level of the threshold of feeling. He concluded that the
pitch~intensity effect at low frequencies must be a largely neural
phenomenon. This mechanical shift might, however, explain the extreme
pitch shifts found by Snow (1936) at 120 dB loudness levels.

Terhardt (1974) cites Zwicker & Feldtkeller's (1967) work on
masked thresholds of pure tones masked by narrow-band maskers as
evidence that the principal excitation produced by pure tones shifts
toward higher frequencies as intensity increases. This effect only
works at high frequencies. At low frequencies, the partial masking
effect due to the decreasing sensitivity of the auditory system
(equivalent to a low-pass noise) decreases as the intensity of the
pure tone grows and so the pitch decreases, (see the review of Egan &
Mayer, 1950, below).

Evans (1977) showed that there is a shift in the critical
frequency of single neural fibers in the cochlea as intensity level
increases. Fibers with a critical frequency below 1000 Hz show an

upward shift as the intensity of the stimulus increases. The shift in
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critical frequency for fibers with a critical frequency above 1000 Hz
is downwards. At low frequencies, for example, this means that a
higher frequency is required to maximally drive a given fiber. If
this single fiber cues the sensation of a given pitch, then the pitch
sensation of the particular input frequency is now mediated by a fiber
that would otherwise generate a pitch sensation for a lower frequency.
The perceived pitch of the input tone has been effectively shifted
downward.

Analogously, Rhode (1971) reported that the maximum mechanical
response of a particular point on the basilar membrane was produced by
lower frequencies as intensity increased. He obtained his data in the
6000 Hz to 9000 Hz frequency region at 70, 80, and 90 dB and so, by
the same analysis as for the Evans (1977) results above, Stevens Rule

is matched.
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III. Chronology of Threshold Microstructure Investigations

A. Introduction.

The aim of this project is to evaluate models of pitch
extraction. Our chosen method depends upon a relationship between
threshold microstructure and pitch shifts with intensity.

Verschuure & van Meeteren (1975), reviewed in the previous sec-
tion, showed that Steven's Rule is correct in general, but violated in
detail. With increasing intensity, low frequency tones become lower
in pitch and high frequency tones become higher in pitch, but in-
dividual subjects show non-monotonic structure in their individual
response patterns of pitch change with intensity. We take the point
of view that these non-monotonic details are associated with fine
structure in the sensitivity patterns along the basilar membranes of
individual listeners. We believe that we can learn about these
sensitivity patterns by measuring the detailed audiograms of listen-
ers. This section reviews the previous research on threshold micro-

structure.
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B. Threshold Microstructure Existence

The earliest article describing threshold microstructure was by
Elliott (1958). This work showed the fine structure in the
audiograms of two subjects, measured at 10 Hz intervals from 400 Hz
to 3000 Hz. They showed changes in threshold of nearly 10 dB within
30 Hz. Other listeners, data not shown, also showed the same degree
of structure in their audiograms. The peaks and valleys of
threshold were, however, located at different frequencies for
different listeners. In fact, the opposite ears of individual
subjects showed microstructure located at different frequencies
from the structures of the first ear tested in the same subject.
Elliott concluded that these audiogram "ripples” were a universal
phenomenon.

In research attempting to relate diplacusis to threshold micro-
structure, van den Brink (1971) also reported observing audiogram
fine structure. It is not clear from this paper at what intervals
the threshold measurements were taken, but the plots of threshold
microstructure show structures approximately the same size as
reported by Elliott.

Thomas (1975) reported finding threshold microstructure with
valley to valley widths corresponding to critical bandwidth.
Measurements were made from 200 Hz to 5000 Hz. The reported intensity
difference from a peak to an adjacent valley was typically 12 dB.
Thomas also reported that the perceived pitch of near threshold sine
tones jumped quantally as the frequency moved from one valley

region to the next.



88

Kemp (1979b) described an investigation of threshold micro-
structure as part of the body of evidence supporting his theory of
evoked cochlear mechanical response described below. He reported
threshold microstructure matching the results of both Elliott and
Thomas. Using a method of adjustment procedure he reported that
frequency intervals of 0.5% and intensity intervals of 5 dB were
adequate for resolving the microstructure in the audiogram. Most
of his microstructure study was carried out by measuring perceived
loudness. The peaks in the loudness curves corresponded exactly with
the frequencies having the lowest thresholds. The mean separation
between loudness maxima for four subjects showed roughly equal
separation intervals (in Hz) for frequencies below 1 KHz. Above
2 KHz the mean separation between peaks (in Hz) increased
geometrically with frequency.

Kemp was able to shift the loudness maxima by 5% by changing the
ambient displacement of the ear drum. By plugging the ear canal and
applying pneumatic pressure the inward or outward displacement of
the ear drum could be changed. The shifts in the loudness maxima
lasted as long as the pressure was applied.

Wilson (1980) was able to modify the microstructure of the
audiogram by changing the middle ear pressure. Pressure changes were
"induced hydrostatically by body tilt". Microstructure was gradually
reduced and finally disappeared (the ratio of peak to valley
intensities went to 1.0) with little change in mean threshold as the
body was tilted from upright to horizontal. As the body was tilted
even further the threshold fine structure reappeared, but with maxima

and minima interchanged. When the subject was fully inverted the mean
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threshold increased by about 20 dB, but the locations of the
structures were unchanged. Wilson only reported data from a
narrow frequency range including only one or two threshold ripples,
80 it is not clear exactly how widespread this effect is.

Van den Brink (1980) also reported microstructure changes
with body position. While not showing the threshold curves directly,
he showed the difference in the thresholds from the two conditions.
He found the changes to be small, but almost identical in the two
ears. Diplacusis was found to change in the same way.

Long (1980) made a study of masking effects and threshold micro-
structure. She reported that masked threshold ripples disappeared as
a simultaneous masker was increased to 40-50 dB. Above this level the
audiogram remained flat. Long also used non-simultaneous maskers.
She found that while the audiogram microstructure disappeared when the
masker level reached 30-40 dB, it gradually reappeared, with maxima
and minima interchanged, as the masker level was increased still
further.

Cohen (1981; preliminary results reported in Cohen & Schubert,
1979) also reported detection threshold microstructure. The ratio
between the maxima and minima were in accordance with the findings of
all earlier investigators (10-15 dB within 30 Hz).

The frequency ranges investigated were narrow, only 100 to 200
Hz, but were still wide enough to judge the width of the ripples.

Again, the reported data matched earlier results.
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C. Threshold Microstructure Stability

Most of the investigators reporting threshold microstructure
retested their subjects to measure the stability of the audiogram
ripples observed initially. The general result was that the
microstructure of the audiogram is remarkably stable. Small day to
day variations in the locations of maxima and minima were observed,
but no large restructuring of the audiogram was reported.

Elliott (1958) reported the audiogram structures were stable over
2 months. Thomas (1975) found that threshold maxima had a standard
deviation of less than 10 Hz for stimulus frequencies in the range 200
Hz to 5000 Hz. He did not indicate the time interval between
measurements. Van den Brink (1971) reported that repeated
measurements of threshold microstructure did "not reproduce as nicely
as the pitch matching in the diplacusis measurements”, but there
appeared to be a "satisfactory conformity" between measurements.

Kemp (1979b) measured the locations of loudness function maxima
daily for 3 weeks. The mean standard deviations for maxima locations
over the 3 weeks were 0.5% (relative to the maxima frequency) for
maxima below 1 KHz and 0.25% for maxima above 2 KHz. Subjects
monitored intermittently over 4 years showed no changes in excess of
0.5%.

Cohen (1981), in a two week delayed retest of selected threshold
points, found relatively small changes in threshold microstructure.
The locations of peaks and valleys remained constant, but individual
threshold values changed. Some by as much as 7 dB. In a two-month

retest for one subject, however, relatively large changes in
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microstructure location were observed. Cohen only measured thresholds
at 4 different frequencies so it is difficult to determine the real

change in the structure.
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IV. Stimulus Encoding, Excitation Patterns, and Pitch Extraction

The form of the information supplied to the pitch extraction
mechanism is crucial to the manner in which it will perform its
task. In section I we stated that we assume that the central
neural activity pattern, from which the pitch is extracted, is a
pattern in space. In this section we describe the processes that
generate that central spatial activity pattern. Knowledge of these
processes is relevant as part of the chain of logic allowing us to
link the characteristics of the peripheral auditory system
(threshold microstructure) to predictions of central pitch extraction
behavior as measured with a pitch matching task, (pitch shifts with
intensity).

We define the neural activity pattern as the pattern of activity
of a collection of neurons. Each individual neuron or small group of
neurons responds to a different region of the frequency spectrum.

The function of the pitch extraction mechanism is to observe

the output of this neural spectrum analyzer and generate a

sensation of pitch. The first part of this section describes how
that spectrum analysis is carried out. The last part of this section
describes models of the pitch extraction process.

Acoustic stimuli to be processed by the auditory system are
patterns of air pressure variation occurring in time. For the audible
range of acoustic stimuli those air pressure fluctuations occur at
frequencies anywhere from 20 to 20,000 Hz. PFor a sine tone lasting
1 second, however, 20 to 20,000 separate events are not perceived, but

a single pitch that remains roughly constant for the entire second.
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It is the function of the auditory periphery to encode those pressure
variations into the spatial neural activity pattern processed by the
pitch extraction mechanism.

Mathematically an acoustic signal may be represented in either of
two ways, in the "time-domain” or in the "frequency-domain". The re-
presentations carry the same information, but each reveals different
aspects of the same signal. A question central to theories of pitch
perception is whether the transformation of the acoustic signal from
the time-domain representation to the frequency-domain representation
takes place before or during the pitch extraction process. While the
manipulation of the information in either domain is mathematically
equivalent, the physical realigation of those manipulation
processes may be vastly different. The behavioral and perceptual
effects to be observed at the level of the pitch extraction depend
upon those physical processes.

Helmholtz' book On the Sensations of Tone (1863) marks the begin-

ning of the modern era of auditory research. According to Holmholtz'
theory the stretched elements of the basilar membrane vibrate in
sympathy with the frequency components of the incoming sounds. In
this way the frequency components are coded at specific places; each
connected to different nerves. Helmholtz, however, did not originate
the idea that the acoustic wave was coded as a spatial activity
pattern. Wever (1949) described the work of DuVerney in 1683.
DuVerney, a French physician, had a resonance theory of the basilar
membrane very similar to Helmholtz' theory. It was Helmholtz' book
though, serving as a timely and eloquent integration of previous

research, that won him most of the credit for originating the
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resonance-type of place theory.

The frequency selectivity of the stretched elements of the
basilar membrane was extremely fine according to Helmholtz. Critics
pointed out that this leads to those elements "ringing" for an
unacceptably long time after the tone itself has stopped. Helmholtsz
was forced to conclude that these stretched elements must have
considerable damping in order to eliminate the persistence. This,
however, greatly reduced the frequency selectivity of the elements and
led to a spread in the number of elements resonating to a single input
frequency. Thus, the excitation pattern was born.

Helmholtz could not reconnect this excitation pattern with
Muller's doctrine of specific nerve energies that he had extended
to mean that specific nerves or groups of nerves corresponded to
each different perceivable pitch (Nordmark, 1970). It remained until
1900 for Gray's principle of maximum stimulation to offer a resolution
to this problem (Wever, 1949). According to Gray, the sensation
of pitch is derived from the maximally stimulated segment of the
basilar membrane. Impulses from the surrounding nerves are
suppressed. The maximum referred to is only a relative, or local,
max imum. Multiple maxima are allowed explaining the ability to hear
more than one pitch in two simultaneously played tones. The limits
of pitch discrimination are determined by the ability to discriminate
between two close maxima in the excitation pattern. This early model
of pitch extraction is referred to as the Peak Detection model for the
remainder of this paper.

Von Bekesy (1960), in a compendium of his earlier work, showed

that the Helmholtz resonance model of basilar membrane motion is a
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specific case of a more general model of the mechanical action of the
bagsilar membrane. Using direct observation of the basilar membrane
von Bekesy was able to find more accurate parameters for this general
model. He found that the motion of the basilar membrane is more
closely represented by what appeared to be a traveling wave.
Von Bekesy observed that the point of greatest displacement of the
basilar membrane varied with frequency. The point of maximum
displacement is close to the apex of the cochlea for low
frequencies and close to the oval window for high frequencies.

Von Bekesy's travelling wave theory easily replaced Helmholtg
resonance theory of basilar membrane motion. The amount of excitation
in any particular hair cell along the basilar membrane varies with the

degree of displacement of its location due to the traveling wave.
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Von Bekesy's travelling wave theory had problems with frequency
resolution, much the same as Helmholtz' resonance theory. Galambos &
Davis (1943) found that individual nerve fibers responded to much more
specific frequency regions than would be predicted by the broad dis-
placement maxima observed by von Bekesy. Zwislocki (1948, cited in
Nordmark, 1970) reported that separate maxima do not appear in the
basilar membrane displacement from two tones unless those tones are at
least an octave apart. Because of these discrepancies between the
single fiber studies and displacement calculations based on von
Bekesy's work, models of the mechanical motion of the basilar membrne
continue to be diveloped (c.f. Allen, 1980, a & b). The result of
this effort has been to greatly increase the predicted frequency
selectivity of basilar membrane displacement maxima.

Another approach to the problem of frequency selectivity was to
investigate neural coding of aspects of basilar membrane motion other
than simple maximum displacement. Von Bekesy' himself was aware of
the frequency selectivity problem and suggested that the neural
mechanisms might code the derivative of basilar membrane displacement
instead of the displacement itself (von Bekesy, 1960). Von Bekesy
invested a great deal of effort into the problem of lateral in-
hibition and selectivity (Bekesy, 1967). He considered the increased
selectivity to be an entirely neural process.

Huggins & Licklider (1951) investigated a variety of neural coding
schemes that might sharpen the neural fiber frequency selectivity
vhile maintaining von Bekesy's basilar membrane displacement cal-
culations. They calculated maximum basilar membrane displacements for

two simultaneously sounding tones-200 Hz and 1600 Hz with the higher
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tone 30 dB less intense than the lower tone. The calculated maximum
displacement from the 1600 Hz tone was completely masked by the motion
of the membrane due to the 200 Hz tome. Two pitches, however, are
easily heard in this stimulus in behavioral tests. Huggins & Lick-
lider found that the negative of the second derivative of the basilar
membrane displacement yields two separate maxima at approximately the
same locations as displacement maxima from the two tones sounded
separately. They concluded that neural coding of the second deriv-
ative of basilar membrane displacement is a mechanism that can account
for some of the discrepancy between single fiber results and von
Bekesy's displacement model.

Nordmark (1970) disagreed with Huggins & Licklider. He pointed
out that the interaction effects of the two tones caused those second
derivative maxima to be shifted enough to result in perceivable pitch
shifts. He claimed that those pitch shifts had not been seen in
behavioral data. These pitch shifts, however, have been shown to
exist. Thurlow (1943) was the earliest. More recently Terhardt &
Fastl (1971) and Terhardt (1973) have reported pitch shifts in the
simultaneously sounding tones. It is not clear, though, that these
reported pitch shifts are due to neural coding of the second deriv-
ative of basilar membrane motion.

Green (1976) reviewed the studies showing that the direction of
shear between the cilia of the hair cells and the tectorial membrane
forms a pattern that changes with the frequency of the input tone.
This direction is mainly across the width of the basilar membrane on
the portion of the basilar membrane between the stapes and the

location of maximum displacement. It is mainly along the length of
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the membrane from the point of maximum displacement to the apex.
Since hair cells are sensative to shear in specific directions this
shear pattern may affect the neural excitation pattern.

Efforts such as those by Huggins & Licklider (1951) have been
abandoned. More recent observations of basilar membrane displacement
using the Mossbauer technique (Johnstone & Boyle, 1967) and the
capacitive probe technique (Wilson & Johnstone, 1975) have shown that
the displacement maxima are much more sharply defined than originally
thought.

The structure of the excitation pattern may be approached from an
alternate direction. By observing the responses of individual
auditory nerve fibers to input signals at various frequencies, ampli-
tudes, and phases a description of an excitation pattern to any
arbitrary input may be constructed as a collection of individual
neuron responses.

For describing the activity of individual auditory nerve fibers,
the work of Galombos & Davis (1943), Kiang and collaborators at MIT
and Rose and his collaborators at Wisconsin are the most popular
references. Galombos & Davis were first to show that individual
auditory nerve fibers respond best to a narrow range of frequencies.
The one frequency to which the fiber responds at the maximum rate is
called the characteristic frequency or best frequency. A fiber's best
frequency may be obtained in two ways. One is to outline a response
area for a single fiber by measuring a fiber's response to a constant
intensity signal presented at different frequencies. The other way is
to find the response threshold of the fiber for a variety of freq-

uencies. The frequency that has the lowest threshold for the fiber is
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the characteristic frequency.

The excitation pattern to be approximated is defined along what
we have called the tonotopic axis. This tonotopic axis is a device to
describe an ordering of single fibers or small groups of fibers, each
having different best frequencies. The unit along the tonotopic axis
might be a discrete quantity,simply assigning an ordinal value to the
fibers as arranged by best frequency. We expect, however, that the
distribution of fibers with different best frequencies is not uniform
across the range of audible frequencies. Zwislocki (1965) showed that
neurons are spaced approximately uniformly with respect to the log of
the fibers' best frequencies. Von Bekesy (1960) showed the place of
maximum displacement of the basilar membrane is roughly a uniform dis-
tribution along the length of the basilar membrane with the log of the
frequency of the signal. Therefore, we have chosen the unit along the
tonotopic axis to be "z", equal to the log of those best frequencies.
Z is a continuous variable corresponding to the center of a useable
range of fibers with similar best frequencies. This collection of
fibers with similar best frequencies make up a minimal patch along the
basilar membrane. The widths of these minimal patches are assumed to
be equal widths in log(best frequency). We further suppose these
widths to correspond, on the average, to the widths of neural
excitation patterns from pure tone signals presented at threshold
intensity levels.

The amount of excitation at any given coordinate is a double
average. It is an average over the firing rates of all of the fibers
within the minimal patch along the basilar membrane represented by z

and it is an average over time of the driven firing rates of those
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fibers. The driven firing rate is the firing rate of a fiber above
its spontaneous firing rate.

To complete the excitation pattern approximation a variety of
parameters must be specified. The response of a fiber to input at its
best frequency must be specified for various intensity levels. The
response of a fiber to input not at its best frequency, at various
frequency intervals and for various intensity levels, must be speci-
fied. The spread of mechanical displacement is already included in
this approximation because the 'off-frequency' responses of fibers are
measured with an intact basilar membrane. The fact that the fiber is
in a section of the basilar membrane not vibrating at maximum displac-
ement is an inseparable component of its off-frequency response char-
acteristics.

One model of pitch extraction has already been discribed. The
Peak Detection model of Gray specifies that the pitch of a tone is
detemined by the 2z coordinate along the tonotopic axis with the
highest activity level. One problem with this theory stems from the
limited response range of auditory nerve fibers to intensity. The
firing rate of single auditory nerve fibers saturates when the input
signal is greater than 60 dB above the threshold intensity level
(Green, 1976). A high intensity signal causes a wide segment of the
basilar membrane to vibrate at large amplitude. Many fibers are
stimulated at a level more than 60 dB above threshold. The excitation
pattern then has many frequency locations responding maximally. This
creates a plateau rather than a peak in the excitation pattern. If
the peak detection model is the mechanism of the pitch extraction

process then we expect frequency selectivity in pitch perception to
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decrease with increasing intensity for high intensity signals. Two
high intensity tones that are close in frequency stimulate large over-
lapping regions of the excitation pattern to saturation level. Pitch
discrimination ability under the peak detection model is expected to
decrease. In fact, pitch discrimination improves somewhat as
intensity increases (Wier, Jesteadt, & Green, 1977). This argues
against a simple peak detection model of pitch extraction.

An alternative model is the Centroid model. In this model the
pitch extraction process computes the centroid of the excitation pat-
tern. The centroid is computed by taking the sum of all the z co-
ordinates represented by fibers stimulated above threshold; each
weighted by its excitation level. This sum is divided by the sum of
the weights. The perceived pitch corresponds to the centroid of the
excitation pattern. There are problems with this model, however. As
the intensity of a signal increases more fibers will fire. According
to this model we expect the increase in the number of contributing
fibers to increase the specificity of the pitch. This results in
improved pitch discrimination at high intensities. Based upon the
single unit response curves of Rose, et al, we expect the number of
fibers responding to increase dramatically over this intensity range.
Wier, et al, (1977) find only a very small increase in pitch discrim-
ination for two sine tones when the signal intensity is increased from
40 dB to 80 dB.

Another model for the pitch extraction process involves the point
of maximum slope in the excitation pattern. The extraction mechanism
would locate the z coordinate along the tonotopic axis at which the

amount of activity is most different from its neighbors. This search
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would be restricted to one end of the excitation pattern. Rose, et al
(1971) showed response areas of single neurons that indicated that
excitation patterns expand along the tonotopic in only one direction
as the signal increases in intensity. The end of the excitation
pattern to be evaluated for maximum slope would have to be the
stationary end of the pattern. The pitch extraction mechanism causes
a sensation of pitch corresponding to the z coordinate along the
tonotopic axis having this largest slope. This model does not suffer
from the problems of the first two models. The spread of the excit-
ation pattern does not affect this mechanism. Looking for a single
point in this fashion, however, leads to very volatile predicted pitch
sensations. Due to internal noise this single point varies consider-
ably.

Whitfield (1978) proposed that the process of assigning a loc-
ation along the tonotopic axis to an excitation pattern use the
simplest mechanism possible. His model finds the boundary point
between a region of the excitation pattern where all cells are below
threshold and a region where all cells are above threshold. These
boundary points are the points along the tonotopic axis where the
excitation pattern begins and ends. The pitch extraction mechanism
uses the locations of these end points, in some unspecified way, to
determine the perceived pitch of the signal. This model suffers from
the same problem as the maximum slope model. Internal noise will lead
to large errors in determining the end points. This will lead to un-
stable pitch sensations. Whitfield claimed that this problem of noise
is eliminated by an internal squaring process that accentuates the

excitation pattern boundaries.
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There are other models of pitch extraction. The models listed
above do not exhaust the possibilities. Tests of the Peak Detection,
the Centroid, and the Whitfield models are described below. As a set

they provide a reasonable starting place to evaluate the logic of the

experimental paradigm.
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V. Data Collection

A. Introduction

Our experimental paradigm supposes that there is a relationship
between microstructure in the sensitivity function for hearing and the
non-mono tonic deviations from Stevens Rule found in measurements of
pitch change with intensity. We believe that through this
relationship we can learn about the mechanisms of pitch extraction.

The first part of our experimental paradigm is the collection of
measurements relating to the sensitivity function of hearing, and the
collection of measurements of pitch shifts with changes in intensity.
These data are used in the last part of the paradigm to evaluate
models of pitch extraction via computer studies. This section
describes the data collection. Section VI below describes the

computer modelling studies.
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B. Data Collection Protocol

Information about the microstructure in a subject's sensitivity
function was obtained by making detailed measurements of the
subject's threshold of hearing. We assumed that the threshold
microstructure would be different for the two ears of a single subject
(van den Brink, 1971) so we only took measurements from one ear. For
frequencies at which a low threshold was measured we assumed that the
corresponding point along the tonotopic axis was very sensitive.
Points along the tonotopic axis that were relatively insensitive were
revealed by high thresholds at the corresponding frequency.

We wanted to measure pitch shifts with intensity (P-I) in an in-
tensity regime where sensitivity microstructure is known to affect
perception. Kemp (1979) and others have shown that the microstructure
of the threshold is highly correlated with measures of perceived loud-
ness for stimuli near threshold. This correlation decreased as the
stimuli of the loudness experiment were increased in intensity. When
the stimuli reach approximately 50 dB above threshold the correlation
was no longer significant. Based on this result we chose to collect
the P-I data using stimuli less than 50 dB above threshold.

The next priority was to elicit pitch shifts that were large
enough to measure reliably. Ideally, based upon Kemp's results both
tones should be as close to threshold as possible to maximize the
effects of sensitivity microstructure. If the two tones are too
close in intensity, though, the pitch matching errors will be larger
than the P-I effect (Verschuure & van Meeteren, 1975). We chose to

use a 30 dB intensity difference. This provided a large intensity
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difference and allowed both tones to be less than 50 dB above
threshold. Specifically, intensities of 40 dB SPL and 10 dB SPL
were used. 10 dB SPL was chosen as close to threshold, but not

80 quiet that reliable pitch matching cannot be done. By chance, the
40 dB level was the intensity Fletcher (1934) proposed as a standard
for pitch matching experiments.

Studies described above (Chapter II, section III.C. Threshold
Microstructure Stability) showed that the microstructure of the
auditory threshold changes over time. For this reason we measured the
threshold microstructure both before and after the pitch-intensity
measurements were made. We expected any changes in the thresold
microstructure to be reflected in the variations in the pitch-
intensity measurements. Measuring thresholds before and after the
pitch matching task allowed us to monitor any changes in
microstructure that may have occurred during the course of the
experiment.

Detailed threshold measurements were made in the one octave range
from 1200 Hz to 2400 Hz. Changes in pitch with intensity were made at
24 equally logarithmically spaced frequencies from 1392 Hz to 2101 Hsz.
These sampled frequencies do not span the entire range from 1200 Hgz to
2400 Hz because we expected that the pitch shifts might be affected by
sensitivity microstructure not exactly at the same location along to
tonotopic axis.

These frequency ranges were divided into smaller ranges for the
testing procedure. The threshold measurements were done in 3
overlapping ranges: 1200 Hz to 1600 Hz, 1496 Hz to 1978 Hz, and 1800

Hz to 2400 Hz. The pitch shift measurements were taken in 2
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contiguous ranges of 12 frequencies each: 1392 Hz to 1696 Hz and
1726 Hz to 2101 Hz. These frequency ranges are illustrated by Figure
11. These divisions of the frequency regions served two purposes.
The first was to enable the threshold measurements to be taken
relatively close in time to the pitch shift measurements. The second
was to relieve subject boredom.
The following experimental protocol was followed: (See Figure
12).
a. Measure threshold from 1200 Hz to 1600 Hz.
b. Measure threshold from 1496 Hz to 1978 Hz.
c. Measure pitch shifts with intensity for the 12 low
frequencies; the set of 12 is measured 5 times.
d. Re-measure threshold from 1200 Hz to 1600 Hz.
e. Re-measure threshold from 1496 Hz to 1978 Hz.
f. Measure threshold from 1800 Hz to 2400 Hz.
g. Measure pitch shiftss with intensity for the 12 high
frequencies; the set of 12 is measured 5 times.

h. Re-measure threshold from 1800 Hz to 2400 Hz.

This protocol took 5 to 6 hours to complete. Each threshold
measurement took 15 minutes. Each measurement of pitch shifts for the
12 frequencies of a set took about 20 minutes. Each of these 15 to
20 minute measurement sessions was followed by at least 5 minutes of

rest. The entire protocol was always run as a complete "marathon”.
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C. Apparatus and Subjects

All tones were presented monaurally. The subjects were seated in
a sound-proof booth and listened through TDH-49 headphones with
MX41 cushions. The signal source was a Wavetek model VCG 116
voltage controlled function generator. The frequency and amplitude
of all signals were controlled by a microcomputer. The microcomputer
controlled the sequencing and timing of all signals in the
experiment and also collected the responses.

Only sine wave signals were used. The tones were high-pass
filtered (6 dB/octave) to flatten the response characteristics of the
TDH headphones as measured with a flat plate coupler. The tones were
turned on and off with a sine-squared edge lasting 6 milliseconds.

Three subjects were used, J, M, and W M was the author. All 3

had experience in psychoacoutic listening tasks.
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D. Threshold Microstructure-Procedure.

Threshold of hearing curves for pure tone stimuli were
measured for a single ear of each subject. These detailed
measurements were taken using a computer controlled von Bekesy
Audiometer tracking procedure (von Bekesy, 1960).

The signal used was a pulsing sine tone. The tone pulsed with a
period of 500 ms; 250 ms on, 250 ms off. This pulsing was to
eliminate adaptation effects. The period of the pulsation was chosen
to be long enough to exceed temporal integration time for this
frequency range (200 to 250 ms; Plomp & Bouman, 1959). The intensity
of the tone changed in 1 dB steps every 500 ms. These intensity
changes were coincident with the gating of the pulses.

The response required of the listener was very simple. The
subject pressed a button whenever he heard the tone and released the
button when he did not. While the subject heard the tone and was
pressing the button the intensity of the tone decreased. When the
intensity of the tone got below threshold the subject no longer heard
it and released the button. While the button was released the
intensity of the tone increased until, when finally above threshold
intensity again, the subject heard the tone and pressed the button.
This caused the intensity to begin to decrease again. By this
process the intensity of the tone oscillated back and forth across
the actual threshold intensity for the subject.

The frequency of the tone in the standard procedure is
changed continuously. In our computer-controlled version, the

frequency was changed every 20 ms. Each time the frequency was
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changed it was increased by 0.00063% (1.91% per minute). The
frequency steps were logarithmically equal. The size of the steps
was chosen so that 15 minutes was required to sweep the tone across
the entire frequency range being tested; an increase in frequency of
33% for all 3 ranges. This rate of change in frequency was slow
enough that the pitch of the tone seemed constant.

By changing the frequency of the tone the intensity threshold
crogsed by the repeating oscillations of the stimulus intensity was at
a different frequency for each oscillation. By changing the
frequency slowly the frequencies for which threshold was estimated
were very closely spaced.

The level of the tone during an entire session was
plotted on a strip chart recorder. A portion of a typical response
curve is shown in Figure 13. This curve oscillates across the
intensity threshold for the subject. At the peaks in the oscillation
the subject began to detect the tone and pressed the button. At the
valleys in the oscillation the subject no longer heard the tone and
released the button. The exact threshold was never observed directly.
The threshold at any given frequency was approximated by taking the
arithmetic mean of the intensities at the peak and valley that
straddled that point. About 60 threshold values were estimated from
each response curve. The frequencies of these thresholds were
equally logarithmically spaced. The interval between each measurement
point was about 0.45%. This is equivalent to a frequency interval of
about 5.45 Hz around 1200 Hz and a frequency interval of about 10.9 Hz

around 2400 Hz.
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E. Threshold Microstructure - Results

The data from the Von Bekesy Audiometer runs were coded as
described above. Only the runs following the pitch-intensity trials
were used (steps d, e, and h from the protocol). The overlap at the
ends of the frequency regions were eliminated by using the data from
the middle frequency range only. This was done after verifying that
any structure occurring in each frequency range was present in both
of the data sets covering that overlap region. A uniform constant
was added to all measured thresholds in the low or high frequency
range data when necessary to eliminate discontinuities in the
overall threshold curves. This was justified because our ultimate
objective was to correlate the structure of these curves with the
pitch-intensity measurements. The absolute levels were relatively
unimportant.

We estimated the sensitivity along the tonotopic axis as exactly
the negative of the threshold along a log-frequency axis. These
negative threshold curves for all 3 subjects are plotted in
Figure 14. Data for subjects J and M fit along the same zero line
because of the large difference between overall levels of sensitivity.

Subject J is relatively insensitive compared to the other two
subjects. Subject J shows less sensitivity in the range of
approximately 1500 Hz to 1900 Hz. J shows a large peak at
approximately 1400 Hz. There are also well defined peaks at about
1600 Hz, 1800 Hz, 1970 Hz, 2100 Hz, and 2180 Hz. These peaks are 7.5
to 15 dB higher than surrounding levels. There is a full 20 4B

difference between the most sensitive point (about 1450 Hz) to the
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least sensitive point (about 1900 Hz).

Subject M is the most sensitive subject in this frequency range.
Subject M has well defined peaks at approximately 1350 Hz, 1460 Hgz,
1550 Hz, 1650 Hz, 1750 Hz,1850 Hz and 2000 Hz. These peaks are 6 to
17 dB higher than surrounding levels. There is a 23 dB difference
between the most sensitive point (about 1400 Hz) and the least
sensitive point (about 1240 Hz).

Subject W has a relatively flat sensitivity curve compared to
subjects J and M. There are only two well defined peaks, at 1600 Hz
and 1900 Hz. These peaks are only about 10 dB higher than surrounding
levels. Subject W tended to have smaller oscillations in intensity in
the raw data plots. This may have ben the part of the reason for
the relatively smooth sensitivity curve.

There is a no systematic relationship between data for the
different subjects. None was expected. Each subject has unique
sensitivity microstructure.

Subject W executed the marathon protocol 3 times. These 3 times
were separated by 2 month intervals. Figure 15 shows these data.

The top curve is the sensitivity curve from the first threshold
measurement in each frequency range. The next curve (identical to the
curve for subject W in Figure 14.) is from the second threshold
measurement in each frequency range taken during the first marathon.
The third curve is from an execution of the marathon two months

later. The bottom curve is from the third execution of the marathon,
4 months after the first. The bottom 3 curves are all from second
measurements in each frequency range. The similarities here are

remarkable. The first two curves, both taken within 1 to 2 hours, are
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no less different than the first curve and the fourth curve, taken
4 months apart. Clearly sensitivity microstructure is very stable

over long periods of time.
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F. Pitch-Intensity-Procedure

Measurements of the P-I effect were made at 24 different
frequencies using a pitch matching procedure. The 24 frequencies
used were at equal logarithmic steps from 1392 Hz to 2101 Hz.

On each trial the subject was given unlimited exposure to a 4
part stimulus presentation sequence. During the first interval the
standard tone was presented at about 40 dB SPL. During the third in-
terval the matching tone was presented at about 10 dB SPL. The second
and fourth intervals were silent. Each of the four segments lasted
500 ms. The frequency of the standard tone remained constant during
the entire trial. The subject adjusted the frequency of the matching
tone until satisfied that the two tones had the same pitch. The
segments were marked by separate lights of different colors.

Twelve different frequency standard tones were presented during
each run. 5 runs were done using each set of 12 frequencies. During
each run the tones were presented in a different random order. The
final frequency of the matching tone minus the frequency of the
standard tone was the measurement of the pitch shift.

Tones presented to subjects J and W were at slightly higher
intensities. Subject J matched the pitches of tones at 45 and 15 dB
SPL. Subject W matches the pitches of tones at 43 and 13 4B SPL.
These higher intensities were used in order to ensure that all tones
were above threshold when presented. Preliminary experiments showed
that pitch matches had extremely high errors when the lower intensity
tone was below threshold as measured by the Von Bekesy tracking task.

The difference in intensity between the standard and matching

——
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tones was maintained at 30 dB.
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G. Pitch-Intensity-Results.

Figure 16 shows the results of the pitch-intensity measurements
for all 3 subjects. As for the sensitivity curves there is no
systematic relationship between the data for the individual
subjects. The maximum amount of change between adjuacent points along
these curves is roughly comparable for all 3 subjects. This is not
consistent with the sensitivity microstructure data. Subject W's
sensitivity was much less variable than J and M . There are only
three locations showing these large jumps, however, about 1500 Hz,
1700 Hz, and 2000 Hz.

The pitch-intensity data from the three marathons subject W
executed is shown in Figure 17. Like the sensitivity
microstructure, these data are remarkably similar. Only two features
of the curves seemed to change during the 4 months. The P-I curve at
2 months did not have the prominent peak at about 1700 Hz found in the
other two curves. The curve of P-I effects at 4 months shows a single
peak between 1750 Hz and 2000 Hz whereas the two earlier data sets

show what might be called a jagged plateau across that range.
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H. Data Collection-Discussion

Figures 18,19, and 20 show the data from the two procedures
for each subject. The bar at the top left in each figure shows the
estimated error for the sensitivity function. This was calculated by
sampling the size of the intensity oscillations. The length of the
bar is two standard deviations. The error bars on the P-I curve in
each figure (the bottom function) represent two standard deviations
also.

A number of points may be made in comparing the two measures of
auditory function. First, the size of the errors relative to the
structure in the curves is consistent. The large changes in
sensitivity and the changes in amount of pitch shift with intensity
within narrow frequency ranges are larger than the average error in
either case. This shows that the procedures used are reasonable. The
structure we expected to find in these curves is real and not just the
result of subject variability. The similarity in the size of the
structure relative to the size of the error also means that these
measurement procedures are equivalent in accuracy.

These similarities in error relative to observed structure also
mean that the magnitude of the structures we found are roughly
equivalent. Our notion that sensitivity microstructure is related to
P-I structure is reasonable in that the magnitude of the sensitivity
microstructure matches the magnitude of the pitch shifts.

There appears to be a correlation between the actual level of
sensitivity and the P-I error. In many cases where the amount of

error in the P-I function changes dramatically from one point to the
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next these changes are exactly coincident with a large change in
sensitivity. An especially good example of this may be seen in the
data for subject J at the 6 highest frequency P-I points. Because of
his low sensitivity the low intensity tone may have been below the
threshold resulting in extremely large errors for some of these
points. The two points in that last 6 that have small errors,
however, are at frequencies exactly corresponding to peaks in the
sensitivity curve.

There is an explanation of the relationship between sensitivity
micro-structure and P-I effects that we consider trivial. If the
effect of the peaks in the sensitivity structure is simply to boost
the effective intensity of the low intensity tones while having little
influence on the effective intensity of the high intensity tones, then
the structure in the P-I curve is due simply to changes in the
relative intensity difference between the two tones. At sensitivity
peaks the effective intensity difference might only be 20 dB instead
of 30 dB. This would cause a change in the amount of pitch shift,
resulting in structure in the P-I function matching the structure in
the sensitivity function. Based on this model of the relationship and
Stevens Rule for high frequency tones (high intensity increases pitch)
the following predictions about the shape of the P-I curve can be

made:
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1. The average pitch shift will be positive.

2. At sensitivity peaks there should be a minimum in the

P-I curve. This is due to a decrease in the effective intensity

difference. The minimum in P-I should be zero or still positive.

3. Sensitivity minima will correspond to P-I peaks. The peaks

should be positive.

The actual data reveals two aspects inconsistent with this
explanation of P-I structure: 1) the average pitch shift is
approximately gero and 2) the peaks in the P-I curve are more often
associated with sensitivity maxima than minima. If one argues that
this frequency range falls in the no-shift regime of Stevens Rule then
the peaks of the sensitivity curve should be associated with gzeroes of

the P-I curve. This is still not the case.
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VI. Modelling
A. Introduction

The purpose of this investigation was to evaluate models
describing the pitch extraction process of the auditory system. The
approach used in this evaluation was to predict the behavior of the
individual subjects on the P-I task under each of the different
models. We expected one model to make obviously superior predictions,
predictions that closely matched the actual measured responces of the
subjects.

The evaluation procedure was the same for each model. We assumed
that the perceived pitch of a tone, P, is some function, p, (the
extraction process) of the excitation pattern, E.

P = p(E)
The excitation pattern is determined by the frequency of the input
signal, f, and the intensity of the input signal, I. The pitch of the
40 dB tone then is:

Py = P(fy, ,40)
The pitch of the 10 dB tone is:

P, = p(f,,10) .
When the perceived pitches of the two tones are equal:

Po=Py -
This means that for equal pitches

(£, ,40)=p(f  ,10).
the frequency of the 40 dB tone, fﬂ,. was fixed and known. The only
unknown quantity was f_ . Each model was used to calculate P«,.

Then values of fw were tried in the calculation of P‘o using the
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model being evaluated, until P.° equalled Iuo' The predicted pitch
shift was

o~ fao
which matched the formula for the measured pitch shifts from the data
collection. The models were used to predict the pitch shifts for all
24 frequencies from the P-I procedure. The similarity between the
predicted and the measured pitch shifts was the gauge of the success
of the particular model.

This evaluation procedure did not depend upon the actual values
assigned to P. With this method we continued in the realm of
classical psychophysics. It was not necessary to determine what
the actual perception was. It was only necessary to find stimulus

conditions (mathematically defined) that generated an equivalent

sensation along the same dimension (P).
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B. Computed Excitation Pattern

Colburn (1973) modelled the excitation, driven firing rate, at

each point along the tonotopic axis, E(z), by the following formula:
A(f)H(z-log f)
M B e BT

A(f) is the amplitude of the signal at frequency f. H is a filter
function describing the decrease in the excitation level at location
z as a function of the distance along the tonotopic axis from z to the
point where the best frequency of the fiber matches the input
frequency (log f). The maximum of this function is at the point where

z=logf. This function is not necessarily symmetric ie.

-m(z-log f)
H=2

H(z-log f) # H(log f-z)
K is a parameter making the function non-linear corresponding to
saturation at high intensities.

Our model differs from Colburn by our addition of the sensitivity
function of the tonotopic axis to the equation.

A(f)H(z-log £)S(z)

For this model, in the limit of infinite input amplitude, A(f),
all points along the tonotopic axis will have an equal output
level of 1. We called this the constant saturation model.
An alternative model for excitation that we also tried was
A(f)H(z-1log f)
T R (e D1

In this model the dynamic range of the excitation at each point is
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identical, but multiplied by the sensitivity of point. This means
that for two points along the tonotopic axis having the same input,
both will be equally saturated but the more sensitive point will still
have a higher drive firing rate. This was called the variable
saturation model.

A final addition to the model was that the amplitude of the
signal reaching point z, (A(f)H(z-log f)), had to be greater than the

threshold at that point. Otherwise E(z) was set to 0.0.
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C. Pitch Extraction Models

1. Peak Detection: The most obvious way to implement is a

simple search for the peak of the excitation pattern E. This

was not done. Instead a function that predicted the location of the
peak was used. The prediction was based on the first and second
derivatives of the sensitivity curve at the point z=log f and the
filter slope parameters of H. The basic idea was to use an analytic
formula to calculate the value of z that resulted in the derivative of

E being gzero.

2. Centroid: In this model the centroid of E was calculated by

the following formula:

N

L z, E (2.)

. h 1
P = i=1

N E (zi)

z

i=1

This model weights each point along the tonotopic axis by the level of
excitation at that point. Using Colburn's model of the excitation
pattern, this model would be reducible to analytic form. The filter
slope parameters would determine the shift of the centroid away from
the peak. With sensitivity included in the computation of the
excitation an analytic form is no longer possible.

3. Whitfield: In this model (Whitfield, 1978) a search is
made for the z coordinates closest to the center of the filter
function, H, at which the excitation pattern changes from 0.0 to a
value greater than O. The mean of these two points is the computed
value of P.

4. Whitfield Centroid: Whitfield's notion of a simple decision
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process based on a point on the excitation pattern being above or
below threshold led to an alternative centroid model. In this
modification all points along the tonotopic axis that are above

threshold are given equal wieght.

N
I(z., | E (2.) > 0)
. 1 1
i=1

P = N
I@1]|E(2,)>0)
. 1
i=1

This gives more weight to points of low excitation than the centroid
model. The FORTRAN implementation of all models is shown in Appendix

B.
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D. Parametric Variations

These models and the excitation calculation have many parameters.
The filter function has two parameters, one for each condition
z=log f and ¢ log f. The excitation has the parameter for saturation,
K. It is reasonable to introduce a threshold higher than the measured
threshold. This corresponds to the fact that at the level of absolute
threshold a tone may be reliable detected, but not produce a sensation
of pitch (Plomp & Bowman, 1959). It has been shown that the best
frequency of single fibers changes with increasing intensity (Rose,
etal, 1971). Based on this, the location of the maximum of the filter
function H may be considered to be a function of intensity as well as
frequency.

Clearly there is a large parameter space within which to test
these models of pitch extraction. Not all models were tested in all
variations. The models and their evaluation was an evolving process.
Some of the variations outlined above were not included in the
testing procedure until late in the process. In those cases models
previously tested (e.g. the Peak model) were not retested with the

new parameter variations.
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E. Computer Modeling - Best Results

Data from only one subject, W, is shown in this section. The
results for subject W are typical of the 3 subjects. Showing the
results for only 1 subject facilitiates comparison between the
models.

1. Peak Detection: This model was tried using both a

symmetric and an asymmetric filter with the variable saturation
excitation pattern. A relatively high Pearson product-moment
correlation r=.5 between the predicted pitch shifts and the actual
pitch shifts was found when the center of the filter was offset to
1 semitone higher frequencies. An asymmetric filter was used.

The filter parameters used resulted in the excitation decreasing
from the center toward lower frequencies at 180 dB/octave and

240 dB/octave toward higher frequencies. This very narrow

filter caused the predicted pitch shifts of the appropriate magnitude.
The correlation was slightly lower (r=.46), however, because the
points that were incorrectly predicted before were now

even more incorrect. The results for subject W are shown in

Figures 21 and 22 as examples.
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2. Centroid: This model was tried using the most parametric
variations of all the models. This model did not produce pitch
shift structure of the proper magnitude under any conditions. Ths
predicted pitch shifts calculated were always within a very small
range This range could be shifted up (decrease the lower slope
parameter) or down (decrease the upper slope parameter), but the range
of predictions remained the same. A typical set of predictions is
shown in Figure 23. The filter parameters were 120 dB/octave for
lower frequencies and 180 dB/octave for higher frequencies. The
variable saturation model was used. The resulting correlation was

r=.27, but clearly these predictions are not very good.
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3. Whitfield: The Whitfield model was not very successful.
Using the constant saturation excitation pattern with no offset and
both symmetric and assymmetric filter slopes typical predictions only
had a correlation of r=.03. The magnitude of the predicted shifts
was smaller than required as well. A typical set of predicted pitch
shifts is shown in Figure 24.

An alternative to finding the two edges of the excitation pattern
closest to the center of the filter (H) was to choose the edges
furthest from the center. This alternative was tried when it was
observed that because of the structure of the sensitivity curve the
excitation pattern, even for a sine tone, was not always continuous
along the tonotopic axis. This modificaton increased the sigze of the
predicted shifts and improved the correlation of the predicted to
measured shifts to as high as r=.32. This best fit was found with
asymmetric filter slopes (240 dB/octave to lower frequencies and 300
dB/octave to higher frequencies). A separate threshold for pitch was
also used that was higher than threshold for detection. A typical
result for this model is shown in Figure 25. Clearly this model does

not work well either.
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4. Whitfield Centroid: This model predicted pitch shifts of the

proper magnitude. Using the variable saturation model, a separate
pitch threshold, and an offset of the center of the filter of 1
semitone, a correlation of r=.45 was found (Figure 26). This result
was found using symmetric filter slopes of 120 dB/octave. Still this
model fails. It predicts a peak in the pitch curve that does not

exist.
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Figure 26. Whitfield centroid model results
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F. Effects of Parametric Variations

The filter parameters had different effects depending on the
model being tested. In the Peak Detection model the filter parameters
determined the size of the predicted shift. Extremely sharp filter
slopes resulted in very small predicted shifts in perceived pitch.

In the Centroid model the filter slopes served to bias the predicted
shifts in one direction or another. If the lower filter slope was
less steep than the upper slope then the predected shifts were biased
toward more negative pitch shifts. This biasing was observed, but to
a lesser extent for both of the Whitfield models. This biasing was
smaller because both the Whitfield models are less sensitive to
changes in the structure of the excitation pattern.

Introducing an offset in the filter center had varying effects
depending upon the model also. For the Peak Detection model this
parameter shifted the entire prediction curve to the left (positive
offsets) or to the right (negative offsets). For the other models
the effect was more complicated. Rose, et al, (1971) showed that
the shift in best frequency of a single fiber varied with intensity.
For this reason independent offsets were tried for the calculation of
for the two intensities were tried for the calculation of the
patterns. In the frequency range of this experiment the shift in best
frequency was always to higher frequencies. The offsets tried were
all either identical for the calculation of the two tones or the
pattern for the 40 dB tone was offset more (to higher frequencies)
than the pattern for the 10 dB tone. When both tones were offset

identically the curve of predicted pitch shifts simply moved to the
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left relative to the measured shifts. When the louder tone excitation
pattern was offset more than the quiet tone excitation pattern the
curve of predicted pitch shifts moved upward as well.
The saturation parameter k was found to have very little effect
on the model predictions when maintained at a realistic value. This
parameter was adjusted to force the excitation pattern to begin to
show saturation at specific intensities. A reasonable value for this
intensity is 40 to 50 dB above threshold (Green,1976). This meant
that this parameter had very little effect on even the peaks of the *
excitation patterns for the 10 and 40 dB tones used in this test.
The higher threshold for pitch had unpredictable effects. The |
structure of the excitation pattern vaired from tone to tone. For
this reason the effects of a higher threshold varied depending
upon the specific features of the excitation pattern. The Centroid
model was affected less that the Whitfield model due to the low
weights given to the z coordinates at the edges of the pattern. The
Whitfield model was affected the most because the predicted pitch of

the tone depends directly upon the edges of the excitation pattern.
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VII. Discussion

This project was an attempt to learn about the central processes
involved in the extraction of pitch from a central excitation pattern.
The approach used depended upon assumptions about the changes in the
central excitation pattern caused by the intensity of the stimulus and
the listener's sensitivity to different frequencies. The pitch of a
sine tone is known to change with the intensity of the signal.
Verschuure & van Meeteren (1975) showed that the changes in pitch are
not strictly monotonic as claimed in Stevens Rule (Stevens, 1935).

We take the point of view that the deviations from Stevens Rule are
due to the variations in listener sensitivity. Alterations in the
central excitation pattern caused by the intensity changes and the
sensitivity function of the individual cause the pitch extraction
process to generate different pitch sensations even though the
frequency of the stimulus remains constant.

Our method of investigation of the central pitch extraction
processes was as follows. Information about a listener's sensitivity
function was used in modelling the shape of the central excitation
pattern in response to sine tones. Each of the pitch extraction
models to be tested was used to predict pitch shifts with intensity
based on the model excitation pattern. The generated predictions
were compared to measurements of shifts in pitch with intensity
changes from the same listener.

Information about the listener's sensitivity function was taken
from detailed measurements of the threshold of hearing. These

threshold measurements were shown to have structure that was stable
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over time. The structure was unique to each individual. Kemp (1979b)
showed that threshold structure was highly correlated with perceived
loudness for low intensity tones. We assumed that the threshold of
hearing was a measure of sensitivity. Relatively high measured
threshold at a given frequency was indicative of low semsitivity.
Low thresholds were indicative of high sensitivity at the particular
frequency.

The model for the excitation pattern was derrived from a model
by Colburn (1973). The Colburn model for excitation at a single
location along the tonotopic axis was modified to include the
sensitivity of the listener. Through this model the excitation level
at any point in the excitation pattern was calculated.

Four models of the pitch extraction process were tested. The
Peak Detection model generated predicted shifts in the location of
the peak of the excitation pattern. These shifts in the location of
the peak were translated directly into shifts in perceived pitch. The
Centroid model generated estimates of perceived pitch from the
excitation pattern by finding the centroid of the pattern. All tomno-
topic coordinates with excitation levels above threshold were weighted
by that level. The sum of those weighted coordinate values was
divided by the sum of the weights to yield the centroid. The
Whitfield model estimated perceived pitch by finding the mean of the
two boundaries of the excitation pattern. A boundary was defined as
the tonotopic coordinate where a region of below threshold excitation
levels along the tonotopic axis ended and a region of above threshold
levels began. The extent of the excitation pattern along the axis

was the distance between those two boundaries. The Whitfield Centroid
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model estimated perceived pitch by finding the mean of all tonotopic
coordinates where the excitation level was above threshold. All
points were given equal weight.

These models were evaluated by comparing the predicted shifts in
pitch with intensity to real data. The evaluation was done by visual
inspection of plots of both predicted and measured pitch shifts and
by Pearson product-moment correlation scores. None of the models
was very good. The two best models were the Peak Detection model and
the Whitfield Centroid model. The two worst mdels were the Centroid
model and the Whitfield model. All models failed by having low
correlations between the predicted and measured pitch shifts.

Both the Peak Detection and the Whitfield Centroid models failed
in the same way. As shown in the figures (Figure 22 and 26) both
models predicted a peak in the pitch shift function at about 1900 Hz.
The sensitivity curve for subject W (FPigure 20) showed a peak at this
frequency also. There was no peak in the measured pitch shifts,
however. This was the typical failing of all of the models; pre-
dicting peaks in the pitch shift curve where none was measured.

Given the failure of all the models, what should be tried
next? The first thing to note is that the two successful models
provide conflicting cues to the next step. The Peak Detection model
gave no weight to the tails of the excitation pattern. The Whitfield
Centroid model gave equal weight to the center and the tails of the
excitation pattern. These models worked equally well, failing in the
same ways. A next step might be to give more weight to the tails of
the excitation pattern than the center. That is essentially the

Whitfield model (no weight to the center) and it failed quite
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completely. An alternative next step then might be to evaluate a
model that only uses one tail of the excitation pattern (e.g. the
maximum slope model or a Whitfield type model that only utilizes the
lower boundary to determine perceived pitch). Clearly other models of
the pitch extraction process need to be evaluated.

The problems with these models may, however, lie not with the
extraction stage, but with the computation of the excitation pattern.
Many alternatives are available at this stage. Some type of contrast
enhancement effect might be appropriate at the level of the excitation
pattern. The structure of the sensitivity curve might be magnified by
that process. This would result in more predictions of peaks in the
pitch shift curve where none existed in the data, however. It is
clear that contrast enhancement is a characteristic of hearing (von
Bekesy, 1967), though. Perhaps with the proper model of the
extraction process contrast enhancement can be incorporated into this
scheme.

The data of Kemp (1979b) suggests another change in the
calculation of the excitation pattern. Kemp observed that the
structure of the threshold curve was reflected in perceived loudness
at low intensity levels. As the intensity increased the correlation
decreased and disappeared at about 40 to 50 4B above threshold. This
suggests that the sensitivity should affect the calculated excitation
level less at high intensities. Perhaps contrast enhancement is also
a function of intensity. Frequency discrimination improves somewhat
at higher intensities (Wier, et al, 1977). Decreased enhancement
at low intensities may help eliminate the problem of predicting

inappropriate structure in the pitch shift curve.



153

Both of the more successful models worked the best when the
center of the filter function was offset upward by one semitone.

It is not clear whether this reflects a real property of the pitch
extraction process or is required to make up for inadequacies in
the models tested. If it is a real property of the system more
attention needs to be paid to the shifts in best frequency with
intensity shown by Rose, et al (1967). This might be another level
dependent property of the excitation pattern calculation.

The notion that sensitivity microstructure exists at all has been
questioned. If there is no structure in sensitivity then the logic of
the entire paradigm must be doubted. In 1948, Gold (cited by Wit
& Ritsma, 1980) proposed that under certain circumstances the auditory:
system emits acoustic energy. In a series of papers by Kemp
(1978;1979a,1979b,; Kemp & Chum, 1980) the idea of emissions from
an active process along the basilar membrane has been further
developed. Kemp's basic idea is that an acoustic signal moving
into the inner ear is partially reflected by rapid impedance changes
along the basilar membrane. The reflected signal is transmitted back
through the middle ear and into the ear canal. These acoustic
emissions are strong enough to be detected. Sometimes the
emissions are loud enough to be noticed by people near by (Zurek,
1980).

Because of another impedance gradient at the oval window a
stimulus of the proper frequency will create a standing wave resonance
in the inner ear. Kemp's theory states that minima in threshold
microstructure occur at these resonance frequencies. Resonances of

this type occur for frequencies having an integer number of periods
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corresponding to the time delay required for this echo. The threshold
of hearing is lower, not because of increased sensitivity, but because
the ear actively increases the intensity of the input sound by
resonating, (Kemp, 1979a). The separation of those resonances, around
1000 Hz, is roughly 80 to 100 Hz. This matches well with the
microstructure reported by ourselves and most other investigators.
Idiosyncrasies in the intervals between threshold microstructure
maxima and minima are attributed to idiosyncrasies in the mechanical
properties of the basilar membrane.

Wilson (1980) agreed with this acoustic re-emission theory. He
explained changes in the threshold microstructure with body position
as changes in the impedance characteristics of the middle ear.

Van den Brink (1980) also attributed changes in diplacusis and
threshold microstructure to changes in impedance properties as body
position changed. He observed that both the middle ear and the inner
ear impedances change with body position.

This theory is by no means complete. Wit & Ritsma (1980) point
out that current models of cochlear mechanical function predict echo
delay times much shorter than observed. This theory is currently
very much studied and numerous investigators are working on its exact
mechanism (e.g. Rutten, 1980; Kemp & Churn, 1980; and others).

If the Kemp echo theory is correct, then the observed structure
in the pitch shift curves is not due to sensitivity structure. There
is no sensitivity structure. The observed pitch shift structure is
due to changes in the relative loudness of the two tones as described
in section V above.

This alternate explanation may be tested by the following
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experiment: Measure pitch shifts with percieved loudness changes.
Equalize all the high intensity tones for loudness, and find the
equiloudness curve for the low intensity level. Using the same
experimental procedure have the listeners match the pitches of two
tones having a uniform loudness difference. According to Kemp, all
structure is now to be eliminated. The pitch shifts should match
Stevens Rule or be zero. If the sensitivity model is correct then
there is still structure in the excitation pattern that modifies the
perceived pitch. This results in structure in the pitch shift curve.
With this experiment we can check the assumptions of our paradigm

and test some of Kemp's ideas at the same time.
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