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ABSTRACT

INDUCED INSTITUTIONAL CHANGE IN THE TRADE AND
ENVIRONMENT DEBATE:
A COMPUTABLE GENERAL EQUILIBRIUM APPLICATION TO NAFTA WITH
ENDOGENOUS REGULATION SETTING

By

Heinz J. Jansen

Because of the assumption of constant emission factors, economy-environment models
often show that free trade has negative environmental consequences. However, this pessimistic
view ignores the possibility of trade strengthening the demand for regulatory institutions. An
"institutional optimism hypothesis”, stating that the net environmental result of trade
liberalization is benign, is thus formulated in this paper. The hypothesis can be understood as
application of the “environmental Kuznets curve” to a trade context. The hypothesis is
examined with a specially developed CGE model that allows decomposing the environmental
influence of economic policies into growth effect, allocation effect, composition effect and
regulation effect. The latter is achieved by treating institutional change as an endogenous
process dependent on income. Application of the CGE model to NAFTA, using a broad range
of scenarios, supports the institutional optimism hypothesis. The net pollution effect of trade
liberalization is beneficial or insignificant, even for the country specializing in polluting
industries. The implication is that in many cases environmental interests are served better by a
focus on institution building in trading partners, than on the process of trade liberalization itself.

The dissertation is organized in six chapters. Chapter 1 reviews the literature on trade
and the environment; Chapter 2 develops the institutional optimism hypothesis in a simple
theoretical model; Chapter 3 describes the CGE model designed to empirically examine the
research question; Chapter 4 describes the model calibration; Chapter S presents the simulation
results; and Chapter 6 concludes.
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CHAPTER 1

INTRODUCTION AND LITERATURE REVIEW

1.1. Introduction

The increasing globalization of the world’s economies has resulted in recent years in a
sharp rise in interest in the interaction between international trade, environmental quality and
pollution. Several international bodies have reacted to the political pressure and the recognition
that trade might have a negative impact on the environmental situation in various countries.
Notably, the newly established World Trade Organization (WTO) has established a committee
to study trade and environment issues. Similarly, the OECD and the UNCTAD have set up
study groups to review the relationship between trade and environment. Rarely has this
problem entered the political debate more forcefully than in the context of the North American
Free Trade Agreement (NAFTA). NAFTA brought to the forefront of discussion the
environmental effects of trade due to unequal economic development and regulatory standards
of the nations involved. The opening of borders was feared to turn the Mexico into a pollution

haven that erodes American environmental standards.

The number of articles published in the last few years on the environmental aspects of
NAFTA, or on trade and environment in general, certainly goes into the hundreds. It will
therefore be difficult to provide any substantive new argument to the debate that has not been
made somewhere. Despite the richness in argumentative material, however, there is a
surprising lack of quantitative information on the various factors that shape the environment
and trade interaction. This missing information on the relative importance of the economy-
environment interactions is matched by a lack of coherence in the theoretical conclusions on

what to expect when trade barriers are removed.
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This paper will advance the discussion in several ways. A first contribution will be to sort
the mechanisms and arguments. Other authors have provided literature reviews before. Here
the approach will have the sole focus of what happens when countries with different
environmental standards engage in trade. This approach allows the organization of the existing
literature around two empirically testable hypotheses: the traditional pessimism hypothesis and
the poverty attraction hypothesis. The traditional pessimism hypothesis has two parts. Its first
part, the industrial flight hypothesis, predicts that polluting industries end up in the countries
with the most lax environmental regulation. Its second part, the pollution haven hypothesis,
states that countries use this mechanism to relax environmental standards to attract industries.
The poverty attraction hypothesis states that underdeveloped countries have a comparative
advantage in polluting industries, which they cannot strictly regulate. Under these two

hypotheses trade would likely to be bad for the environment.

The second contribution of this paper is the formulation of a counter hypothesis to the
poverty attraction hypothesis, which we call the institutional optimism hypothesis. Its starting
point in contrast to the other two hypotheses is that the regulation stringency of a country
cannot be treated as a ceferis paribus condition. By making poor countries wealthier, trade
contributes to increasing the countries’ capacity and willingness to improve its environment.
This tendency will in many cases outweigh the effect of any shift in the location of polluting

industry. This hypothesis will be illustrated in a simple theoretical model.

The third contribution of this paper is the empirical test of all three hypotheses in a
computable general equilibrium model of the North American Free Trade Agreement. The
interest of this paper goes beyond that of the narrow goal of only analyzing the trade-

environment relationship of the NAFTA. Due to the large differences in the economic
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development between the USA and Canada on the one side and Mexico on the other, the case
of NAFTA can also be seen as a microcosm of the forces at work in North/South trade
liberalization in general. Therefore, the present paper understands the analysis of NAFTA as a
case study of a more general phenomenon, where it takes advantage of the fact that this case is
probably better documented than any other case of trade liberalization between trading partners

of such unequal development levels.

The computable general equilibrium (CGE) tool, which is developed in this paper to
analyze trade and environment interactions, incorporates a number of components that other
models have neglected. In particular, (i) it fully incorporates a pollution externality, which is
both necessary to gain a correct welfare assessment and the production feedback of
environmental policy. (ii) It is a three country model, which allows testing as to whether there
are systematic differences between Northem and Southern countries, to test the poverty
attraction hypothesis. (iii) It treats the regulation levels as endogenous. This feature allows the
analysis of the institutional optimism hypothesis. (iv) It provides a full disaggregation of the
various effects of trade on the environment. Other authors focus on aggregate numbers which
tend to give faulty impressions.

The empirical results show that (at least for local pollutants), the net result of trade

liberalization is an environmental improvement. Therefore, in general, trade is good for the

environment, even where large regulatory differences exist.
The remainder of this introductory chapter further motivate the arguments just sketched.
To this end it will first position the empirical questions with the remainder of the trade and

environment literature. It will then briefly discuss some methodological preliminaries. After this
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it will go on to discussing the theoretical and empirical literature on the traditional pessimism

and the poverty attraction hypothesis.

Chapter 2 formulates the institutional optimism hypothesis. This idea is developed in a
simple theoretical model that incorporates an endogenous policy formation process into 'the
analysis of trade-environment relationships. The system of equations in the computable general
equilibrium model for the empirical testing is shown in Chapter 3. Chapter 4 describes the data
set and calibration of the model to NAFTA. Chapter 5 presents various simulation runs.

Chapter 6 provides a summary and concluding remarks.

1.2. Pesition of this Dissertation within the Trade and Environment Literature

The present paper focuses on assessing the economic interactions between environmental
regulation and the pattern of trade. The issue can be divided into two sub-problems. First, there
is the question of what effect a given differential in environmental stringency has on the trade
specialization of countries. This effect will be important in determining the degree to which
trade liberalization results in an improvement or a deterioration of the environmental situation
of the affected countries. The following chapter will provide an overview over the abundant

theoretical literature and the more scarce empirical literature on this aspect.

Second, trade liberalization directly and (mostly) indirectly influences the level of
regulatory stringency of countries, as it shapes both the economy and society of a country.
Chapter 2 will attempt to shed some light on this issue and develop a simple but instructive
model that shows that the internalization of the regulatory standards can fundamentally alter the

findings of standard models.



The twin questions of how trade influences the environment and how regulation
influences trade does not exhaust the literature that can be found under the “trade and
environment” label. At least five further topics exist, which will not be addressed in this paper:

1, Ethical aspects of trade and environment

Probably the most important driver of the environmental component of the NAFTA
debate was the emotional and political argument that free trade erodes the national sovereignty
in setting environmental standards (Shrybman 1990)". Hostility against free trade was focused
especially through the notorious tuna-dolphin case. The United States imposed an embargo
against the import of Mexican tuna fish caught with purse-seine nets, which kill dolphins in a
greater number than U.S. law permits (Audley 1993,). The GATT (General Agreement on
Tariffs and Trade) Dispute Settlement Panel ruled that the import ban violated the international
trade code on grounds that regulating the production process of a good falls under the
jurisdiction of the producing country only.> The importing country has no right to impose its
particular environmental preferences for production processes on another country (Arden-
Clarke 1992b). The Standards Code of the GATT does, however, allow a country to impose
import restrictions on goods which do not meet national product standards, such as certain

chemicals, pharmaceuticals, and wastes. On a multilateral level, examples of this kind are the

! In this context, it has been proposed to use the term "deregulated trade™ over the more emotionally
positive expression "free trade” (Daly 1993).

2Thepanelhasapomtmstatmgthatmv1romnental restrictions should in principle not be treated
differently from differences in labor and capital use among countries. However, it evidently did not
take into consideration that both Mexican and U.S. companies fish in the same body of water,
rather than within their national waters. Because every tuna fish harvested by Mexicans can no
longer be fished by American fishers, the case should have been treated like a transboundary
externality.
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Basel Convention on the Control of Trans-boundary Movements of Hazardous Wastes and the
Convention on International Trade in Endangered Species of Wild Fauna and Flora

(CITES)(Stevens 1993, GATT 1992).

In light of these concerns, amendments to the original NAFTA treaty have been made.
Political pressure led to an inclusion of side agreements about environmental standards that
allow for heavy fines and even possible trade sanctions, if national trade laws are not enforced.
An overview of the agreements is provided by Hufbauer and Schott (1993, p. 159f). There
exists, however, some agreement that the NAFTA side agreements are designed mainly to
pacify environmental interests, with limited practical implications (Audley 1993). Additionally,
a U.S. court ordered to undertake an "Environmental Impact Statement" of the North American

Free Trade Agreement (Wall Street Journal, 1 July 1993; Hufbauer and Schott 1993, p.159).
While the ethical considerations of trade liberalization certainly merit attention, in

particular insofar as they affect countries with substantially differing pollution standards, they

have already been spelled out in other places (e.g., Bhagwati 1993, Daly 1993). This paper will

concentrate on the narrower economic issues involved.

Related to the first issue, there exists a link between trade and environment in the
political sense that it has been proposed to use trade sanctions as a means of pushing countries
with lax environmental regulations into complying with stricter standards (Anderson 1995).
The link between trade and the environment can be seen as analogous to that between trade and
human rights issues. There is no pretext of a causality. Trade policy (such as the refusal to
grant most favored nation status) is used only for want of a better leverage point on the

achievement of a policy goal. This political aspect will also be neglected in the present paper.
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Of a different nature and more focused on environmental issues are questions of how to
assure that unilateral or international environmental policies are not undermined through trade.
For several tools, theoretical research and practical applications can be found. First, there are
various schemes to introduce environmental labelling (e.g., Jha, Vossenenaar, and Zarilli 1993,
UNCTAD 1995, OECD 1997a). This approach means that environmentally friendly products
(produced at home and abroad) can obtain a label that informs consumers about the
environmental standards applied in its production process. These consumer awareness sqhemw
exert a certain pressure on producers to apply clean technologies. Second, in accordance with
the WTO treaty, signatories to international environmental agreements can limit trade on the
product in question (OECD 1997b). Third, there exists a (mostly theoretical) literature on
border tax adjustments, i.e. a compensation both for imports and exports for differences in

environmental taxes. (Mani 1996, Scherp and Suardi 1997).

4. Trade in hazardous waste

There exists a broad array of literature on trade with hazardous products (see for
instance: Hackmann 1994; Kummer 1994). While this is an interesting economic topic in its
own right, the present paper focuses on the influence of environmental regulation on the broad
economy, not on a narrow set of individual products. In practice, this exclusion means that

pollution is only considered insofar as it affects the production process of those goods that are

otherwise not considered harmful. The trade in hazardous waste is therefore ignored.
5 ign of optimal policies in an nom
Game theory is one of the most fruitful areas of theoretical research in the field of trade

and environment. There exist numerous models looking at the policy outcome when the trade

7
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and environmental policy in one country is not seen as independent from the policies of other
countries. Variations of these models include the type of extemality (local, cross-border,
global), market structures (monopoly, oligopoly, duopoly, atomistic), types of behaviour
(perfect competition, Nash, Bertrand competition), the number of countries involved (two or
more), etc. However, very few papers of this type attempt any quantification of these
interactive aspects. At best, they tend to be limited to numerical examples of their theoretical
models. As our focus is more of an applied nature, rather than one of (optimal) policy design,
this literature is also largely ignored. As it would be difficult to provide a brief review of the

literature in the field, the reader is referred to Ulph (1994).

1.3. Key Concepts for Understanding the Trade and Environment Interaction

The task of reviewing the literature is facilitated through the fact that the dispute between
proponents and opponents of free trade, in light of differing environmental regulations, is not a
dispute over methodological issues. Both sides use similar economic models and largely agree
on the relevant mechanism that trade liberalization will induce. The starting point is that trade
will change the structure of the economy. Some sectors will suffer under the burden of new
competition, some industries will relocate into the country that gives them a competitive
advantage. Labor-intensive industries might have an incentive to relocate to the country with
lower wage rates (in this case, Mexico). This could be because of lax environmental
regulations or other factors, such as low labor cost. Other sectors will benefit from the enlarged

markets. Others may resettle, because they seek lax environmental regulations. On the other
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hand, some industries in the wealthier country (United States®) will expand because they have a
comparative advantage over their Mexican counterparts, or simply because a richer Mexico is
able to buy more products from the U.S. The dispute about what the net effect of these changes
on economic welfare and the environment are, lies in different beliefs about the respective
magnitudes of the likely changes (as well as in differences in the willingness to accept

consequent sectoral and regional redistribution of economic activities).

To disentangle the various effects of trade liberalization on the environment, the

following taxonomy is useful:

1.3.1. Taxonomy of Trade Effects Influencing the Environment
Grossman and Krueger (1995) have disaggregated the economic changes that affect the

environmental quality into three components, the scale effect, the composition effect, and the

technique effect.*

Scale Effect: If trade increases the size of an economy without changing anything else,
the resource use and pollution level will increase by the same proportion. The intuition behind
the scale effect is simple. If, for example, twice as many vehicles drive on the roads, fossil fuel
emission will double, too. If trade therefore increases the national income, ceteris paribus the

effect on the environment is deleterious.

3 Because of the relatively minor role of the Canada-Mexico interaction and the relative similarity
between the Canadian and United States economy, the following discussion treats NAFTA as a
bilateral treaty between Mexico and the U.S. In general, the arguments concerning the situation of
the United States are equally valid for Canada.

* Compare also Stevens (1993).
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Composition Effect: The conclusion of the previous paragraph is only valid if the
composition of the economy does not change. Within the economy, the distribution of costs and
benefits of free trade is uneven. If the expanding sectors are relatively pollution-intensive while
the contracting ones are non-polluting, the scale effect will be reinforced. In the reverse case,
the composition effect works to reduce the pollution level, and may potentially outweigh the

scale effect.

Technique Effect: The composition effect again provides additional information only
about output changes of the economy. Change in the environmental intensity of production can,
however, also be the result of changing techniques used in the production processes. The
World Development Report 1992 (World Bank 1992, p. 39) decomposes the technique effect
further into two components. First, an increase in the input-output efficiency reduces the
demand for resource inputs. Secondly, polluting inputs can be substituted with more
environmentally benign inputs. Modifications in the production technique are the third
important linkage through which trade can change the quality of the environment. Of the three
effects, this technique effect is the least understood, and the most difficult to model analytically.
Beyond the assertion of certain elasticities of substitution between factor inputs as prices

change, economic theory still does a poor job of explaining what induces technical change.

In altering the scale, the composition, or the production technique of an economy, trade
policy is environmentally relevant. The pathways through which these alterations takes place
are many, and usually concern more than one of these three effects. Fundamentally, the dispute
between proponents and opponents of trade liberalization lies in different beliefs about the
respective magnitudes of the likely changes, as well as in differences in the willingness to

accept the consequent sectoral and regional redistribution of economic activities and their
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environmental consequences. Because there is a lack of studies that quantify the magnitude of
the effects involved, positions in the discussion are based largely on faith, a rift that goes right
through the environmental movement itself. While the issue can (at least in principle) be settled
through empirical analysis, emotional issues accompany these disputes and go beyond the

scope of a narrow economic analysis.

1.3.2. Environmental Endowment

As a second preliminary, it is necessary to define the economic concept of "endowment"
as it is used in the following review of the trade literature. The literal interpretation of the term
would simply mean the number Qf units of a given factor that is available to the economy at the
beginning of the analysis. For the purposes of the trade literature, the term needs to be
interpreted more loosely in two important aspects. First, endowment is an aggregation of sub-
units of different qualities. Without actually bothering about the theoretical complexities
involved in the economic aggregation, it should be understood that the concept denotes simply
a vague description of relative availability of a certain class of input factors. Second, practically
no factor is really fixed in its supply. Given the right incentives, the availability of any factor—
for production purposes-- can be increased. People can change the amount they work, plow

more land, and so forth.

Natural endowment in the way it is used here is therefore not identical with the natural
assimilative capacity, i.e., the ability of the environment to absorb pollutants or to provide raw
materials for production. Availability of resources for production results from the interactions
of demand for assimilative services, and from the public preferences and institutional settings

that make them accessible (Blackhurst 1977).
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The concept of environmental endowment and of the pollution-intensity of a good are
amorphous, as production may affect a wide number of environmental media to a varying
extent They should be understood here in the broad theoretical sense of general availability and
use of the environmental medium (Leonard 1988). The treatment of environment in economic
modeling can be as understood analogous to that of labor, which is also the aggregation
components that differ in qualities like skills and training.

The absorptive capacity of the environment is only the ceiling to the use of environmental
inputs. This limit is usually only reached under duress, in the same way that people usually
don't work all hours they are awake. In both cases, the ceiling can be exceeded only at the cost
of collapse, and is effectively binding.* The usual amount of both labor and environment that is
used in production falls below this theoretical extreme, and people keep leisure time as well as

certain environmental factors out of production.

The availability of environment is the result of economically and institutionally
determined artificial scarcity and demand for assimilative services that result from
consumption, production, and technology. Environmental availability is similar to the supply of
labor, which is hot simply a linear function of the population, but depends on wage rates,
individual preferences, and cultural and structural idiosyncrasies of countries that may keep
certain groups like women and minorities from working, or may force some to work against

5Under extreme circumstances, they may be exceeded over a short period of time, but in both cases
their future production potential will be reduced.

12
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In the same way that changes in wages can alter the supply of labor in an economy, the
availability of environment also varies with changes in the opportunity cost of resources. The
actual physical availability of environment is therefore relevant for the composition of the
economy and the determination of trade patterns only insofar as it influences the political and
institutional availability of environment for the production process. Factor endowment does not
denote the maximum theoretical level of availability of environment or labor-capital, but the
quantity used in equilibrium. It is in this sense that Mexico, for instance, could be called
resource abundant, because it is relatively cheaper and easier to pollute here than in the United
States, because regulations and enforcement are relatively lax. If one looks only at the
magnitude of resources per capita, one would come to the opposite conclusion that Mexico is
resource-scarce compared with the United States. Relative environmental abundance in the
U.S. has, however, been tumed into relative scarcity, through the force of the law that sets
tighter environmental standards for American producers than those their Mexican counterparts

face.

There exist a variety of mechanisms through which the supply of environmental
resources may be restricted. This restriction could be achieved through regulatory instruments
that are enforced by the government, or through a sale of the nghts to exploit the resources,
either from private owners or a state agency. The same level of environmental quality can be
attained using either quality standards or monetary instruments such as taxes or emission
permits. As most of the models in the following discussion abstract from transactions costs and
pay no attention to the distributional consequences of different regulations, no distinction of the
type of instruments is necessary. The implicit price of regulatory instruments could be

translated into the explicit price that results from a limitation of the endowment through
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emission permits issued by the state. It is therefore easiest to understand price as the explicit
market value of these tradable permits to avoid the complex rhetoric of interpreting the price of
a resource as its shadow productivity (i.e., the increased output that would have resulted from

an incremental increase in its use).

In the following discussion, environmental regulation is to be understood only as those
measures that enterprises actually have to undertake. This requirement need not be identical
with the letter of the law. Many countries have very strict regulations on the books which are
not enforced in practice, either through corruption, lack of enforcement tools, or a political
bargaining process. National or local governments may grant exemptions from, or carry the
costs, of environmental regulations in order to attract investments, so the environmental
constraint is not binding that for the firms. In other cases, the de facto constraints may exceed
legal constraints, as social pressures can block certain types of investment that are perceived as
risky, such as waste dumps and power plants (Leonard 1988, 65). Whatever is the cause of
limiting the use of environmental functions for the economic process, for the following
discussion, a restricted availability is interpreted as economically equivalent to a limited
endowment. Unless explicitly stated, the discussion will also neglect any reduction in
environmental extemalities. This means that environmental policies always imply increase

costs.
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1.4. Traditional Pessimism Hypothesis of Trade and Environment
The complexity of the interactions between trade and the environment finds its

expression in a considerable and rapidly growing body of literature®. An exact theoretical
prediction of the net effect of trade liberalization on the level of pollution is difficult, because
there are usually a number of counteracting mechanisms at work. Since the level of complexity
in an economic analysis rises rapidly with the inclusion of additional elements, there is no work
in the theoretical literature on trade and the environment that attempts to incorporate all
relevant interactions between the environment and the economy. Rather, most papers focus on
one or two important aspects that could be brought forward by a trade liberalization. In a later
section we will report on what empirical literature there is to corroborate the theoretical

findings.

1.4.1. Environment and Comparative Advantage

The simplest modelling approach in the literature is based on the classical Heckscher-
Ohlin model with two countries, two goods, and two factors. Environment simply serves as one
input factor while the other factor is a composite good, consisting of labor and capital (Ohlin
1935). Under a number of special conditions (perfect competition, zero transportation costs,
incomplete specialization, identical linearly homogenous production functions, identical
homothetic preferences, absence of external economies, constant relative factor intensities at all
relative factor prices, factors homogeneous in quality, and the number of factors no greater than

the number of commodities), the three basic theorems of intemational trade can be derived.

S An earlier review of the literature has been undertaken by Dean (1992).
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The first is the factor price equalization theorem. It states the basic interaction between
output and input prices in an open economy. In a situation of autarky (i.e., in the absence of
trade) output prices in the two countries will generally differ, reflecting the different scarcities
of the input factors. In a country that is relatively abundant in environmental resources, a good
that is resource-intensive will be relatively cheaper than in a country where resources are scarce
compared with labor and capital. Similarly the input factors will be more expensive in a
country where they are scarce than where they are abundant, reflecting their decreasing
marginal productivity.

As trade barriers are removed, the prices of the traded goods are equalized across the
countries. The factor price equalization theorem now states that, under the above listed set of
assumptions, the factor prices will also be equal in the two countries, even when the factors are
immobile between them. Factor prices are a function of output prices only. With this
equalization of both output and input prices established, the standard result of trade theory
follows automatically: A country exports goods that are intensive in the use of the factor with
which the country is well endowed. A resource-abundant country therefore exports resource
intensive goods, and imports goods that are intensive in the use of capital and labor. In the
jargon of trade theory, a resource-abundant country has a comparative advantage in producing
pollution-intensive goods.

The Stolper-Samuelson theorem states the direction in which factor intensities move
when the relative output prices change, be this as a result of trade liberalization or a shift in the
demand curve (Stolper and Samuelson 1941). An increase in the relative price of the
environmentally intensive good raises the demand for environment as an input factor and with

it, its price. An adjustment process takes place that equalizes marginal productivity to the new
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price levels. This adjustment means a substitution away from the more expensive
environmental input towards the now cheaper capital and labor input. This substitution is
taking place in both industries so that they will both be less resource-intensive than before.
However, the overall use of resources will not fall, because the share of the resource-intensive
good in the overall output increases. Obviously, the same process takes place with opposite

signs if the original change is a drop in the price of the resource intensive good.

The third important theorem of trade is the Rybczynski (1955) theorem. It deals with the
question of what happens if one of the endowments of a country changes. An increase in the
availability of natural resources brings the intuitive result that production of the environmentally
intensive good will expand. Less intuitively, but as a direct result of the abbve listed
assumptions, the production of the capital and labor intensive good shrinks. If the country is
previously a net exporter of the pollution-intensive good, its exports will rise further, as will its
imports. If the country is an importer of the pollution intensive good, the good will be
substituted for by home production and the trade volume will drop. The Rybczynski theorem
means therefore that specialization increases as the differences in endowments between
countries become larger. A country that sets strict emission standards therefore exports its
pollution problem via trade. Conversely, in an open economy other countries share the benefits

of increased output that may result from lax emission standards.

The three theorems that result from the Heckscher-Ohlin model are based on quite
restrictive assumptions. However, the framework has served as a starting point for much of the
theoretical literature on trade and environment. Next to the elegance of the model, its
attractiveness lies in the modeling assumptions themselves, which make initial factor

endowments carry the entire burden of the explanation of trade patterns. If environment is
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simply interpreted as if it is also a factor endowment, the effects of a change in policy can be
interpreted in a straightforward manner. Most models, however, have moved beyond this two-

commodity, two-factor, two-country world that forms the core of classical trade theory.

In the following review, it is mostly assumed that trade takes place between two stylized
countries with unequal endowments, because the political concern about the environment-trade
interaction is centered around asymmetric alliances, such as those between the USA and
Mexico, between Europe's North and South, or between OECD countries and the Third World.
One country is therefore presumed to be rich and well-endowed with capital, but relatively
scarce in labor and in environmental endowment, reflecting its comparatively strict pollution
regulations. The other country is taken to represent a prototype of a Third World country, with
little capital, many working hands, and lax environmental regulations. Although this caricature
of a trade agreement is not strictly needed for the theoretical analysis it is useful in focussing

the discussion on the cases most relevant to the problem.

Although it is not strictly an environmental paper, Jones (1971) provides an important
early contribution to the issue, by presenting an analysis of the Heckscher-Ohlin framework
with three instead of two input factors. In his analysis, only labor can be used for the production
of both outputs, while capital is only used for one good, and land (environment) is used
exclusively for the production of the other output. An important conclusion of his analysis is
that the factor price adjustment mechanism need not hold true. This conclusion means that
factor prices are not uniquely determined by the price level of outputs, but also by the general
availability of factors within an individual country. Even in a trade equilibrium with equal
prices for goods, the rewards for factors between two countries can differ. A greater supply of

environmental goods thus can entail an increase in the compensation for other factors.
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It is consistent with Jones's model that the return to both labor and capital was
throughout history persistently higher in the United States than in Britain, as the US had a
greater abundance of natural resources, especially land. Under the assumptions of Jones'
model, government policies that regulate the availability of environmental inputs thus affect
directly the wage rate and interest rate of a country. Jones shows that this seemingly minor
generalization of the Heckscher-Ohlin model leads potentially to different policy conclusions.
For a small country in the Heckscher-Ohlin model, the reward for one input stays unaffected by
changes in the supply of the other input. It is of no significance for owners of inputs, if they live
in a country with resource abundance or not. Due to its limitation in the movement of factors
between sectors, Jones's model produces the result that it very well matters for the return on
labor and capital what environmental regime rules the availability of resources. Capitalists' and

workers' incomes depend here on the restrictiveness of environmental policy.

It should be noted here that usually the factor retums do not react in a symmetrical way.
The extent to which a certain factor benefits from a decrease in the price of the natural resource
is positively related to two economic parameters, namely the factor intensities and the
elasticities of substitution: If the goods that are intensive in the use of environmental inputs are
also relatively intensive in labor inputs, labor will overproportionally profit from lower resource
prices. In addition, a great elasticity of substitution between labor and environment (coméared
to that between capital and environment) will benefit labor. The higher this elasticity difference
is, the more labor flows towards the resource-using sector in order to equalize productivity of
resources among sectors. Movement of labor out of the capital-using sector lowers the
productivity of capital. In the extreme case, the net return to capital may even fall, depending

on the model parameters. The reverse case can be made analogously. The ambivalence in the
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net results in Jones' model stresses the fundamental importance of having good empirical
estimates of input substitution possibilities and factor intensities, in order to avoid qualitative

errors in the analysis.

McGuire (1982) shows that factor-price equalization breaks down as countries
implement different environmental regulations, which he models as neutral technical regress.
Regulatory differences violate the condition of identical technologies in the standard model. In
contrast to Jones, however, in McGuire's model the reward for the factor used mtensnvely in the
non-regulated industry will increase unambiguously. While giving clear proof of the possibility
of deviations from the factor-price-equalization theorem, the use of Jones' and McGuire's
analysis for policy conclusions has limitations in that the analysis takes important parameters as
externally given even though these parameters are really influenced by the policy itself. One
critical assumption is that output prices are not influenced by domestic policy. In the case of
NAFTA or the European Union, for at least some sectors, the assumption cannot hold that
price levels will remain unaffected by changes in the national environmental policies. Of
course, the degree to which competitiveness is changed depends not simply on the permissible
emissions but also on the type of environmental policies chosen. For instance, an industry
might be more sensitive to a tax instrument than to a regulation. Clearly, mWer, insofar as
environmental policies alter the competitive position of an economic sector of a country, the

analysis will have to include effects on the balance of payments and the terms of trade.

Furthermore, as factor rewards change, factors supplies generally also change. Demand
growth for a pollution-intensive good raises the productive value of pollution. Consequently
pollution tends to rise. The assumption of fixed factor supply in the Heckscher-Ohlin model,

however, implies that changing price levels do not affect the level of environmental quality of a
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country. A step towards incorporating demand and factor supply effects is undertaken in the

analysis of Baumol and Oates (1988).

The authors consider a model that is based on the aggregation of the supply and demand
curves of two trading countries. Assume that a country induces an upward shift in the supply
curve of its pollution intensive good by imposing stricter environmental regulanons This
increases the global price level of the polluting good, and reduces the quantity consumed.
Obviously, the pollution level in the home country will be reduced. The proposition by Baumol
and Oates that the global pollution level must fall, however, seems to hold unambiguously only
under the limiting assumption that the country that increases the regulatory stringency has more
lax regulations than the other country. It is conceivable, however, that in some sectors an
increase in the environmental standards of the more regulated country leads to an increase in
overall pollution emissions, if it induces an increase in pollution-intensive production in the
country with the less stringent regulation. It would be straightforward to construct a modified

version of the Baumol and Oates model that produces this result.

In the model, the balance-of-payments effect on environmental regulation depends on the
question of whether the regulating economy is a net importer or exporter of the pollution-
intensive good. For importing countries the balance of payments will deteriorate as home
production falls and the price level of imports increases. For exporters, decreases in home
production and price increases point in opposite directions. The direction of balance-of-
payments changes is therefore not clear a priori. Also, whether non-environmental factors
benefit or suffer under regulatory policies will depend on the shape of the demand curve. A low
price elasticity of demand can mean that the return to labor and capital actually rises, as the

sector extracts a quasi-monopoly rent from its price increase.
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In the same way as the Jones model cautions us to consider the importance of input
substitution elasticities in deriving qualitative results, the Baumol-Oates model stresses the
sensitivity of modelling to demand elasticities. The sensitivity of the result to elasticities may be
even furthered by the omission in both models of substitutions in demand between differently
polluting goods. If the government regulates one sector only, the pollution level may actually
rise (even within a country) as the pollution reduction in one sector may be overcompensated

by the pollution increase in another sector.

1.4.2. Factor Mobility and the Industrial Flight Hypothesis

The results presented are based on models that use the critical assumption that factors of
production are internationally immobile. In most cases, such as the European Union and
NAFTA, the assumption of capital immobility is, however, unrealistic. Mundell (1957) has
shown that movements in factors can substitute for the movement in commodities and lead to
an identical price-equalization phenomenon as in the Heckscher-Ohlin framework. In a two-
factor/two-good world, the mobility of only one factor is needed to produce the result. If capital
is the mobile factor, it would move into the capital-scarce country until factor-price
equalization is reached. The capital-abundant country loses production, while the labor-
abundant country increases overall production. As a firm has the choice of either serving a
foreign market through exports or through production in the foreign market, capital flows in
general will reduce the level of trade between countries, although it is possible that investment

and trade are supplements (Markusen 1983; Wong 1986).

McGuire (1982) demonstrates that, in a Heckscher-Ohlin type model, the regulated
industry will be completely driven out of the regulating country. If the factor that is used

intensively in the regulated sector is internationally mobile, it will migrate out of the regulating
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country and the overall economy will shrink, not only due to the decreased productivity entailed
in the regulation, but also due to the loss in the production factor. If, however, the mobile factor
benefits from the regulation, because it is not used intensively, a regulation can actually induce
a factor inflow into the regulating economy. Although one would expect the first case to be the

standard scenario, an economy could actually gain under a certain set of economic parameters.

Merrifield (1988) also provides an example of a model of pollution abatement with
mobile capital. A tax on the polluting industries could actually increase pollution, because
capital flows into the other country, and the consequent increase in pollution there may more
than offset the reduction in emissions at home. The effect depends crucially on the elasticities
of substitution among factor inputs, pollution and capital intensities in production functions,
and the sensitivity of the capital stock to pollution damage within each country. Given the
appropriate parameters, the model of Merrifield is thuS capable of producing the nightmare
scenario for rich countries: An increase in standards produces a loss of jobs while pollution
increases.

Worries of trade unions and many environmentalists in wealthy countries about trade
liberalization with poorer nations are based exactly on this reasoning of the mixed commodity-
factor flow model. Of the three factors of production that we consider, poorer countries can be
assumed to have an abundance in the two that are immobile (resources and labor), while they
have a scarcity in the mobile factor (capital). To equalize factor rewards, capital will therefore
move from the rich country to the poor where it is scarce, and hence eams a larger return. In
the extreme, the poorer economy grows and the wealthier economy shrinks due to the capital

flows.
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In the aseptic world of Heckscher-Ohlin models, there is no tragedy in the loss of
production as the population of the country with capital outflow gets overcompensated for their
loss through the higher rent they obtain in the foreign market. In real life there is, of course, the
problem that capital owners and workers are not identical. A move of capital outside of a
country implies direct job or eaming loss and depresses the home country’s (Keynesian)
economic multiplier and its tax base. The ramifications of the standard model with capital
mobility leave policymakers only the choice of taking a wage loss or of harmonizing the

environmental standards.

There are a number of reasons, however, why the capital mobility model need not lead to
an exodus of capital into the country that offers low wages and environmental costs. One
Wﬁcﬂisﬂxﬁaﬁm’s decision to relocate depends on more parameters than the three
factors listed. Notably, the model neglects that labor is hardly homogenous. Know-how and
human capital are often more important for a production process than the number of working
hands. While most poor countries are surely well-endowed with unskilled labor, this condition
is generally accompanied by a relative scarcity of skilled workers. For many firms, this scarcity
is the decisive constraint not to relocate. Other factors, such as cultural barners, political
stability, quality of public infrastructure and communications firms, bureaucratic
idiosyncracies, or even the low level of environmental quality, may be important factors that
combine to create an industrial inertia that keeps companies from writing off the physical and

human capital of existing companies in the home country.

The value of low environmental regulations in the host country also may be overrated as
a factor for industrial location, since companies plan their pollution standards to meet standards

that apply for the life span of the investment. As retrofitting of old equipment tends to be very
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expensive, firms will mostly orient themselves to meet expected regulations.” Often
governmental rhetoric and anecdotal evidence point towards an increased stringency of
environmental regulations. Even in the absence of regulatory enforcement, large international
companies generally try to meet global environmental standards. Leonard (1988) points out in
this context that many countries tend to apply stricter environmental standards to foreign rather
than to domestic firms. These general remarks do not imply that there are no companies that
relocate for purely environmental reasons as the theory would predict, but rather that their
economic importance tends to be limited. By the same token high investment costs can act as a

barrier to entry for new firms, which also cannot be measures directly.

The theoretical importance of capital flows is also dependent on differences in
productivity between the country of origin and the receiving country. Capital flows and flows
of know-how are usually tied to each other. If investment flows affect productivity in the poorer
country, and with it the purchasing power, it may actually be increasing rather than decreasing
trade and the wage rate--even for unskilled labor--in the richer country. In the framework of a
simple model, Wong (1986) lists the necessary conditions for this. The positive feedbacks from
productivity improvement may thus to a considerable extent benefit the richer country’s trade
flow, not least because international transplants tend to have a larger import share than

domestic firms.

7 For chemical firms, Monty states that the capital investment necessary for pollution reduction on
existing plants is roughly five times as expensive as the equivalent equipment installation in a new
plant (Monty 1991, p.7).
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Despite the acknowledgement in the theoretical literature that capital mobility can
critically alter the qualitative results of trade liberalization, an appropriate numerical modeling
of capital flows is very difficult. The omission of the problem in most applied models has been

lamented by several authors (Srinivasan and Whalley 1986, Goulder and Eichengreen 1992).

The preceding review of the literature presents the traditional arguments of how different
levels of environmental regulation shape the pattern of trade specialization. This argument can
be formulated as the “industrial flight hypothesis™. It maintains that high pollution-control costs
is a fundamental factor in making firms leave nations which have a high level of environmental
regulations. Evidently, the link between pollution control costs and actual emissions will

depend on the type of environmental policy in place.

1.4.3. Empirical Findings on Industrial Flight Hypothesis
Empirical studies on industrial flight hypothesis have to cope with the intrinsic difficulty

of measuring levels of pollution and pollution control expenditures. Tackling these severe data
limitations has produced a wide array of empirical methods. Different approaches range from

the merely descriptive, to econometric tests and simulation models.

Kalt (1988) analyzes US trade flows from 1967 to 1977 in a cross-country regression.
His findings point to an insignificant impact of environmental regulation on all sectors.
However, if the analysis is limited to the manufacturing, a clear negative impact on exports due
to regulation is established. This impact becomes even more significant, if the chemical sector

is excluded from the manufacturing aggregate.

In analyzing the pollution content of trade flows, Robison (1988) finds that increases in
pollution control have shifted the comparative advantage of the United States with Canada.
More high-abatement-cost goods are imported and more low-abatement cost goods are
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exported. While there is no doubt about this trend, the value of the study needs to be
discounted on the grounds that it has the implicit assumption that standards remained
unchanged in Canada. Furthermore, the analysis could be potentially biased by the timing of
the years for which the abatement content of trade was calculated. The time span analyzed
starts before the First Oil Crisis (1973) and shortly after the Second Oil Crisis (1982). The
turbulences of the world trade system at the time may have caused changing trade patterns,
even without changing environmental policies.

Using a similar methodology as Robison, Sorsa (1994) shows that world market shares
of a group of countries with high industrial standards in environmentally sensitive goods have
not changed much over the last two decades. With the exception of a changing composition of
trade with Eastern Europe, Scherp and Suardi (1997) find also that the relative polhmon

intensity of EU trade has not changed and may have even increased since the 1970s.

This result contrasts with the study by Tobey (1990). He identifies “dirty" industries
according to the percentage of abatement expenditures per sector. From this criterion he
derives the pollution content of a country's exports, which is regressed on its resource
endowments. The inclusion of a dummy variable that measures environmental stringency of the
country does not yield any statistically significant impact of environmental regulation on trade
patterns.

Van Beers and van den Bergh (1996) develop the approach used by Tobey further and
derive a more differentiated result. A broad indicator of environmental policy in the exporting
country is significant, but has a positive sign. This positive sign means, environmental policy
increases the country’s export. However, a narrower indicator of environmental policy

developed by the authors shows a significant but negative sign on aggregate trade flows. Most
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importantly, they find a significant negative relationship for highly pollution intensive sectors

that are footloose.

Simulation models (Walter 1973, D'Arge 1974; OECD 1978; Pe;irson 1987; Perroni and
Wigle 1995) predict small but discernible effects of pollution control measures on the balance
of trade. Tackling the problem in a simulation model, Low (1992) analyzes the consequences
of a tax that equates pollution abatement and control expenditures of Mexico with those of the
U.S. He reports that his simulations show only negligible effects on Mexican exports. Since
Low remains vague about the structural details of the simulation itself, it is difficult to judge its
merits.

Location-of-industry studies also provide some insights. The literature is related to
studies measuring the locational impact of taxes. Newman and Sullivan (1988) provide a
literature review on this type of study. The existing consensus is that differences in taxes are of
importance in the intraregional location of firms, while its influence on location decisions
between regions is insignificant. Newman and Sullivan, however, consider the latter point to be
far from settled. There are formidable econometric problems involved in estimating the tax
impacts. Mainly, these problems involve the fact that the ceteris paribus condition does not
hold. Businesses in general do not mind high taxes, if the local government uses the revenue to
provide for services such as a good infrastructure and a good local education levql. Taxes that

are used for redistributional purposes will be regarded unfavorably.

In general, the ceteris paribus variables will be decisive in determining the location of a
firm, and this conclusion makes it difficult to isolate the independént influence of taxes. This
difficulty is even more pronounced in the case of environmental regulations, which are usually

portrayed of having a small role compared to other factors (cp. Motta and Thisse 1993).
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On the receiving end, Birdsall and Wheeler (1992) state an increase in international
investment in pollution-intensive industries in Latin America because of stricter OECD rules.
Molina (1993) suggests a clear relationship between abatement costs and the growth of
Mexico's maquiladora industry. Instead of following other studies in regressing abatement
costs on the distribution of industries, he regresses abatement on the growth of different
industry sectors in the Rio Grande area. Molina finds that those sectors with the highest share
of abatement costs were the fastest to expand their activities in the Mexican maquila mdusny
Indirectly, this may imply a certain degree of industrial flight from the US or elsewhere,

although a correlation need not imply causality.

Xing and Kolstad (1997) also arrived at the conclusion that more lax environmental
regulations in a host country were significantly correlated with US chemical industry
investments. For other industry this link could not be shown. However, they find hints that
relaxed environmental regulations in the host country are correlated with higher overall

investments by US firms.

Bouman (1996) finds for Germany that compliance costs are slightly related to capital

outflows. However, these results are highly dependent on model specifications.

McConnell and Schwab (1990) indicate that differences in environmental regulations
among counties in the United States do not appear to influence investment decisions
significantly. The empirical evidence for the impact of pollution restrictions on location

corresponds to that of short-run tax incentives, a result that is not surprising in light of the
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similar nature of environmental regulations and taxes as business incentives’. On an
international level, locational decisions are mostly driven by agglomeration economies, such as
infrastructure and other existing industries, with some level of importance attached to classical

parameters like market size and labor costs (Wheeler and Mody 1992).

No study seems to state conclusively whether there is a positive, negative, or zero
correlation between capital flows and pollution abatement costs. This conclusion is due to the
low number of observations used in most studies, as well as a variety of estimation problems.
For the high-polluting sectors such as mineral processing, chemicals, pulp and paper, and
petréleum, pollution control equipment can cost between roughly 10 and 24 % of new plant
equipment in OECD countries (Lucas e? alii 1992). For these industries, a relocation response
to lower environmental standards would not be surprising. This, however, would only concern
new factories, not existing ones. Pollution abatement operating costs as a percentage of output
value lies in the United States at 0.54 % on average, with the highest value at 3.17 % (Low
1992, 113-4). The low level of these numbers do not point to a mass exodus of United States

industry due to differences in environmental regulation.

It has been pointed out, however, by Chapman (1991) that regulation costs are highly
underestimated, because the figures do not include items such as workplace health and safety
protection costs. A possible counterargument is that these costs could equally be seen as

hidden labor costs. This seemingly academic statement points to the problem that if dirty

' There is an emerging consensus in the literature that taxes are a more important issue in
i litan location decisions than in intermetropolitan decisions (McConnell and Schwab
1990).
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industries are also labor intensive ones, it will be difficult to separate that reason for the
relocation of an industry. A statistical regression thus encounters the problem of
multicollinearity, in addition to the unavoidable distortions of pressing the complex

decisionmaking process for a firm’s location into a simple mathematical model.

The argument by Chapman, however, finds support in the study of Gray and Shadbegian
(1993). Using a plant-level data set, they find that, statistically, a one-dollar increase in
regulation costs is associated with a 3-to-4-dollar drop in productivity. Using these results, the
authors find that environmental compliance costs have reduced the average total factor
productivity in the paper, oil, and steel industries by 5.3, 3.1, and 7.6 %, respectively. These
results appear to be at a higher level of plausibility than those quoted by Low, although they

surely will not be the last words written on the subject.

Stafford (1985) uses an approach that circumvents the problem of potentially unreligble
pollution cost figures by using personal interviews and questionnaires to identify the factors
that were most important for large U.S. corporations in locating their branch plants. The result
of the study is that differences in environmental regulations have some influence on location
decisions, but rank behind other factors, like labor characteristics, markets, transportation,
materials, infrastructure, quality of life, business climate, community characteristics, and taxes.
Even for plant types that are qualified as "less clean", the influence of environmental
regulations is outweighed by markets, labor, and materials. The influence of regulations seems
to be of slightly more importance for the choice of the exact plant site on a local level than on a
regional level. The influence of environmental regulations therefore mirrors the influence of
taxes on industrial regulation. Stafford's results converge with those of other econometric

studies.
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However, Stafford's study may underestimate the relocation problem, because the firms
in the sample are all members of the Fortune 500. Large enterprises that run a large number of
factories will usually avoid the bad publicity of running a hazardous plant. The operation of a
plant like Union Carbide's Bhopal generally does not make good business sense for the mother
company. Large companies therefore have a tendency to use uniform standards at all
production facilities. (Pearson 1987, Warhurst and Isnor 1996, Levy 1995, Leonard 1988).
Multinational enterprises generally seek consistent environmental enforcement rather than lax

enforcement.

Jaffe et al. (1995) summarize intra-US locations studies. The studies summarized find
either no significant or very small effects in particular circumstances. There are even hints that

low environmental standards can even discourage investment.

A statistical problem that might lead to an understatement of the problem is that it
compares only locations within the United States with only a limited variation in environmental
relations. There is some reason to believe that the firms for which lax pollution standards are an
overwhelming factor are not part of the sample because they invest abroad. In the framework
of the industrial flight hypothesis, this approach means that firms are only surveyed if they did
not leave the couhtry. Leonard's (1988) study must thus be seen as complementary to that of
Stafford, as he analyzes case studies of U.S. firms that left the country. He also finds that,
while lax environmental regulations may help to gain a locational advantage, they are usually

overwhelmed by other factors.

Stafford provides two important insights by disaggregating the general locational
influence of environmental regulation of the firm's decision into its component. The first is that

it is not the allowable level of pollution emissions that deters companies, but the level of
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uncertainty and delay that is involved with the bureaucratic process of obtaining an operating
license. The number of required permits are more important than the capital costs of pollution
control. This is related to the second insight that firms see environmental regulations as part of
a regulatory package. In other words, a helpful bureaucracy that is perceived as pro business
will not loose business through strict regulations, as long as it has a clear and quick permit-
granting process.

This harmonizes also with the finding of Duerksen and Leonard (1980) that most of the
relocation taking place due to regulatory differences flows into other industrialized countries,
and not into less-developed countries. Obviously, low emissions standards alone do not suffice
in gaining capital inflows.

It has been correctly pointed out by Pearson (1987) that it is not a priori clear to believe
that the increased output of an environmentally abundant country will be captured by
multinationals as opposed to domestic firms. An analysis of the locational pattemns of
intemational firms may therefore be the wrong place to look for a solution of .the industrial
relocation issue. The question of regulation-induced industrial relocation is therefore not yet
settled, although there is an indication that it plays some role for especially polluting sectors, as

Molina (1993) and Birdsall and Wheeler (1992) suggest.

In summary, it appears that, for the economy as a whole, the fears of industrial flight are
largely exaggerated. Comparative advantage in environmental regulations appears to play a
role for the location of only a limited set of industries, and is a minor factor for industry in
general. Heckscher-Ohlin type trade models (at least in their naive form) are found wanting in
predicting the effects of regulations on trade patterns. While of concemn for trade theorists,

these empirical findings are reassuring for ecologically minded governments. Due to the minor
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influence of regulations on industrial location, it appears that trade and environmental goals can

be pursued largely independently.

1.4.4. Pollution Haven Hypothesis
Related to the industrial flight hypothesis is the pollution haven hypothesis. It states that

in an open economy governments are willing to lower envrionmental standards to give a trade

advantage to domestic sectors.

In merging the findings of the environmental literature with trade theories, several papers
are careful to point out that, in an open economy, an optimal environmental tax is not simply a
matter of applying the Pigou theorem (i.e. imposing a marginal emissions charge equal to the
marginal externality).” The seminal paper was written by Markusen (1975), which addresses
the problem in a two-country, two-commodity general equilibrium framework with no
substitution possibilities for the production of the polluting good. A Pigouvian tax should be
equal to domestic external costs, while the optimal tariff combines the standard optimal tariff
with an additional charge that reflects the externality that results from the pollution imported
from foreign production. Clearly in this case, the transboundary pollution increases the optimal
tariff beyond the level that would prevail in its absence. The Pigouvian tax, however, remains

too low to produce a global social optimum.

Krutilla (1991) shows that there are at least two other factors that are to be included in

the determination of an optimal pollution tax, even without transboundary flows of pollutants.

® Optimal refers here to the optimal policy of the imposing country only, not what would be
optimal under a global welfare function.
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The first is the effect of an environmental tax on the terms of trade of a country that was
already mentioned in the discussion of Baumol and Oates; the other is the effect on tariff
revenue. Both have opposing signs and depend on the position of a country as net exporter or
importer of the taxed good, as well as the question of whether the associated externality occurs

during its production or consumption.

Taxing a production externality in a country produces benefits by reducing the
externality. If the country is a net exporter of the polluting good, it also benefits from improving
the terms of trade, thus the tax generates a monopolistic surplus gain on the reduced export
volume. An optimal tax thus needs to include the terms-of-trade effects, and is higher than the
Pigouvian tax for the net exporter. This result is a standard conclusion of trade and
environment modeling (see for example Markusen 1975; Rauscher,1993). The terms of trade
effect is large, if the country’s supply elasticity is high and the export elasticity is low. If the
country is a net importer of the polluting good, the terms of trade effect works to lower the
optimal tax below the Pigouvian level, as the country now suffers a terms-of-trade loss through

increased and more expensive imports.

There is a second effect, however, which works in the opposite direction of the terms-of-
trade effect. In the case of a net exporter, a pollution tax reduces the volume of trade and with
it the country’s tariff revenues shrink. This effect increases with the tariff rate and does not
exist, if the level of tariffs is zero. Krutilla thus hints at the importance of fiscal variables for the
analysis of trade and environment interactions. It should be pointed out here that the analysis
remains partial and thus incomplete, in that it ignores how the tariff revenues are spent. (As

tariff revenues will shrink and pollution taxes increase, the overall direction of the public
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budget is undetermined.) The argument for a general equilibrium analysis will be explored

later.

The analysis of Krutilla has been carried further by Kennedy (1993). Kennedy differs
from Krutilla in three crucial points. First and most importantly, Kennedy models strategic
interactions between two large trading countries in a game-theoretic framework. This approach
means that the analysis moves away from the somewhat unrealistic assumption that the other
country does not react to the policy measures in the home country. Whether the assumption of a
given—and known--reaction curve by Kennedy is more reahsuc is another matter. However, it

points out the great importance of strategic interactions between countries.

The analysis deviates from Krutilla further in that it assumes imperfect competition,
while Krutilla assumes a perfect-competition economy with the import or export status of a
country exogenously given. Thirdly, the inclusion of transboundary pollution accentuates the
interaction between the two countries in a strategic sense, since the stakes for each country are
higher. The analysis is a modification of the optimal tariff literature. Three effects drive the
decision concemning the optimal tax on pollution away from the Pigouvian solution. First, there
is the rent-capture effect. This effect denotes the change in the surplus generated from
foreigners, and includes changes in profits from exports as well as changes in tax revenues
from exports. In Kennedy's model, this effect is negative, since increased taxes reduce the level
of exports.

Most interestingly, while this effect drives the tax level up in Krutilla's analysis, Kennedy
finds it to reduce the optimal tax level. He attributes it to the fact that, in Krutilla's model, trade
flows are determined exogenously by traditional forces such as comparative advantage. Facing

competitive buyers, the net exporting country is free to use a tax as a means to extract a
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monopoly rent from the buyers. In Kennedy's framework, the direction of trade is determined
exclusively by relative tax rates. The country (that is otherwise equal) which has the lower tax
rate will therefore be an exporter, while the other will be an importer. The implications of these
modeling differences are quite fundamental, since Krutilla suggests that free trade will not
provide an incentive to lower pollution standards, while Kennedy provides ammunition for the

side that argues against free trade on the basis that it would erode environmental standards.

Certainly, there are examples of industries that support the arguments on either side. In
the cases of an asymmetrical trade integration between poor and rich countries, Kennedy’s
assumption that both countries have identical endowments is not tenable. There may thus be
room for the extraction of monopoly profits from one country, at least in certain industries. On
the other hand, with some likelihood, there are industries where the competitive situation in the
different countries is quite similar. Differences in environmental regulations may therefore tilt
the balance in favor of one or the other country, thus lending plausibility to Kennedy’s analysis.
Clearly, some analysis or educated guesswork of the competitive structure of key industrial
sectors is necessary to determine the net benefits of environmental policies in a free-trade
arrangement. In practice, the respective political strength of the potential winners and losers
will be decisive in determining the direction in which the rent capture effect will point the
environmental regulations.

Two more shifters of environmental policy are identified by Kennedy. The
transboundary effect keeps the optimal tax rate below Pigouvian levels, because a country’s

policy does not account for the pollution that causes damage in other countries. This effect
occurs with or without trade. The last effect listed is the familiar pollute-thy-neighbor-via-trade
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effect, which works to make the pollution policy more stringent than warranted by Pigouvian

policy (Siebert 1985).

Using a dual general equilibrium approach to produce results comparable to that of
Kennedy, Ulph (1990) finds that quantity instrument are Paréto superior over the tax
instrument. The conclusion by Ulph is biased, however, through the fact that it is a partial
analysis that neglects that the money earned with the tax instrument may be put into a use other

than paying for an unproductive state apparatus, and thus needs to enter welfare considerations.

Further models include dynamic interactions between countries. These models try to
overcome the assumption in a comparative static analysis that trade flows are determined solely
on the base of factor endowments. Implicit in the traditional trade theory is therefore the
assumption that, once a comparative advantage in endowments disappears, trade flows will
revert. If this assumption were true, it would be foolish for a government to subsidize the
location of a certain industry, because firms would only stay as long as the subsidy is granted.
In the economic system of the Heckscher-Ohlin paradigm, history does not matter. Once the

initial parameters are replicated, exactly the same structure will be reproduced.

Economic growth is, however, path dependent. Through changes in price levels and the
structure of competition, trade can lead to the formation of economies of size and technological
innovation. Many government planners therefore believe that locational advantages are self-
perpetuating. Effects, such as leaming-by-doing and agglomeration economies (i.e., the costs
and benefits of geographical concentration) may change the economic structure of a country
permanently. Much of the difference between classical trade theory and recent theoretical

developments lies in the acknowledgement of the importance of the development path.
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Porter (1991; Porter and van der Linde 1995) has tumed the argument around and
formulated the hypothesis that countries can use the early introduction of environmental
policies strategically to give domestic environmental industries a head start compared to
foreign competitors. The idea behind the Porter hypothesis is that in countries that regulate
early and well (1), companies can move down the learning curve without large market losses to
mn-regulated competitors. However, by the time competitors start to regulate they will have
developed a strong competitive edge. There are many caveats linked to the hypothesis. Most
notably, it fails to provide any ex ante information on what regulations will be beneficial. For a
criticism of the Porter Hypothesis, see Palmer et al. (1995). Their critique relies basically on
the fact that firms could spot future business opportunities in the environmental field even

without the government.

There are numerous extensions to the game theoretic literature that analyze the problem
of organizing the world's countries to cope with transboundary pollution, especially global
warming. However, the problem of global commons exceeds the scope of this paper, which
focuses on domestic pollution only.

While dynamic and game-theoretic effects are of importance, they are intrinsically
difficult to model, and have yielded limited insights in the sense of falsifiable predictions about
what governments actually do. Especially, game-theoretic models tend to be intellectually
stimulating mind games with no attempt at corroborating their insights with empirical
observations. What there is in empirical literature shows little evidence that governments
consciously use environmental regulations as instruments of trade-related policy goals in the
form of "ecological dumping”, an insight which probably is not unrelated to the limited effect

such a policy seems to have on the location of industries.
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Rauscher (1993) cautions that ecological dumping is not simply identical to having lower
environmental standards than other countries. As has been pointed out, there is no reason why
environmental regulations should be equal in all countries, since preferences and national
endowments vary among regions. The normative statement that regulations should be identical
around the world is to be rejected on these grounds. Differences in environmental regulatlons
(at least for local pollution) may be even desirable, as it leads to global welfare increases due to
the principles of comparative advantage. Ecological dumping is also not identical with pricing
of pollution below marginal social damage. While this pricing certainly produces economic
distortions it is not necessarily due to a conscious decision to change trade pattemns, but can

have many other motivations.

Oﬁ a practical level, Rauscher proposes a third definition, which states that ecological
dumping occurs whenever the (explicit or implicit) price of environmental resources is lower in
the tradeables than in the non-tradeables sector. Under this definition, the level of information
needed to test for the existence of environmental policies as a means to gain a trade advantage
is considerably less than that for the previous definition. It is not necessary to undertake the
near-impossible task of analyzing a correct resource price. Instead, one can simply focus on
price and regulatory differences. Further, Rauscher's third definition seems to be the most
realistic way policymakers would try to take strategic advantage of low regulation levels in a

trade setting.

To my knowledge, there exists no study that analyzes methodically, the question of
whether states systematically follow a policy of ecological dumping in the sense of Rauscher,
although anecdotal evidence exists. The most prominent example of this kind is the exploitation

of tropical forests for export. In many cases, however, the policy is not part of a deliberate
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long-term plan, but emerges from short-term necessity. Of special importance here, is the need
to serve huge amounts of foreign debts that might lead Third World countries often to
underprice their natural resources (Tudini 1993). Another important area where deliberate
discrimination applies is in the field of energy/CO, taxation. Since energy can constitute a
considerable cost component for certain industries, this is a field where effective tax rates can
differ substantially. For the global commons such a tax differentiation may even be beneficial

as it reduces carbon leakage (Scherp and Suardi 1997).

It should be noted here that, for the case of medium-income countries the supposition of
a pollution-haven strategy may not be the only relevant of the two hypotheses for strategic
environmental policy, as they may be squeezed on both sides. Higher environmental standards
may decrease the country's attractiveness for capital from rich countries, while its own industry
moves towards countries with even lower regulations. An answer to the question of whether
trade liberalization improves or deteriorates the environment in medium-income countries,
leaves open the question what takes place in other countries. A pollution reduction within the
free-trade area could mean that the polluting sectors move to third countries that are more
willing to sell off their environment. On a global level, pollution may therefore still rise. There
exists, however, to my knowledge no theoretical literature dealing with the trade and

environment complex in a three-country framework.

1.4.5. Empirical Evidence of the Pollution Haven Hypothesis

In light of the negligible effect of environmental regulations on trade flows it not
surprising that there is no evidence that countries systematically use environmental policy as a
means of attracting business. Leonard (1988) screens numerous case studies of industrial

relocations of U.S. firms into four industrializing countries for evidence of conscious ecological
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dumping. While the underpricing of environmental costs seems evident for the case of
Romania under Ceausescu, in other countries the évidence points largely to the contrary. After
attempts in the 1950s to use lax environmental regulations as a means of attracting foreign
investors, Ireland reversed this policy, not least because it had only a small effect on investors.
For Mexico and Spain, Leonard finds the contrary policy that environmental regulations are
mostly higher on foreign companies than domestic ones. Historically, comparatively low
environmental standards are often more the result of ignorance than of conscious decision
making. Leonard provides evidence that the medium-income countries become increasingly
more adept at obtaining environmental concession from foreign firms, as the countries move

down a learning curve.

Murell and Ryterman (1991) analyze whether a comparative advantage in pollution-
intensive products could serve as a justification for lax environmental standards. In particular,
they conclude that the relatively lax environmental policy in Eastern Europe cannot be

explained by a tendency to export commodities intensive in pollution.

1.5. Poverty Attraction Hypothesis

The empirical evidence compiled above indicates that the two components of the
traditional pessimism hypothesis have only a very limited backing in the empirical literature.
However, this does not eliminate the possibility that trade among countries with unequal level

of development results in increased pollution levels.

1.5.1. Conditions for the Hypothesis
While regulation-setting itself may not be important for industrial location, there is a

strong possibility that regulations are correlated to other important location factors. Therefore,
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trade could lead to higher overall emissions, if countries with low environmental standards
specialize in pollution intensive sectors, even if the relaxed regulations themselves play a minor
role. Since low environmental standards can be found in developing countries and strict

standards in industrialized countries, the nature of North-South trade becomes crucial.

This possibility leads directly to the formulation, of what could be labeled the “poverty
attraction hypothesis™: pollution-intensive sectors tend to be attracted to poor countries. Free
trade leads to environmental degradation in poor countries, because the relocation is met with
lax environmental regulation. This concern has been formulated early by Walter and Ugelow

(1979; see also Copeland and Taylor 1994 1995).

Specialization need not be driven by environmental standards but result from
exacerbating factors such labor and capital endowments. The theoretical trade literature is of
little help in determining the expected specialization. Depending on the correlation of pollution-
intensity with other factors such as labor intensity and cabital intensity, North-South
specialization could occur in either way. Development theory offers some assistance. It is well
established that as countries move through stages of development, their economies become less
resource and labor based, and become increasingly capital intensive. However, again it remains
an empirical question whether the dominant sectors of early development stages are
intrinsically dirty or are polluting because of the coincidentally low pollution standards.

Furthermore, it is an empirical question whether trade makes the situation worse.

1.5.2. Empirical Findings on Poverty Attraction Hypothesis
Empirical literature exists on both the trade aspect and the development aspect of the

poverty attraction argument. The analysis of trade flows indicates that environmentalist fears of

trade specialization are not completely unfounded. A number of empirical studies confirm that
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developing countries tend to specialize in dirty industries. Low and Yeats (1992) investigate
the connection between the pollution content of trade and income level. They find that exports
of dirty products account for a growing share of developing countries' exports. Other
econometric studies derive at similar results (Hettige et al. 1992; Birdsall and Wheeler 1992).
Dessus and Bussolo (1995) achieve this conclusion using a computable general equilibrium

model for Costa Rica.

By contrast, Sorsa (1994) shows that industrialized and developing countries roughly
maintained their comparative advantage in environmentally sensitive goods. Similarly, Scherp
and Suardi (1997) also find that EU-Third World trade specialization was mostly unchanged

over 20 years.

The assembled evidence is weakened by the fact that all studies rely on the same
emissions data set compiled by the World Bank (Hettige et al. 1995) on which also this study
draws. However, the overall balance of the empirical trade literature appears to indicate that
developing countries have a comparative advantage in pollution-intensive sectors. Potentially,
this conclusion could imply that it is not commendable for a Third World country to follow an
open trade policy, because the removal of trade barriers will lead to a worsening of a poor

country's environmental and, in the longer run, economic situation.

The empirical literature of the connection between pollution and development hints that
the relationship between a country’s wealth and pollution follows an inverted U (Selden and

Song 1994, 1995; World Bank 1992; Shafik 1994; Grossman and Krueger 1995; de Bruyn et
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al. 1995, Lucas et al. 1992; Rock 1996; Xapappadeas and Amri 1998)'°. This phenomenon is
known also as environmental Kuznets curve. It denotes the observation that the least developed
countries have relatively low levels of toxic release, countries undergoing industrialization are

highly polluted, and post-industrial countries are relatively clean.

Grossman and Krueger estimate that the highest level of pollution occurs for countries
with a per capita income near US$ 5,000 (at purchasing power parity) which is about the
income level of Mexico. Beyond this threshold, increased GDP is correlated with a decrease in
pollution, at least in the cross-country data set. Radetzki (1992) notes additionally that the
curve is moving down over time. A country today is cleaner than a country in a comparable
economic stage of development thirty years ago. The shape and time trend of the curve is also
found by Goldemberg (1992) for the consumption of energy per unit of GDP which is
ultimately the source of most pollutants. However, these findings are not uncontested: Apart
from difficulties of comparing pollution levels across countries, it is neither clear where the
turning point might be located, nor does the absolute level of pollution decline in all cases (Esty

and Gentry 1998).

The observation of the inverted U curve does not allow to draw any direct inference on
the interaction between trade and environment, because it does not measure the composition of
the economy as a dependent variable. Rather, it looks directly at emissions which are obviously
also influenced by regulation levels. Furthermore, there is no hint at whether trade has any

impact on this pattern. Therefore, the findings provide little direct evidence for or against the

19 Lopez (1994) derives the result from a theoretical model.
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poverty attraction hypothesis. However, it points to the critical nature of assuming constant

factor endowments and regulations.

1.6. Research Gaps and Purpose of this Paper _

The existing body of literature leaves three important lacunae that will be partly filled
by this dissertation. First, this paper will add to the empirical literature on trade and
environment interactions. Second, it is one of only very few studies that explicitly include the
environmental externality in the analysis. Third, it treats integrates the political process of
regulations in the analysis.

1.6.1. Contribution to Empirical Research
The literature on trade and environment has made substantial advances. With the notable

exception of the Porter hypothesis, most theoretical papers argue that tighter regulations lead to
a comparative disadvantage of the regulated sectors. The important question is rather how
important actually is the influence of regulations. The emerging consensus of the empirical
literature provides good and bad news. On the one hand, industrial flight of relatively little
importance. On the other hand, there are some hints that poor countries have a relative
advantage in polluting industries. This paper will take a fresh look at the two hypothesis in the
context of NAFTA. In contrast to econometrical approaches that focus naturally on statistical
significance, the computable general equilibrium (CGE) approach allows a calculation of

absolute levels of importance.

1.6.2. Inclusion of Environmental Externality
The empirical literature focuses on the impact of pollution abatement on trade

specialization. Remarkably, it neglects the externality aspect of pollution. Potentially, the
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integration of externalities into the analysis can significantly effect results. Resource depletion
deprives a country of the opportunity to develop other industries such as tourism, which are
potentially big foreign-exchange eamners. Pollution may harm people and materials or deter

industries from locating in a country.

There exists only a small body of descriptive literature that emphasizes the negative
aspects of trade liberalization itself. This omission stems from the theory of the second best that
the removal of trade distortions can lead to a worsening of a country's situation--
environmentally or economically--if other distortions still exist. In an autarkic state it may not
be consequential that a natural resource like tropical wood is underpriced. An opening of the
borders for exports worsens the effect of the distortion and leads to environmental
deterioration.'! While the argument itself is straightforward, its analytical and empirical
examination is made difficult by the complexity of the technical and economic relationships and
the often considerable time that elapses between the emission and the time that the full damage
occurs. Even if the country gains an advantage in the short-term, a policy-induced comparative

advantage in resource-intensive sectors disappears as the resource depletes. An analytical

" There are many examples of this sort. See for example Arden-Clarke (1992a). Some ecological
economists take the thought even further and argue that trade generally should be minimized
(Morris 1990; Daly 1993; Daly and Cobb 1989). The environmental argument these authors make-
-there are other ethical considerations not relevant for this paper-—is that trade always entails
transportation and consequently energy consumption, with all its unwanted side effects of resource
depletion, pollution, etc. More trade therefore leads to environmental deterioration. Cross-hauling
of near identical goods across borders can be readily accepted as an example of this point. Brander
and Krugman (1983) formulate a model where the waste of resources involved in the reciprocal
shipping of identical goods may outweigh the benefit of increased competition. It is, however,
questionable, whether this should be taken as an argument against trade itself. The real problem
lies obviously in the underpricing of the environmental resources. If the "correct" price for energy
is so high that trade would fall as a consequence of higher transportation costs, there is still little
economic argument for the imposition of trade barriers after the price change.
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integration of externality may reveal that lax environmental regulations lead to a deterioration
of a_country’s trade position, as a country’s non-polluting export sector declines under the

burden of the other sector's pollution.

The static CGE model of this paper addresses the problem by integrating the impact of
pollution on health into the analysis. This integration allows an analysis of the welfare impact of
policy changes when economic growth and pollution move in opposite direction. Furthermore,

it enables to assess the importance of the externality on the industrial structure.

1.6.3. Endogenous Treatment of Pollution Factors

Both theoretical and empirical studies on trade and environment assume factor
endowments and institutions to be constant. In combination with the poverty attraction
hypothesis, these assumptions result in an easy determinacy of the direction of trade-induced
change: Trade is bad for environment because it moves dirty industries to places where
regulatory enforcement is weak (even though the enforcement itself may not be the driver).
However, it is well established that regulation stringency increases with economic
development. The ceteris paribus assumption for regulatory stringency is therefore not

legitimate, insofar as trade promotes development.

In many cases, the pollution result of the poverty attraction hypothesis reverts, if
regulation-setting is treated analytically as an endogenous process. As a oomplement, this
paper therefore formulates a “institutional optimism hypothesis”: the relocation of industries
cannot be separated from the creation of wealth, which again is a key determinant of a
country’s regulatory stringency. Since free trade is therefore closely associated with the
application of pollution standards, it will generally lead to environmental improvements, even if

a country is attractive for pollution-intensive sectors. The institutional optimism hypothesis will
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be developed formally in Chapter 2. This hypothesis will also be empirically analyzed in the

CGE model.
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CHAPTER 2

THE INSTITUTIONAL OPTIMISM HYPOTHESIS

The main body of empirical and theoretical literature takes the environmental regulation
level as externally given. The present chapter will show the importance of this assumption and
argue that it systematically leads to a misjudgment of the environmental consequences of trade
liberalization. A first section first develop the economic and political mechanisms justifying an
endogenous treatment of regulation levels in the analysis. Section two develops the ideas in a
theoretical Heckscher-Ohlin type model that traces the consequences of such an endogenous
treatment. A third section interprets the results and formulates the institutional optimism
hypothesis. A fourth section will describe a disaggregation procedure for an empirical

examination of the hypothesis.

2.1. Economic Development as Explanation of Environmental Stringency

2.1.1. Development and Production Patterns

Trade contributes to the economic development of a country. The empirical evidence of
an environmental Kuznets curve points to the fact that economic development and pollution do
not form a linear relationship. The decomposition of environmental effects servé to disentangle
what might explain the relationship. The scale effect in isolation would have suggested that
economic development entails a straightforward increase in emission levels. Evidenty,
therefore during the different stages of economic growth, there must be a distinct pattern that
influences the two other important effects identified by Grossman and Krueger (1992), the
composition effect and the technology effect. These will be addressed in tum. The stylized facts

of the economic development process are presented graphically in Figure 2-1.
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C ition ff

Poor and medium income countries tend to have a high share of dirty sectors. (Figure 2-
1, panel A). The argument presented here focuses on four factors that explain why poor
countries might be prone to having dirty industries. First, poor countries tend to have a high
demand for basic production which tends to be dirty, both for final consumption goods, as well
as for investment. Consumption in wealthier countries tends to be more service oriented.
Second, labor endowment in poor country tends to consist of a pool of unskilled labor. This
endowment gives the country a comparative advantage in heavy industrial or agricultural
production. Third, poor countries are capital poor. It is not clear whether this poverty should
move the sectoral composition of the industry towards clean or dirty sector. However, it
contributes to pollution-intensive production technology, as will be elaborated below. Fourth, in

poor countries resource extraction tends to have a relatively high share in national production.

All these factor give a comparative advantage to pollution-intensive industries in poor
countries. If such countries open to trade, this comparative advantage might be reinforced. In
ésence, this conclusion is a restatement of the poverty attraction hypothesis. As a country gets
richer, the relative advantage might change, and the relative pollution intensity would decrease.
In itself, the composition effect might therefore explain part of the relative greening of richer
countries. However, it could not explain an absolute drop in pollution levels for rich countries,
because structural change is normally not accompanied by an absolute decline but a relative

decline of certain sectors (Figure 2-1, panel B).
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Figure 2-1. Decomposition of the environmental Kuznets curve
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Technology effect

Production technology in poor countries is also largely a function of resource
endowment, notably the lack of capital. Physical capital is often of an old vintage. Old vintage
capital stock is likely to be more polluting than newer equipment. Retrofitting is generally
expensive. Increased wealth and, hence, capital stock tends to reduce emissions first, because
environmental improvements are linked to the replacement of the capital stock. Second,
because low levels of capital endowment make environmental investments expensive in
foregone production. Finally, new and environmentally friendly technologies are often capital
intensive. This intensity is due especially to the fact that production processes are mostly
developed. by rich countries for the need of rich countries. With increased capitalization of

production, the likelihood increases that the technology has been developed by the first world,
and therefore tends to be environmentally cleaner than the existing technology of the
developing country. Increased capitalization of production may therefore lead directly to lower

pollution per unit of production, although there exist counter-examples.

Greener production technology is certainly the crucial reason why wealthier countries can
be cleaner countries. However, it leaves the question why they actually are cleaner. The
inverted U-relationship of pollution appears to indicate an ir;creasing importance of the
technology effect from a certain income level onwards. (Figure 2-1, last two panels) This result
can be explained only by a look at the institutional aspect of regulation setting that will be
discussed more extensively.

2.1.2. Development and Institutions
Pollution control requires the existence of functioning regulatory institutions. The

existence of these institutions is intimately tied to a country’s wealth, because the demand for
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environmental quality is highly income elastic. (Esty 1994). Clean environment is a normal
good. Its effective demand rises with the level of income. For very poor people, the basic
concemn is to earn a livelihood for themselves and their families. In such a situation, the concemn
for the environment tends is not expressed in the market and the political processes. As a
country gets richer and its population is increasingly able to bear a reduction in their disposable
income, the demand for environmental service increases. If the political process permits it,

environmental regulations will become more stringent in such a case.

Furthermore, a clear link can be established between the income and education level of
the country and the level of public accountability of the administration (Hettige et al 1996,
1997).!2 The difference in institutional capacity between poor and rich countries is .oﬁen
commented on (Chichilnisky 1994; O’Connor 1994). Dasgupta et al. (1995) find empirically

that the amount of regulation increases steadily with the growth of per capita incomes.

Ther; are several arguments that support a behavioral assumption of this type. Foremost,
increased wealth (approximated by the capital intensity) decreases the willingness to tolerate
pollution. The desire for stricter standards may be the direct result of increased income itself,
since a clean environment is something of a luxury good , or may be caused indirectly through
higher general education that usually correlates with increased wealth. Inasmuch as
environmental awareness and preferences are closely related to people's educational levels,
higher income will result in stricter pollution standards. This argument will be elaborated

further below.

12 Selden and Song (1994) provide similar arguments.
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A transactions-cost effect complements the income effect. While the income effect is
demand driven and relies on a positive income elasticity of a clean environment, the
transactions-cost effect results from changes on the production side. Naturally, enterprises have
an incentive to cheat on environmental regulations, if there is little likeliness in getting caught.
Monitoring is expensive, however, and almost certainly involves economies of scale. If an
economy sets aside a certain percentage of its income for regulatory enforcement, its efficiency
is bound to rise as the value of production increases. There are considerable difficulties in
statistically verifying this transactions-cost hypothesis. However, the capability of a state to
raise tax revenues may serve as a proxy for its ability to enforce regulations in general. Clearly,
there is a trend for the share, if not the size, of a country's informal ecoﬁomytofall as its per-
capita income rises. This analogy lends some plausibility to the argument that an increased
capital/labor ratio could result in a higher regulatory standard, even if the demand for

environmental quality is completely income inelastic.

Chichilnisky (1994) stresses the importance of property rights in determining the relative
abundance of a country in natural resources in a North-South trade model. Chichilnisky's
discussion shows that property rights by themselves can determine a country's resource
abundance. As the strength of the property rights is correlated to the income level of a country,
the argument made by Chichilnisky can be seen as a variation of the transactions-cost argument
made above.

Despite their seemingly similar implications, the income and the transactions-cost
argument differ qualitatively. The former assumes that the regulatory policies are optimal for a
given income level, while the latter assumes the existence of distortions. If there exists only an

income effect, there is no systematic change in the externality costs, because the marginal costs
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of pollution rise at the same time that pollution levels decline. For the transactions-cost case, an
increase in capital endowment reduces the extemnality, which is the gap between marginal
benefits of production and marginal costs of pollution. (Since the model presented here does

not include any externality effects, a distinction is not made in the model.)

The relationship between income and regulatory sﬁingency conforms also with the more
sophisticated approach used in the political science literature. One can separate the relationship
between income and environmental regulations into two components: preference formation and
the translation of preferences into actual policies. It is argued here that increased wealth and
socioeconomic development is a contributing factor to both a value system that assigns
increased importance to the environment, as well as to more democratic political institutions

that react to these preferences.

The conditions for the development of democratic structures are among the oldest topics
studied by political scientists. Explanatory models stress the importance of cultural or of
socioeconomic factors (Arat 1988, p.21). For instance, Inglehard (1990) describes how
economic development is accompanied by a complex change in the socioeconomic and political

system. He identifies several levels at which political changes take place.

First, a certain level of economic and technological development is a necessary condition
for the increased importance of post-materialistic values, because it liberates people from
concern about basic economic security. Essentially, this requirement means that people move
up the Maslow pyramid of needs as more basic wants are satisfied. Secondly, this movement is
reinforced through rising levels of education of the general population. These first two factors
were already identified earlier. A third factor influencing values is what Inglehard calls

distinctive cohort experiences. The history and culture of a country are important factors, since
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they shape the thinking of a cohort in their formative years. Socioeconomic change usually has
little effect on the values of cohorts whose way of thinking is set, but influences mainly the
younger generations. Value change therefore is usually associated with generational change. A
changing set of values would, however, be inconsequential if no political skills exist that
translate the values into politics. These skills are shaped through experiences and learning-by-
doing of the cohort, and are furthered through the expansion of mass media, which enlarge the

pool of people who have access to information on the political process.

The combined changes in values and skills induced by economic progress exert pressure
that makes environmental issues more relevant, and strengthens the channels of political
conflict that will translate this pressure into practical politics, or more concretely into stricter
environmental regulation. Further factors omitted by Inglehard, such as income distribution are
likely to work in the same direction. There exists empirical evidence to support the argument.
For example, Dahl (1971) and Arat (1988) establish a positive relationship between economic

variables and political freedom and democracy.

One can establish from the accumulated economic and political evidence a direct link
between increased income and stronger institutions to protect the environment. A simplified
equation (e.g. as an income elasticity of emission standards) can therefore be directly used in
economic modeling. Such an analytical representation will be central to the further argument of

this paper. However, a few interpretative caveats apply to such a simplified equation.

Most importantly, the described socio-political changes do not occur with necessity or

instantaneously. It would not difficult to find various reasons and cases that would contradict
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such an short-term interpretation of the relationship.”® However, an income-elasticity of
regulation exists as a long-term trend with an interpretation that is similar to that of a long-term
equilibrium of an economy: a useful simplification of the real world. In a comparative static
equilibrium analysis it can be simply understood as marking the pressure on the economy that

is induced by a certain set of policy changes.

Furthermore, a comparative static analysis leaves out the important questions of the
transition process to the new equilibrium. Conceivably, an environmental resource could be
irretrievably lost in the transition period. The movement to a different equilibrium might
therefore be unattainable because, in the interim, the very conditions for the existence of the

other equilibrium are destroyed.

Finally, for purposes of modeling, a smooth function serves as approximation of the
process towards stricter regulations. By contrast in real life, political and regulatory change
often takes place in a discrete rather than a continuous fashion. However, it is not possible, ex
ante to know exactly where, if at all, there might be thresholds above which certain changes

take place.

2.1.3. Trade and Environmental Regulation

It is clear from the previous discussion that environmental standards cannot simply be
taken as given. On the one hand trade might improve environmental performance directly.

Trade itself, as opposed to autarky, increases the stock of knowledge by giving a country

3 One may think of the example of the old Soviet Union as a state for which most socioeconomic
indicators would suggest the existence of a high degree of democratization and concern for the
environment, but where both are conspicuously absent.
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access to foreign innovations and knowledge (Grossman and Helpman 1995). Trade openness
itself might therefore be associated with a cleaner industrial base. Lucas ef al. (1992) derived
that open economies show a significantly lesser growth in pollution levels than closed
economies. Birdsall and Wheeler's (1992) analysis of the situation in Latin America, shows that
openness for trade leads to a lower level of environmental degradation, since trade involves a
transfer of technology. Wheeler and Martin (1992) present anecdotal evidence that, in the case
of the paper and pulp industry in Latin America, investment by foreign firms appears to be
followed by the import of pollution-control technology as well as industrial country pollution
standards. Openness of the economy is a major factor for the adoption of pollution-saving
technology, because it removes existing distortions. By contrast, the authors find no

independent effect of a country's development level on the adoption of clean technology.

However, the evidence on outward orientation and decreasing pollution-intensity has
been questioned by Rock (1996). As a more political component of the direct effect of trade on
regulation, one might also add the political pressure from trading partners, for instance, in the

context of NAFTA.

Potentially as important as the effect of trade liberalization of the poorer country's
economic structure may be the deregulation of its financial markets. In the context of NAFTA,
some studies assume that it would reduce the nisk premium on Mexican capital rates by 1
percentage point (CBO 1992). To this one would need to add the effect of increased efficiency
in financial services due to U.S. competition and the inflow of U.S. capital. Mexican
investment is likely to increase as a consequence, which by itself may lead to increased or
decreased pollution, depending on the type of investment that is induced. In general, however,

a lower discount rate shifts the trade-off between resource conservation and depletion in favor
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of a lower rate of exploitation. The interest rate effect may thus work as a factor that pushes

Mexico into becoming a cleaner country.

Another line of argument follows directly from the discussion of the previous section and
takes the link between wealth and institutions as a starting point. There is no theoretical or
empirical trade literature that treats environmental regulation directly as a function of wealth.
However, Chichilnisky (1994) makes environmental stringency endogenous to the analysis
through a property-rights determined supply function. She assumes the property-rights
situation in the North to be well defined, so that here the supply curve of the natural resource
follows the social optimum. In the South, the lack of enforcement leads to a more outward-
lying pri\;ate supply curve, which does not consider externalities. In a general-equilibrium
framework, she derives that the supply curve for the natural resource can be downward-
sloping.

The model assumes that the private suppliers of the resource have no alternative
employment than to bring their labor into the production of the resource, while they consume a
second good which they purchase from their revenues. Under these assumptions, their optimal
allocation problem is one between consumption of the good and leisure time. When the price of
the resource falls, two effects occur. The first is the substitution effect: Work decreases as the
reward for working declines. The second is the income effect: As wages fall low enough, more
effort needs to be applied to earn the subsistence income. In this case, resource exploitation

will increase as the terms of trade turn against the resource.

Raising the capital intensity will increase the factor reward for resource exploitation and
may therefore lead to a decreased level of exploitation, if the economy operates on the

backward-bending part of the environmental supply curve. Raising a tax on the exploitation of
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the resource, on the other hand, could produce an unintended rise in environmental destruction,
increase the comparative resource abundance of the South, and lead to exports of resource-
intensive goods. The property rights determined resource abundance is therefore similar in

rémlt as the wealth determined regulation setting.

Bommer and Schulze (1996) provide another attempt to the author to mtemahze the
pollution stringency level into the trade analysis. In many respects their theoretical model which
is also applied to the NAFTA situation parallels the ideas that will be developed in this chapter.
However, the Bommer-Schulze political paradigm is substantially different from the one that
will be developed further below. Following Stigler’s (1971) and Peltzman’s (1976) theory of
regulation, in the Bommer-Schulze model, the administration sets environmental standards to
maximize a political support function composed of net exporting sectors, net unpomng sectors,
workers and environmentalists. As trade liberalization changes the relative well-being of these

four groups, environmental policies need to counterbalance the negative effects on the losing
groups.

Bommer and Schulze establish that United States exports are relatively more pollution-
intensive than imports. Taking the United States as a vantagepoint, they argue that trade
liberalization with Mexico puts exporters and labor on the winning side, while importers and
environmental interests suffer. They then argue that this constellation automatically puts
pressure on the administration to increase the stringency of environmental legislation, which
serves the interests of the two losing actors. Environmental interests are helped for obvious
reasons; importers are helped because they are not pollution intensive and could thus improve
their relative position. The authors claim that the environmental side agreements of NAFTA are

evidence of this hypothesis.
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However, several core assumptions of the Bommer-Schulze hypothesis are inaccurate.
Importantly, while it may be correct that the United States exporting industries are relatively
pollution-intensive compared to importing industries, this relationship is unlikely to be true for
actual embodied pollution, because US regulations are more stringent than those in the rest of
the world (see discussion in Chapter 4). The NAFTA-environment discussion in the US was
dominatQ by fear that polluting industry would migrate to Mexico due to their lower
environmental standards (the industrial flight hypothesis in our terms). The assumption that
trade is perceived by environmentalists as pollution-increasing is certainly correct. However,
the line of argument was not that pollution would increase in the US but in Mexico. Bommer
and Schulze therefore misjudge the US debate on Mexico as a pollution haven and the possible
erosion of US environmental standards as a consequence. As a result, the NAFTA
environmental side agreements were not directed at manufacturers in the US as implied by the

authors, but at manufacturers in Mexico.

Furthermore, while it may be correct that in the long-run US workers might benefit from
a trade agreement, this fact does not translate politically into the direction pointed out by
Bommer and Schulze, because Labor perceived itself as a loser, not a winner of NAFTA.
Possible reasons for this may be the resulting insecurity of structural change, the fact that
(losin.g) incumbents are better organized than the diffuse and uncertain winners of trade
liberalization, or simply the fact that certain segm;ants within labor, like the unskilled, might

lose while others, like the university trained, might gain.

Therefore, the internalization approach of our paper follows a different route of

internalization, using the income level as the factor in determining stringency in environmental

regulation.
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2.2 Trade Model with Endogenous Environmental Regulation

This section develops the arguments of the previous section in an analytical model. The

mathematically disinclined reader might move on to section 2.3. without loss in the argument.

2.2.1. The Standard Model
Following the standard assumptions of trade modeling, a Heckscher-Ohlin world is

assumed with two traded goods X and Y. The home country is small and takes the price levels
as really externally given. The price of good Y is used as denominator for all prices. P denotes
the costs of a unit of X in units of Y, similarly, w and » denote the wage rate and the retum on
capital. We assume that all parameters are within a range that prohibits a complete

specialization of the country.
The imported good Y is produced following a Cobb-Douglas function that uses capital

(K) and labor (L) as inputs. For the production of the export good X an additional

environmental input (E) is needed, according to a the production function:

2.1 X=E'I)K*

XXX

where ¢,A,x >0, ¢+ A+ x = 1. This equation means that the production function is linearly
homogenous in its inputs which is the standard assumption in Heckscher-Ohlin models. In the
absence of a regulation, the producers would use an infinite amount of the environmental input E. In
order to limit the use of the environmental input, it is now assumed that the government is willing to

accept pollution only if it produces a certain level of output. Mathematically, this assumption is
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expressed as the condition that the marginal productivity of environment has to be at least p.'* This

first-order condition for the producers of X can then be written as:
22 u=¢E'LIK}

Solving this for E produces

If the factor reward is not taxed away, but stays with the producers of good X, we can

substitute equation 2.3 back into the production function (equation 2.1) and obtain:
c el N
24 X= (—J Li~K
p7

It can be easily seen that the production function of X with endogenous E is linearly

homogenous in X and L. To avoid notational clutter, let us rewrite the production function as:

Y]
2.5 X= (iJ LK™
7}

wherea=l" land f = —— = —° o marks the adjusted new factor share of labor,

+x T A+x I-¢
while B can be interpreted as the relative increase in the retumn of the non-environmental inputs that
can be ascribed to the environment. If € is 0.25, then the retumns to labor and capital are augmented

by one third. It can be seen that pollution is a simple linear function of X.

14 This approach has been used by McGuire 1982.



2.6 E=—-X

£
U

The environmental intensity is related inversely to the minimum marginal productivity,
but rises with the factor share € of the environmental input. The production of Y is assumed to

produce no environmental externalities. Its production function is
27 Y=IKI*

The labor intensity of Y is & times that of good X. A value for & smaller than 1 means that
polluting good is also relatively labor intensive, which would approximate the relative position

of the poorer country. From these assumptions, we can derive the first-order conditions

B l-a 1-da
K
28 W= pa £ K, = 2
#) \ L, L,

and

29 r= p(I—a{fJ‘(Ilé: ) =(1- aa{IL{—’y]h

The capital-labor ratio is a function of the wage-profit ratio.

K
210 Y- K _ & 5
r l-al, 1-d4al,
This can be transformed into
YA ¢ K
2n K _d-daly
L, I1-6a L, L,
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where

labor intensive than Y, then 6 </, and y < /. Substitution of equation 2.9 into 2.11 yields

equation 2.12.

1 ]

o) oy 2L

2.12 Ky =(§J B (i) B ¢¢(‘-I)Ly
H

If the total stock of labor and capital is limited by the equations
2133 K=K, +K,
213 L=L +L,

the model is solvable and the following results are obtained:

] a(l ) U-k)
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These equations reproduce the standard Heckscher-Ohlin results. Equation 2.16b for
instance reveals that an increase in the capital stock lowers the output of X, if X is relatively
labor-intensive, i.e. J is smaller than 1. This is the Rybczynski theorem. Similarly, it can be
verified that the Stolper-Samuelson theorem holds in the model. If the relative price of X
increases, the relative wage rate will rise, if labor is the factor that is used intensively in the

production of X.
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Figure 2-2. Trade liberalization with constant environmental regulations
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Since the country is assumed to have a comparative advantage in the production of X,
trade liberalization would result in an increase in its relative price. A higher P results in an
increased production of X for the export market, while the production of Y drops and is partially
replaced through imports. In Figure 2-2, production moves from the autarky production point
A on the production possibility frontier to point E under open trade. Consumption now takes
place at point B. The improved terms of trade for the polluting sector result in an increased
production. Because resource use is a simple multiple of the production of X as defined by

equation 2.5, pollution will increase in parallel.

The model presents the standard arguments of the consequences of trade liberalization.
For a country with low pollution standards, trade liberalization leads to an increased production
of the pollution intensive good and, consequently, to an environmental deterioration in the home

country. Trade liberalization can potentially be welfare reducing, if the increased consumption
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in the country, which moves from A in Figure 2-2 to B, does not compensate for the increased
pollution that the population now suffers. A low emissions standard p serves as a substitute for
a high price level P and exacerbates the situation. In graphical terms, lax pollution

requirements move the production possibility frontier inward.

2.2.2. The Modified Model
Several mechanisms could make 4, which denotes the trade-off between production and

environment that the population is willing to accept, model endogenous. In this paper, we

propose a dependence of 4 on the capital-labor ratio of X according to the functional form:

K

2.17 p=(L'J

This means the required marginal productivity of T increases exponentially with the

capital intensity. This is a useful proxy for what would more precisely be represented as an
income elasticity of regulation. However, setting n as a function of U would extremely
complicate the analysis without adding anything to the argument developed here. With these
preliminaries, the model can now be solved. Using the equation

!

———  l-a

218 K (2}
L ou’

x

-and substituting equation 2.17) yields the following formula for p:
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If we substitute equation 2.19 into equations 2.14 and 2.16 of the previous chapter, the

results change into
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If n is equal to 0, no income effect exists and the outcome is identical to the previous
results from equations 2.14 and 2.15. However, as 7 increases, the model results change
qualitatively. There exist three value ranges for the pollution elasticity. If 7 is low, the standard
result occurs: An increase in the price of the polluting good increases both the output and the
pollution level. If n is at a medium level, X will be strictly increasing, but the pollution level
will start to drop beyond a certain level, as the increase in the output of the polluting good is
overcompensated through increasingly stricter regulations. At high levels of 1, finally, both the
production of X and the level of pollution begin to fall beyond a certain level. These results are

summarized in Table 2.1.

Figure 2-3: Trade liberalization with endogenous environmental regulation setting

Poliuting good

Clean good
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Table 2-1: Summary of Model Results

Range of n X as function of P E as function of P
< I-a Increasing Increasing
" 1+8
I-a l-a Increasing Inverted U
<n<
1+8 B
I-a <n Inverted U Inverted U
B

The model demonstrates how the existence of an income effect can fundamentally alter
the environmental effect of trade liberalization. Trade liberalization can potentially reduce the
pollution even in the country with a comparative advantage in the pollution-intensive good.
Figure 2-3 depicts the mechanism graphically: A again denotes the production and
consumption level in the state of autarky. It is the tangency point of the indifference curve
under the pollution constraint level 4, which reflects the price level under autarky (shown as
the dotted line). With constant regulations, consumption would move to point B and
consumption to point E. However, these points are not compatible with the effect that the price
level has on the stringency of the pollution standards. Since u increases as a result of trade
opening, the production frontier moves inward (the solid line). This means that production
moves now to point F while consumption takes place at point G. 'lherefore; an unadjusted
calculation of the trade effect will overestimate the increase in the polluting good. Even more

so will it overestimate the induced pollution effect.

2.3. The Institutional Optimism Hypothesis

2.3.1. Formulation of the Hypothesis
For a country that has a comparative advantage in pollution-intensive industries, the

impact of trade liberalization on pollution is a priori ambivalent. One can identify two effects
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working in opposite directions. First, the country will specialize in the pollution intensive
industry, which results both in an increased scale of the economy and in an altered composition.
This result is at the heart of the traditional hypothesis and, in a modified form, of the poverty
attraction hypothesis. A second often-neglected effect of trade is on the environmental
institutions through wealth creation. Section 2.1. discussed the mechanisms through which

trade liberalization tends to strengthen the functioning of regulatory institutions.

Section 2.2 presented an analytical model that discusses the interaction of the
specialization and regulation effects of trade. Which one of the two dominates, is an empirical
question. Its answer is at the heart of the trade and environment debate. It can be formulated as
a third big empirical hypothesis on trade and environment, the institutional optimism
hypothesis. Since free trade is closely associated with the application of pollution standards
(mainly through wealth creation), it will generally lead to environmental improvements, even if

a country is attractive for pollution-intensive sectors.

On the empirical answer to the hypothesis ultimately hinges the question whether trade
as such is good or bad for the environment. Indirectly, it is also of fundamental importance
concerning the strategy environmental interests should pursue vis-a-vis trade issues. In moving
this issue forward, the remainder of this section will address the question what empirical
evidence might corroborate the institutional optimism hypothesis. Section 2.4. will develop

some methodological preliminaries.

2.3.2. Empirical Evidence
There is no empirical evidence that tests the institutional optimism hypothesis directly. A

full econometric analysis of the issue would require the statistically difficult separation of is

two counteracting effects. Even the separate analysis of the specialization and the institutional
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effect is lacking. In the context of industrial flight hypothgsis, the previous chapter showed that
few of the regressions of trade specialization on explanatory variables yielded statistically
significant results. On the impact of wealth on regulatory stringency, the discussion above
pointed to substantive anecdotal evidence. Difficulties of having a good yardstick for
environmental stringency is a major obstacle to a more detailed statistical analysis. Much
analysis is therefore based on measuring pollution levels instead of environmental regulation,

for instance the literature on the environmental Kuznets curve.

Nevertheless, the environmental Kuznets curve can be taken as indirect evidence for the
institutional optimism hypothesis. It is clear on the one hand, that the curve is also compatible
with other explanatory models, such as the standard path of economic development and the
associated changes in economic composition. In decomposing the pollution-income effect,
Lucas et al. (1992) have found supporting evidence for this hypothesis that pollution reduction
is due mainly to a composition effect. High pollution may thus be just a function of early
industrialization, which relies heavily on mineral processing and other relatively dirty industry,
while the income effect on regulations may be of only secondary importance. On the other
hand, it cannot be excluded that the changing industrial structure is not to some extent caused

by changes in environmental legislation.

However, it is unlikely that the composition effect alone would suffice to generate a
downward trend in absolute pollution levels. Principally, only the regulation effect could
achieve this alone. However, this effect would need to be fairly high to compensate both for
scale and composition effect. If the composition effect were zero, the regulation effect would
have to be larger than one. The analytical model in the previous section shows that the

introduction of a regulation effect can reproduce the inverted U-shape. However, the analytical
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result relies not just on the regulation effect, but also on the composition effect (through a lower

output of the polluting good) and the scale effect (low overall output).

The difficulty in interpreting the results of the environmental Kuznets curve is that the
analysis is r&sults-bﬁsed. The statistical relationship between income and pollution need not
imply a causal relationship. This means it considers the development of environmental
indicators without the decomposing whether it is due to changing economic composition, more

stringent regulation or technical progress.

A separate problem in this context is that not only might higher income lead to stricter
regulation but also environmental regulations determine the potential for economic growth. On
the one hand, strict regulations might make an area unattractive for a number of enterprises. On
the other hand, a clean environment and low externalities might make the area more attractive

for other sectors.

To answer this question, it is necessary to statistically separate the bi-directional causal
relationship between income and regulation. This is inherently impossible to do with simple
cross-country data sets, but time-series data are necessary. Although he does not analyze
exactly the question at hand, the study by Schimmelpfennig (1992) is worth noticing as a first
attempt at statistically separating the bi-directional relationship between income and pollution
levels. Using time-series county data of the U.S., he finds that an increase in the level of
income causes a higher level of pollution, while there is some, though not significant, evidence
that lower pollution improves economic productivity. While cross-country studies are often a
means of necessity, because there exist few reliable time series on pollution data, they do not
necessarily allow the conclusion that the functional relationships established here pertain also in

a time path.
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24. An Illustrative Application of the Institutional Optimism Hypothesis: A
decomposition procedure

2.4.1. Introduction and Case Description
The discussion of the previous section shows that the empirical information on the

overall pollution level of a country does not suffice to provide strong evidence about the causes
of the overall effect. Much less is there any hint as to how trade might influence the result,
because of the interplay of scale, composition and regulation effect. More than the industrial
flight and the poverty attraction hypothesis, the institutional optimism requires a disaggregation
of the overall pollution impact into components. This section will develop such decomposition
with an illustrative example. We consider a simple Ricardian case of trade liberalization. The
example reflects very closely the mechanisms at work in a CGE model, it also illustrates the

taxonomy that will be used in the rest of the text.

Table 2.2 lists outputs, inputs, consumption, and emissions for two countries A and B,
where A is more efficient at producing X, while B is better at producing Y. For illustrative

purposes we assume a Cobb-Douglas utility function with equal weights for both goods.

Table 2.2: The effect of trade on two fictive economies

Scenario Region Output Consumption Emissions Welfare
X Y X Y X Y Total

0. Autarky CountryA 20 10 20 10 40 30 70 141
(Emissionfac- Country B 10 20 10 20 20 60 80 141

tor x=2;y=3) __ World 30 30 30 30 60 90 150 @14.1
1. Trade CountryA 20 10 15 15 40 30 70 15
without produc- CountryB 10 20 15 15 20 60 8 1S
tion changes  World 30 30 30 30 60 9 150 @15

80 20

20 20 80 -
120 120 20

2. Tradewith  Country A 40 -
40 20 20

production Country B

changes World 40 40 40 40 80 120 200 @20
3. Regulations: Country A 36 - 18 18 54 - 54 18
Emissions -25% Country B - 36 18 18 - 81 81 18
Output -10%;  World 36 36 36 36 54 81 135 @18

Note: Utility U = X °° Y °°. This excludes any externalities
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In the autarky case both countries consume their output in a ratio of 2 to 1 depending on
the relative advantage. They achieve a utility level of 14.1, while pollution lies at 70 and 80
units, respectively. The aspect of trade liberalization can now be disaggregated into three steps.

1. Trade without changes in production: In this case, the only adjustment would take
place in the consumption pattemn. This increases welfare to a level of 15, but does not use a
country’s comparative advantage. It has no consequence for pollution. This step shows the
barter effect of trade. However, further below, the broader term allocation effect is used, which
includes two further components. The first additional component is the gain transaction
efficiency implied by reduced rent-seeking when non-tariff barriers are removed. The second
component is the scale economy that is made possible by the increased trade. The inclusion of
the transaction and scale efficiency also explains why the allocation effect is relatively larger in
the model than would be suggested by an inspection based on this simple example.

2. Trade with production changes: In adjusting production, welfare increases in both
countries to a level of 20. Pollution, which is linked to the output, rises to 80 or 120. This step

shows the structural or specialization effect of trade liberalization.

3. Changing regulation: Here it is assumed that induced by the trade, both countries
adopt stricter regulations, lowering emissions by 25 percent and output by 10 percent. The
change in output is introduced here for didactic purposes. Insofar as reduced emissions lead to

lower externalities, the output level might even increase.

2.4.2. Decomposition with Constant Regulation Level
From the values in the table, the calculations for disaggregating the pollution effect can

be made. First, we ignore the step of increased regulations. This yields the summary Table 2.3:



Table 2.3: Pollution effect of trade liberalization with constant abatement

Country A Country B
Pollution Effect +143% . +50.0%
Scale effect +41.0% +41.0%
Allocation effect -6.4% -6.4%
Composition effect -14.3% +12.5%

The values for the constant abatement case result from the following calculations:
1. Total pollution effect: A) +14.3%; B) + 50 %; Calculation:

Emissions , 1= A)E-I;B)@—l
Enmissions, 70 80

2. Scale effect: +41%,;

Calculation: 22 —1= 22 _
U, 1a1

3. Output effect: + 33.3 %, (This is an intermediate step for calculating allocation and

composition effect).
Calculation: 2“P¥2 140 _,
Output, 30

4. Allocation (barter) effect: -6.4%,

Calculation: 1~ 2L =1~ 13
U, 141

The relationship between the three effects is:
1 + Output effect = (1+ Scale effect)(1+Allocation effect).

5. Composition effect: A) -14.3%; B) +12.5 %;
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. 1+ TotalPollutionEffect 1.143 _\ 1.5
Calculation: -1=A)——;B)—

o T+ OutputEffect 133" ’1.33

The various effects (for country B) can also decomposed graphically (Figure 2-4).

Figure 2-4. Environmental effect of trade liberalization: Decomposition into scale,
allocation and composition effect

Pelinting good = Emiscions

Clean goed

2.4.3. Decomposition with Endogenous regulation level
When changing regulations are incorporated, the calculations are slightly altered (Table 2.4).

Table 2.4: Pollution effect of trade liberalization with endogenous abatement

Country A Country B
Pollution Effect -22.8% +1.25%
Scale effect +27.6% +27.6%
Allocation effect -6.4% -6.4%
Composition effect -14.3% +12.5%
Regulation effect -25.0% -25.0%
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The adjusted calculations are:
1. Total pollution effect: A) -22.8%; B) + 1.25 %,

Calculation: M -1= A)S—4 - l;B)ﬂ -1
Enmissions, 70 80

2. Scale effect: + 27.6%;
Calculation: 22 —1=18 _;
U, 141

3. Output effect: +20 %;

Output 36

1_1=211

Calculation:
¢ Output, 30

4. Allocation effect: -6.4%; remains constant.

S. Composition effect: A) -14.3%; B) + 12.5 % remains constant.

Calculation: 1 + TotalPollutionEffect _1=4) 0.772 : B} 1.0125
(7 + OutputEffect 1 + RegulationEffect) 12075 71.2 075
6. Regulation effect: -25%; by assumption

Despite the changing output levels, the IO eﬁiciency effect as well as the composition
remain unchanged by the inclusion of an income effect. However, this would not hold, if

sectors are hit asymmetrically by production losses.

2.5. Preliminary Conclusions
The theoretical considerations in this Chapter showed that the overall effect of trade on

the environment depends on a number of mechanisms that often work in opposite direction. A
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full understanding requires a general equilibrium analysis. This is important in particular for
four lessons that can be drawn from the discussion.

First, the political process of regulation setting is an important factor in the trade and
environment complex. It can be shown in an analytical model that the income effect on
regulatory stringency can fundamentally alter the environmental outcome of trade liberalization.
This leads to the formulation of the institutional optimism hypothesis. Clearly, an empirical test

of the hypothesis requires an explicit modeling of the political mechanism.

Second, both the industrial flight and the poverty attraction hypothesis require a
concentration on the composition effect. An empirical analysis of these hypotheses needs to be
able to filter out this effect from the other emission-relevant factors, such as scale and
regulation effect.

Third, the previous section showed that the scale effect and the output of the economy
are not identical. Therefore, a focus solely on the scale effect overestimates the pollution impact
of pollution. Instead, an input based indicator of pollution intensity is needed. In particular, in
the context of trade the allocation efficiency effect that determines the difference between scale

and output effect can be substantial.

Fourth, interactions between increased requirements for abatement are complex. On the
one hand, higher production costs can reduce output, and might cause firms to relocate. On the
other hand, the reduced extemalities increase the potential total output of an economy. They
also might have a feedback on the composition of the economy. An explicit modeling of these

mechanisms is also desirable.
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A full understanding of these interactions requires a complex model. It will be shown in
the next Chapter that a CGE model is best suited for this purpose. The model developed in the

next Chapter will address these four important issues.
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CHAPTER 3
MODELING TRADE AND ENVIRONMENT IN A GENERAL EQUILIBRIUM

FRAMEWORK

3.1. Empirical Modeling Approaches

The previous chapters have presented a considerable complexity concerning trade and
environment interactions. The first part of this chapter describes and evaluates different
methodological approaches that are available for an empirical analysis of the various trade and
environment hypotheses. It will justify the choice of a computable general equilibrium analysis

for the present study. The model itself is developed in the second part of this chapter.

Ideally, an empirical analysis ought to integrate the important feedback mechanisms to
the largest possible extent. No empirical method takes account of all such mechanisms.
However, a few approaches could provide fruitful insights in understanding and quantifying the
various relationships. One can organize these approaches into three major groups. A first way
of exploring the trade and environment relationship is the case-study approach; the second
approach is to econometrically estimate the pertinent relationships; thirdly, one can apply
economic simulation models, especially computable general equilibrium (CGE) models. The
distinction among these three approaches is in practice not quite as sharp as the taxonomy
might suggest. Simulation models, for instance, rely on econometric estimates or use estimates
derived from case studies. Depending on the case at hand, it is possible or even advisable to
adopt hybrid approaches. Nevertheless, for a full appreciation of the choices in empirical

modeling it is useful to examine briefly the three basic approaches.
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3.1.1. Econometric Approaches
Some econometric studies of the trade-environment relationship were discussed in

previous chapters. They focus either on trade flows or on foreign direct investment, and relate
them to indicators of environmental stringency. As discussed previously, despite some progress
in understanding the problems, these studies fail to firmly establish a conclusive link between
environment and trade. Although the econometric approaches have a rigorous theoretical
framework, the available data are generally too weak to allow a conclusive estimation.

Statistical difficulties appear at numerous levels.

1, Testing the Heckscher-Ohlin theory

The Heckscher-Ohlin theory of comparative advantage, on which much of the argument
in the previous two chapters rests, is difficult to prove empirically, although it remains the most
important theoretical framework in international economics. Notably, it took several decades to
solve the so-called Leontief paradox. In his seminal article, Leontief (1954) showed that the
capital-redundant United States apparently exported labor-intensive goods. The article sparked
an abundant literature that either developed theoretical modifications to the simple Heckscher-
Ohlin model (e.g., the inclusion of product cycles) or pointed out biases in the data construction
(e.g., the assumption that imports use the same production technology that is t;sed in the U.S)).

Also it is difficult to get pre- and post-trade prices.

Naturally, an analysis of the significance of the environmental stringency in determining
trade flows will be even more difficult than the analysis of labor and capital endowment.
Furthermore, a time series analysis of one country would need to include environmental

policies in the main trading partners. An increasing regulatory stringency of a country does not
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imply a decreasing attractiveness for pollution-intensive industry, if environmental policies in
other countries evolve faster.

For cross-country comparisons, no clearly identified yardstick for environmental
stringency is available. The various possibilities for such an indicator include government
outlays on environmental policy; participation in intemnational agreements; abatement
expenditure figures; or the number and value of environmental taxes and levies. However, the
choice of one indicator over another will skew the result, because preferences vary among
countries for certain types of instruments (e.g., taxes or regulations). Similarly, the official
regulatory framework may not be supported by actual enforcement, key industries may be
exempted from regulation or taxation, or inefficiencies in the environmental policies may make
the same pollution reduction much more costly in one country than in another.

3. M ing ot . .

Also at the firm or sector level, a number of potential indicators of regulatory costs
exists, such as abatement expenditures, the number of inspections, the amount of
environmental taxes paid, and the number of regulations. These measurements, too, can only
be a proxy of the actual importance of environmental policy for a firm's operation. First, there
may be a large gap between the letter of the law and what is actually enforced. Second, the
cost-effectiveness of an environmental policy can vary substantially. In the extreme case, the
actual cost of the abatement itself could be nearly zero while the administrative burden to prove
that the abatement took place could be quite high. Also, if one country achieves the abatement
reduction via a regulation but another via an ecotax, the regulated company is likely to have a

competitive advantage over the taxed one, which in addition to its abatement costs has to pay

85



taxes for the non-abated emissions. The taxed enterprise would react more sensitively to
environmental policy than the non-taxed one.

4, Measuring pollution

On the output side, that is, concemning the pollution level itself, difficulties lie not only in
measuring pollution levels but also in defining meaningful ways of aggregating a multitude of
different pollutants. Solutions to these problems often need to be found on a case by case basis.
For instance, various indicators of environmental stringency could be compared using
sensitivity analysis. An alternative could consist in aggregate indicators based on ad hoc
weighting methods, toxicity weights, hedonic values, or principal-component analysis.
Unfortmﬁ:ely, often even the basic elements of such an index construction are hard to come by,
as data collections of environmental factors exist only fairly recently. A full time-series analysis

is therefore often impossible.
5. Derivi ment

A further statistical difficulty lies in deriving an abatement function. General data
problems are exacerbated by the fact that environmental regulations are rarely relaxed but only
increase in stringency. Therefore, regulations follow a common trend with technological
process. This common trend means it is often not clear whether a change in the emissions is
due to increased environmental stringency or to unobserved technological processes, because

multicollinearity is likely to plague the analysis.
6. Simul .

As was discussed in Chapter 2, environmental stringency cannot be taken as

exogenously given. This relationship requires the estimation of a system of simultaneous
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equations to establish cause and effect. Pitfalls in establishing causality also exist in other areas.
For instance, one could falsely interpret low abatement expenditures (in dollar terms) as having
lax environmental standards in country. In reality they might be the result of a very cost-
effective environmental policy, or in the extreme, the result of a policy that leads to an exodus
of pollution-intensive industries. Similarly, the opening of a country to trade might increase the
relative importance of differences in environmental regulations, but improve technology
dissemination.

If one adds to these issues just discussed, problems of imperfectly operating markets,
exogenous sMcE, or rigid prices, it is clear that an econometric analysis of trade and
environment relationships is difficult. In practice, it is likely to remain limited to testing simple
relationships, for instance, the direction of trade and investment as a function of an index of
regulatory stringency. Many more complex interactions are beyond the reach of econometric

methods until the data situation improves substantially.

3.1.2. Case Studies
The division line between econometric approaches and case-study approaches is not

sharp, because the data of an econometric study also ultimately derived from individual cases.
However, a change in focus warrants a distinction. Econometric analysis concentrates on the
formulation and testing of falsifiable hypotheses, and applies standard statistical criteria to do
so. Evidently, this approach can also be followed within a case study. However, for the case-
study approach, as it is understood here, it is possible to remain purely descriptive or operate
with simple inspection of data. For the issue at hand, sectoral or historical country studies could

provide suggestive insights.
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3.1.2.1. Sectoral Studies

The advantage of the sectoral case-study approach is that it allows us to look intensively
at the obvious candidates where environmental factors might play a role (one could think here
of chemicals, metal production, etc.) and which are of great concen from a policy point of
view. For these, it would be necessary to identify the various technological options and collect
data on their respective cost structure and environmental impact. One would then need to
detect to what extent regulations or other factors determine the sector’s size and technological
development. One could place the study by Wheeler and Martin (1992) into this category. The
authors analyzed the dissemination of pulp production technology as a function of a country’s
openness to trade. They could show that economies that are more open generally have the more
advanced (and clean) technology.

However, it is questionable whether the experience in one sector is anecdotal or can be
generalized, because there is a risk of a selection bias when choosing the sector. Further
drawbacks are the potential need of considerable data, in particular at the firm level, that might
make many potentially interesting cases impossible to conduct in the first place. In addition, the
approach risks leaving important factors out of the analysis, due to the partial nature of the

analysis (in particular, those that affect the policy process).

3.1.2.2. Historical country studies
Historical studies of whole countries are one way to avoid the problem of having only a
partial (ind therefore possibly biased) look at the trade and environment problem. The resuit of
the historical changes that occurred in these countries is then extrapolated and qualified to

provide an estimate of the expected impact of a similar change. Hufbauer and Schott (1992)
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applied this approach for the case of NAFTA. The authors assume an analogy of the North
American case with 31 similar countries that have liberalized economically in the past. They
derived from these data an approximation for the economic changes induced through the trade
liberalization of NAFTA. In theory, it might be possible to collect the corresponding
information on environmental factors for at least some of the cases. However, it has not been
until fairly recent that organizations, such as the World Bank (especially since the World
Development Report 1992), the OECD (1995) and the World Resources Institute (1986), have
begun to compile international statistics of environmental indicators. In practice, therefore, one
would have to rely to a significant extent on ex post construction of data sets, using external
information on pollution intensities. Alternatively, one could choose a more descriptive

approach based, for instance, on people’s perception of the development.

If the difficulties in constructing useful environmental data sets can be overcome, the
historical approach could provide useful first-order approximations of the expected impact of
trade liberalization on growth and environmental variables. However, problems remain. For
instance, the case of NAFTA is fairly unique, because it constitutes a free trade area between a
highly industrialized and a fairly poor country. The case that may come closest to the NAFTA
is that of the 1986 accession of Spain into the European Community (now European Union)."*
Still, Spain's EC membership differs from Mexico's membership in NAFTA in at least four
respects. First, NAFTA does not provide for fiscal support for its poorer member. Second,

NAFTA does not allow free movement of labor. Third, the income differences between the
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U.S. and Mexico are a multiple of that between the European nations. Fourth, the European
Community has an active policy aimed at harmonizing environmental minimum standards

within the Community.

Another critical factor that speaks against using the historical approach to analyze the
question of NAFTA's environmental consequences is that it provides little guidance on a
disaggregated level, since the composition of any economy is unique. Therefore the historical
approach could successfully attain only a good estimate of the scale effect but not the

composition effect of trade liberalization on pollution.

3.1.3. Simulation Approaches

Simulation approaches are distinct from both econometric approaches and case studies in
that they principally do not need original data. Instead, they rely on constructing economic
models with parameter values that are derived from literature reviews of econometric studies,
case studies, engineering data, or even educated guesses. With these data, the modeler can

analyze the impact of counterfactual policy scenarios.

Simulation analyses have the clear disadvantage that they are inherently incapable of
hypothesis testing according to scientific criteria. Their reliance on secondary data means that
the modeling assumptions already contain the outcome of the analysis. For instance, if a trade
model contains an equation that specifies environment as an important production factor, a

simulated regulatory change will automatically lead to a change in the trade pattem. The

'3 The other countries, Greece and Portugal, that joined the EU in the Southern enlargement (1981
and 1986) are qualitatively different. Both already had largely free-market access, due to an
association treaty and EFTA membership, respectively (Shelburne 1993).
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scientific argument about the importance of regulation remains limited to a discussion, whether
the original assumption is plausible. The discussion is complicated by the fact that a correct
specification of one policy aspect can be overwhelmed by an incorrect specification of another
essential relationship. This problem is the reason for the unease of many economists with
economic simulation models. It is often not immediately clear, which particular equation
specification is the driving force of a simulation result. Consequently, simulation models often
remain black boxes to the reader, unless a significant amount of time is invested in exploring
the modeling details. Unfortunately, therefore, model validation through peer review is often

While suffering from a severely limited model validation, simulation models are often the
only method of deriving at least an approximate economic analysis. As discussed data
problems are likely to be overwhelming for an econometric approach, if a minimum amount of
complexity is required. Simulation models allow a complex analysis while avoiding the data
problem by using best available estimates. The importance of individual parameters can be
tested using sensitivity analysis. Three types of simulation approaches are available. These are

macromodels, input-output analysis, and finally CGE modeling.

Macromodels

Macroeconomic models are based on observed statistical correlation among aggregate
variables in the past. They are applications of econometric models, and as such shares some of
their problems for the estimation the economy-environment interaction. Therefore,
macroeconomic models of trade and environment relationships are forc?d either to make
simplifications in the modeling structure or to impose external parameters into the model
structure that are not derived within the same framework as the econometric estimates.
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For instance, in the context of analyzing NAFTA, Adams et al. (1992) and Clopper
Almon/Inforum (1992) applied macromodels with fairly detailed sectoral disaggregation.
However, they do not provide any disaggregated information on the factors of production. An
extension of the models to include environment as a production factor is therefore not
straightforward. In addition, most environmental data do not exist in sufficiently detailed time
series, but are at best available as simple point estimates.'® While macro-models have been
used successfully in many instances to estimate economic effects of trade policies, in analyzing

the field of economy-environment interactions, its use is limited.

Input-Output Models

Environment can be integrated in a straightforward way by extending an input-output
matrix. On the input side, the environment appears as a source of extraction and provider of
recreation for industry and final demand. On the output side, the environment receives
discharges of residuals that occur during the production or consumption of a good. Like all
other sectors of the I-O matrix, the environmental sector can be further disaggregated, e.g. into

air, land, and water."’?

The first generation of simulation studies are Leontief models that used this type of

extended input-output matrix to analyze policy changes (e.g. Rhee and Miranowski 1984).

'6 On an aggregate level there exists, however, a group of often highly sophisticated KLEM models
named after the four included input factors capital (K), labor (L), energy (E) and materials (M).
These studies analyzed the possibility of an economy to substitute away from energy dependency
after the oil shocks in the 1970s. These models, however, are partial at best, and are of limited
value in analyzing the more multifaceted problem complex that we are dealing with.
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Victor (1972) provides a comprehensive model of this type for the whole economy. Most other
empirical models such as Cumberland and Stram (1976) are restricted to an industry-by-

industry format. A survey is presented in Forsund (1985).

The usefulness of traditional input-output modeling is, however, limited by the
assumption that all coefficients are fixed. This means that I-O models are generally not useful
tools when it is assumed that an economy undergoes structural change, as is the case for trade
liberalization. To a lesser extent, the implicit assumption that statistically established structural
relationships will continue to hold in the future, vexes also other approaches such as
macroeconomic and CGE modeling. However, macroeconomic models allow mitigating this
problem through the inclusion of trend variables. By contrast, in input-output analysis the level
of pollution only changes through alterations in the composition and magmtude of
consumption, or some arbitrary change in the pollution coefficients over time. Input-output
analysis therefore usually overestimates the effects of policy measures, since it does not allow
for subsﬁtutions that may mitigate the impact of the parameter changes. Input-output
calculations therefore could only serve as an upper bound of plausible values. Any conclusions

resulting from an extrapolation of these results would have to be qualified.

m | ral Equilibrium Model

Computable general equilibrium (CGE) models are hybrids of macromodels and input-

output models, combining the advantages of both. The CGE approach involves the construction

17 Ahmad, El Serafy, and Lutz (1989) and Costanza (1991) contain papers on the issues involved
in producing environmental accounts.
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of a model that explicitly incorporates theoretical assumptions about the behavior of individual
actors. Most of the assumptions used in standard models are the usual and widely accepted
staple of economic theory. CGE models generally postulate that firms maximize profits subject
to constraints set by technology, prices, interest rates, and so forth, and that the behavior of
consumers is determined by utility maximization subject to price and income constraints. These
basic assumptions are usually extended to serve the intention of the modeler. Modeling
economy-environment interactions, for instance, requires some explicit assumptions about the
form in which this interaction takes place. Many CGE models use statistical estimates for the
fundamental theoretical parameters. The missing parameters are obtained through calibration
(cp. Shoven and Whalley 1992). This approach means they are chosen in such a fashion that
the model reproduces a historical data set, called a Social Accounting Matrix (SAM),
constructed for the purpose of the model. Therefore, CGE models use both point and time-
series estimates to derive behavioral parameters. However, the difference between
macromodels should not be overestimated (cp. CBO 1992, p. 68). Econometric models can be
regarded as analogous to a reduced form of the more explicitly modeled CGE models, although

some differences remain.

The flexibility that CGE models provide in analyzing complicated Mc interactions
has led to their wide application in the fields of trade and public finance with a special interest
in the distributional impact of macroeconomic policy (Robinson 1989; Shoven and Whalley
1992). Some CGE models analyze the economic costs of environmental regulations at the
regional level, and at the national and international level, mainly with a focus on the economic
effects of reducing CO2 emissions. Hoeller, Dean, and Nicolaison (1990), and Nordhaus

(1991) provide surveys of this kind of modeling. Some more recent examples are given by
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Hazilla and Kopp (1990), Jorgenson and Wilcoxen (1990), Bergman (1991), Boyd and Un
(1991), Conrad and Schroeder (1993), Ballard and Medema (1993), Nestor and Pasurka
(1993), and Perroni and Wigle (1995), Beghin et al. (1995), Copeland and Taylor 1995; Smith

and Espinoza 1996), Dessus and Bussolo (1998).

The advantages of the CGE approach made it also the prime choice for modeling the
effects of NAFTA (CBO 1992). At least two dozen CGE models deal with various aspects of
trade liberalization on the Mexican economy, none of which focuses on the environment.

Reviews are provided in Shiells and Francois (1994), Brown (1992), and CBO (1993).

Table 3-1 summarizes the pros and cons of the three main empirical approaches. The

overwhelming arguments in favor of a CGE model are its manageable data requirements and

its analytical flexibility.
Table 3-1. Comparison of different empirical approaches to assess trade and
environment interactions
Econometric Studies Case Studies Simulation /CGE models
Data e high, problems of e medium o low
Requirements multicollinearity e selection problem o use of best
o difficulties in ¢ use of micro- and econometric estimates
constructing proper macro-data possible
indices
Complexity of e simple, partial o complete analysis ¢ high
analysis analysis possible o allows experimental
o could include policy forms
Hypothesis * yes o focus on obvious not truly possible,
testing o estimation of candidates results driven by
confidence intervals o descriptive assumptions
¢ low generalizability can filter out key
relationships
o sensitivity analysis
Required . o mainly data o needs detailed firm o high, if model is built
work load of construction level or institutional from scratch
analysis knowledge
Existence of e few, inconclusive * some plenty concerning
literature trade relationships and
environmental
relationships
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3.2. Non-Technical Model Description

For the purpose at hand, the arguments overwhelmingly favor the employment of a CGE
model for the analysis. However, even after deciding to use a CGE approach, there are an
infinite number of variants possible. These concem especially the representation of the
environmental component, the details of the tax system, the labor market, the government
sector, the level of sectoral disaggregation, and the supply of production factors. Ideally, one
would want to have a model that is as complete and accurate as possible. In practice, a cost-
benefit calculus guides model construction. While the skill of the modeler, the existence of
other models, and data availability influence this calculus, it is primarily driven by the analytical
focus. In the case at hand, it is evidently important that the environmental aspects of the model
are included in a careful manner. Clearly, however, in some cases difficult choices have to be
made. In the case hand, geographical differentiation and the aspect of income distribution
(which is important for its influence on regulation setting) had to be omitted from the analysis.
The description of the model utilized in this paper is separated into a technical and a non-

technical part, which principally can be read without the other.

3.2.1. Overview
To assess the environmental consequences of trade liberalization empirically, a purpose-

built computable general Equilibrium model of the Trade Environment Relationships in North
America (ETERNA) will be employed. The newly developed model is comparative-static; it
models a single period only. The model distinguishes four regions, namely the three NAFTA

countries, Mexico, the United States and Canada, as well as the Rest of the World. Within each
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NAFTA country, there exist four agents: firms, consumers, importers, and the government.

Output is based on three primary production factors: labor, capital and air pollution.

ETERNA has 26 production sectors, most of which trade products with other regions
V (Table 3-2). All sectors share a common production structure that is depicted in Figure 3-1. As
usual in this type of model, producers choose the optimal combination of inputs to minimize
production costs, given the level of sectoral demand and relative after-tax prices. Production in
some sectors shows economies of scale. However, ETERNA maintains the assumption of

monopolistic competition. This assumption means that all sectors eamn zero profits.

Technology is assumed to be such that the decision-making process can be separated into
several stages.'® First, demand for final and intermediate inputs is allocated between imported
and domestic suppl&. This allocation is the so-called Armington assuinption, which explains
cross-hauling of identical goods (Armington 1969). Second, domestic production results from a
combination of value added and intermediate inputs. Third, value added is a composite of labor
and production capital. Fourth, value added is associated with the use of an environmental sink.
Fifth, the environmental sink is a function of abatement capital and environmental pollution,

which in the model includes only air emissions.

The demand for the sectoral outputs has three components: they are used as intermediate
inputs to production, they are exported, and they serve for the final consumption of each
country’s households, which are modeled as representative agents. Households act as utility

maximizers that choose their optimal consumption bundles. ETERNA does not distinguish, as
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is often done, between consumption and production sectors. Rather, the final consumption of
the produced good enters the utility function directly.

¥ All production steps are homothetic with a constant elasticity of substitution, which implies
scparability among subsets of different input bundles.
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Table 3-2. Definition of Production Sectors for North American Social Accounting

Matrix
Sector Description
1. Agriculture Agriculture; Livestock; Forestry; Fishing & Hunting
2. Mining Coal products; Metal ore mining; Other mining; Quarrying; Other
metal ore mining
3. Petroleum Petroleum extraction & natural gas; Petroleum products; Basic
petrochemical

4. Food Processing

5. Beverages

6. Tobacco

7. Textiles

8. Wearing Apparel
9. Leather

10. Paper
11. Chemicals

12. Rubber

13. Non-Metallic Mineral
Products

14. Iron and Steel

15. Non-Ferrous Metals

16. Wood & Metal
Products

17. Non-Electrical
Machinery

18. Electrical Machinery

19. Transport Equipment

20. Other Manufactures

21. Construction

22. Electricity

23. Commerce,
Restaurants & Hotels

24, Transport &
Communication

25. Financial & Insurance
Services

26. Other Services

Meat & dairy products; Processed fruits & vegetables; Milling of
wheat & their products; Milling of com & their products; Processing
of coffee; Sugar & products; Oils & fats; Food for animals; Other
processed food

Alcoholic beverages; Beer, malt; Soft beverages & syrups

Tobacco & products

Soft fiber textiles; Hard fiber textiles; Other textiles

Wearing apparel; Hosiery; Knitted wear

Leather & products

Pulp; Paper products; Printing & publishing

Basic chemicals; Fertilizers; Synthetic fibers; Drugs & medicine;
Soaps & detergents; Other chemical industries

Rubber products; Plastic products

Glass products; Cement; Other non-metallic mineral products

Steel mills

Non-ferrous basic industries

Manufacturing wood; Other wood industries; Furniture, Metallic
structures; Metal forging; Other metallic products

Machinery & non-electrical equipment

Electrical machinery; Electrical appliances; Electronic equipment;
Other electrical products

Motor vehicles; Motor parts; Missiles & tanks; Other transportation
equipment

Other manufacturing industries

Construction

Electricity, gas & water

Commerce (wholesale & retail trade); Restaurants & hotels;

Transport; Communications
Financial services; Dwellings, real estate

Professional services; Educational services, Medical services;
Recreational & cultural services; Other services
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Figure 3-1. Structure of the production function in ETERNA
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Trade relationships are modeled such that the balance of payments of the different
regions does not change. Included here are also the flows from cross-country capital
ownership. Demand for exports to a NAFTA country results from an Armington-type demand
structure. Exports to the rest of the world follow a constant demand elasticity function, while
supply from the rest of the world is perfectly elastic. Trade flows are subject to import duties,
which are collected by the government, which recycles them back to the economy in a lump-
sum fashion. Non-tariff barriers are a significant obstacle to free trade, which results in rents
for the importers. However, it is assumed that these rents do not produce any benefit to the

representative agent, and are therefore counted as net welfare losses.

3.2.2 Economy-Environment Nexus in the Model
The important feature of ETERNA is the economy-environment nexus. Five different

relationships can be identified:
1. Calculation of emissions
2. Externality in the production function
3. Externality in the utility function
4. Abatement cost function
5. Determination of abatement level

These relationships are shown in Figure 3-2. The numbers in the Figure correspond to
each identified relationship. There exists no model that incorporates all 5 aspects. The simplest
analysis integrates only the first relationship. This integration can be achieved by use of a
standard CGE model of trade liberalization and inclusion of an environmental input-output
table as a simple add-on. This approach has been taken by Grossman and Krueger (1995) who

use the existing model by Brown, Deardorff and Stern (1992) and calculate the environmental
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consequences through imputation of U.S. pollution intensity data into the volume of trade.

Their results suggest that the environmental consequences of NAFTA will be negligible.

Figure 3-2. Economy and Environment Interaction in ETERNA
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Lee and Roland-Holst (1997) analyzed the economic relationship between Japan and
Indonesia by imputing U.S. pollution intensities into their mutual trade. Even under the
arguable assumption that the pollution intensity of a sector in Japan is not lower than that in
Indonesia, the authors find a considerable asymmetry in the pollution content embodied in the
exports of the two countries. Indonesia exports pollution-intensive goods and imports goods
that are relatively clean. A CGE analysis of the trade relationship points to considerable scope

for policy instruments to reach environmental improvement at low costs in terms of GDP. In
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many respects the economic relationship between the U.S. and Mexico is similar to that
between Japan and Indonesia. However, in the North American case, it is not evident that
embodied pollution flows from the poorer to the richer country. Bommer and Schulze (1996)
who used a similar approach too Lee and Roland-Holst for NAFTA show that in this case the
U.S. is a net exporter of relatively pollution intensive goods and becomes more so due the

introduction of NAFTA.

The add-on approach provides a straightforward way to organize data for a historical
economic situation. However, for the analysis of a counterfactual situation, the approach is too
parsimonious. Changes in the pollution level are calculated out of the resulting change in
sectoral composition from a model that otherwise completely ignores environmental
interactions. This approach is a special case of the more general model that includes

environmental feedbacks on production.

Several CGE models consider the effects of regulations on production costs and the
consequent changes in output and trade. Although hampered by sketchy data, there exist some
interesting approaches for single country models that include representations of emissions
abatement functions, for instance, Dessus and Bussolo (1998). A direct application to Mexico

can be found in Beghin et al. (1995).

Most of these models are, however, of a partial equilibrium nature in that they only
consider the potential costs but not the benefits of environmental restrictions and standards on
the national product. This consideration is because benefits and costs of changes in the level of
pollution are difficult to obtain. Perroni and Wigle (1995) use an ad hoc functional form that
measures the welfare increase from a reduced pollution level. Their analysis relies on a

separability of pollution damage and consumption in the utility function. The welfare effect thus
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has no impact on the behavior of the model itself. This outcome means that, effectively, the

model is run, and the welfare effect is calculated later.

Ballard and Medema (1993) integrate producer-producer and producer-consumer
externalities into 8 CGE model of the United States. The authors incorporate material damage
into the analysis through variable input-output coefficients. This approach allows the
researchers to approximate the costs of damaged output due to changes in the pollution level
through increases in the demand for intermediate inputs of that affected sector. In addition
consumer welfare is affected through a parameter affecting the health of the population. Similar
approaches are followed by Copeland and Taylor (1995) and, in a trade, context by Smith and

Espinoza (1996)

Pireddu (1996) developed a closed-economy model that includes the first four important
environment economy relationships. This approach allows him to test a variety of
environmental tax options. His model so far is calibrated only to a primitive “toy” economy.

However, in principle, the model could serve as a shell that could be calibrated to actual data.

There are two attempts that are in spirit close to the modeling assumptions described
further below. Cole er al (1997) add emissions figures to an existing model simulation. A
pseudo-regulation function is imposed on their trade model by imposing a U- emision
function on top of the results. However, since the environmental Kuznets curve is the result of
both structural and regulatory changes, this method inherently leads to a double counting of the
structural change. By contrast Strutt and Anderson (1998) add a unit emissions curve that is
estimated from surveys While this work provides good detailed technical information, the
projected technological progress is not linked to trade, and could therefore be deemed

autonomous.
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ETERNA fills a gap in the literature by incorporating all five identified economy-
environment relationships: The environment is modeled as an input factor. Production that uses
this factor results in pollution that damages the health of the population. The use of the
environment therefore affects directly the supply of labor in the model. This effect leads to
lower production as a result of pollution due to sick days, reduced physical health, etc. The
supply of labor is therefore modeled not only as function of the real wage rate but also of the

general level of pollution.

The use of the environmental input depends on two factors. First, it is a direct function of
the output in the various sectors. If a polluting sector grows without any change in the
composition of the inputs, the pollution output increases. (Because ETERNA allows for
economies of scale, this increase will not necessarily be in proportion.) The second factor that
determines the pollution output is the pollution intensity of production that is allowed by the
government.

The government regulates the amount of pollution each sector is allowed to emit per unit
of production. Effectively the use of the environmental output also fixes the amount of
abatement capital per unit of production. In a further important step, the level of the abatement
expenditure has been made endogenous to the model, namely as a function of the real income
of the representative agent. The motivation behind this follows the argument outlined in
previous chapters that a wealthier population calls for a stricter level of environmental
regulation. Therefore, insofar as the policy of a country increases the material well-being of its
population, there exists a direct feed-back to the stringency of its environmental regulation. It is

therefore not a priori clear what direction environmental changes will have in the different
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countries, because the composition of the economy changes at the same time as the effective

supply of the environmental input.

To impute the effect of pollution on well-being (which is not linearly related to increased
material welfare), overall welfare therefore takes account of both changes in the material well-
being and of health. For this feedback mechanism macro-epidemiological data are employed
that show the effects of pollutants on health, sick days, and hence labor supply. However, three
other aspects that are not addressed should be mentioned here for completeness sake.

First, the mechanisms of economy-environment interaction, such as technology adoption
and are intrinsically dynamic in nature. A comparative static framework glosses over this
aspect.

Second, a focus on the income elasticity of regulation neglects the demand side effect
and consumption production patterns of higher income. A high demand elasticity for clean
product would have an impact on a country’s economic composition and reinforce the country
transformation. However, many highly income elastic products, such as cars, are also pollution

intensive. The analysis further below will however be based on a unitary income elasticity.

Third, even if the analysis shows that country transformation hypothesis holds in a group
of countries that liberalize their trade, it cannot be excluded that pollution in third countries
increases. As the country with the previously lax regulation level improves its enforcement, the
very polluting industry might simply move on to other places to satisfy the larger overall

demand.

Next, a more detailed technical description of the equations will be given.
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3.3. Model Equations: Technical Specification

In this section, a more detailed and complete description is given of the structure of
ETERNA. The calibration process and the data used for the numerical specification of the

model will be described further in section 3.

The description of the model equations observes the following notational conventions.
thiﬁs are capitalized (e.g. XD for domestic production); prices are in lower case letters
(e.g. pxd for the price of domestic output), parameters are denoted in Greek letters (e.g. o for
an elasticity) or spelled out completely (e.g. scale for the economies of scale parameter). To
avoid notational clutter, country indexes are generally omitted, except where they are necessary
to describe bilateral relationships.

Indices used in the description are

production sectors (subscript)
countries (subscript)
foreign countries (subscript)
world (subscript)

net of taxes (superscript)
gross of taxes (superscript).

O O

3.3.1. Production
A difficult problem for CGE models is to specify the production function. Like most

models, ETERNA assumes a functional form with convenient mathematical properties, in
particular constant elasticities of substitution. As described in the introductory section, in each
counﬁy, production technology in the 26 sectors follows a nested structure. In all industries, a
fixed-coefficient matrix (Leontief function) is used in the top nest for intermediate values and
the value-added composite. The relationship fixes the relative proportions of the inputs. For
total output, however, ETERNA allows for scale economies, as outlined in the following
equation:
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scals,
3.1 XD, =(mm(2io,X VA, )J
J

where

XD; = domestic production of good i,

iojj = intermediate input parameter of good Xj into production of good i,
VA;j = value added for production of good, and

scalej = elasticity expressing economies of scale associated with sector i.

In the second nest, value added is produced in a constant-elasticity-of-substitution (CES)
production function, using labor and a capital-environmental sink composite.

9

32 V4, = CES(th 'Li)= (pi(ﬂlK})il':l +(1_ pi)Li%)"-’ '

where

KPj = production capital,

L; = labor used in production sector i,

@i = scaling parameter,

Pi = share parameter, and

oj = elasticity of substitution between labor and capital-sink composite.

The third nest is defined as a fixed-coefficient relationship between the use of directly
productive capital in the sector and the environmental sink function. The rationale for this
function is that every production process not only consumes material inputs but also produces
undesired byproducts that need to be removed from the production process by a sink.
Technically, this is a production output. Mathematically, however, this component to the

production function can be defined as an input.
33 S, =s,VA,
where
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Si = sink function, and
sj = proportionality parameter.

The sink again is a combination of two factors. The sink function can be fulfilled either
by emitting the by-products of the production process directly into the environment, or by
installing abatement equipment (e.g., scrubbers). The sink follows a constant elasticity

function:

34 S=AKAS

whére

Aj = emission of air pollutants

KA; = pollution abatement capital employed in sector i

{ = positive parameter between 0 and 1.

Abatement expenditure therefore yields decreasing retumns to scale. An increase in
abatement expenditures by 1 percent leads to a reduction in emissions by {'percent.

The total capital employed in production can be defined as the sum of its components,
productive and abatement capital:

35 KT =KA, +KP,

The usual profit maximizing conditions apply. At each production level, therefore, the

costs of the inputs equal the value of the outputs, which translates into the following two

demand functions for labor and capital:
3.6 L =i(p((i'ﬂ—)") ) +(1- p)] VA,
¥ pw
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3.7 KT, = ;‘{(1- ﬂ{ T ) +(1- p)] VA,

In equilibrium, profits will be zero. At the top nest of the production function, therefore,

3.8 pxd} XD, = px$I0, +wL, +r*KT,
]
where

= gross price for intermediate inputs (a composite of domestic production
and imports);
= wage rate; and
o] = gross return on capital.

pxd" = net price of domestic production in sector i;
ot
w

It should be noted here that the production input of emissions does not appear in the
equation, because it is a free good that can be used by the firm without charge. However, as
will be explained later, the use of the environmental resources is not unlimited. For value

added, analogously, the formula can be derived:

39 pva'VA, =wL, +rfKT,

3.3.2. Households
Households are assumed to have homothetic utility functions and are therefore modeled

as a single representative agent. The consumer’s decision problem is simplified in this model
due to the absence of intertemporal decisions. No saving takes place. All the consumer’s
income is spent. Total welfare results from two components, namely material well-being, and a
parameter reflecting the health of the population. Neither leisure nor saving enter the consumer

welfare directly, as is often assumed in CGE models. This simplification has some implications
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for the factor supply, as will be elaborated below. The relationship assumed here between

health and material welfare is of a simple multiplicative nature.

T
3.10 TOT'U':MATU( HEALTH J,

BASEHEALTH

where

TOTU = total welfare of representative agent;

MATU = well-being due to consumption and leisure;

HEALTH = health of the population due to the quality of the environment;.
BASEHEALTH = base health of the population due to the quality of the environment; and
4 = valuation of health.

This relationship means that the valuation of health increases with the general welfare of
the population. The demand elasticity of health with respect to total welfare is one. In principle,
the functional form could be chosen such that it contains a higher elasticity. The simple form
has been chosen here for three reasons. First, the expected changes in total welfare are not
enough to make a major difference between a linear or non-linear functional form. Secondly,
and more important, health is a multifaceted concept, that is represented here in a simple linear
relationship, namely, the number of days an average citizen is not ill. At an aggregated level,
the data situation is not adequate to justify choosing a more complicated functional form.
Thirdly, in ETERNA, health cannot be chosen directly by the agent. This restriction means that
total welfare is only a reporting variable, rather than a decision variable. Therefore, even with a

different functional form, the equilibrium outcome of the model would not change.

The valuation parameter x allows a calibration of the welfare function that provides
directly the monetary equivalent of any change in the health of the population. Health is

affected by the total pollution output of the country’s economy.
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311  HEALTH =1-73 4,
i

where
7 = positive paraineter.

In other words, health decreases as pollution increases, and it does so in a linear fashion.
ETERNA assumes that this relationship is not affected by sector specific increases in
expenditures, in particular in health care (which is not contained in the model as a sector), that
might mitigate the impact pollution has on health. It is, however, possible to interpret Equation
3.10 to include implicitly the welfare-decreasing aspect of increased health-care expenditures.

Furthermore, equation 3.11 implies that there are no cross-country pollution effects. All

pollution is therefore assumed to be local.

Consumer behavior is defined as welfare maximization of U, which is defined as

A 4

-1

= =1\
3.12 MATU = CES(CONSU, LEISURE) = (,pcozvsu * (1-y)LEISURE * )

where

LEISURE = Leisure

CONSU = utility derived from consumption

v = share parameter

T = elasticity of substitution between leisure and consumption of goods.

The welfare component due to pure consumption is defined as

e \od
313 CONSU = CES(Y CONS, )= (Z a,CONS, )
where
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CONS; = consumption of good i,
aj = share parameter, and
P = elasticity of substitution between the various consumption goods.

Consumers behave as welfare maximizers. Consequently, the demand for consumption

goods is

1
314  CONS, = INCOME
0 = (1-¢)
pxt Y a!pxf
J
where

INCOME = national income.

In contrast to many models of this sort, there exists no distinction in welfare terms
between private consumption and government consumption. Both are assumed to contribute

equally to the welfare of the representative agent. Consumption is bound by a budgetary

constraint.
3.15 > pxfCONS, = INCOME
Income of the representative agent itself stems from factor income and public transfers.

316  INCOME =w"L+r"KH +Y 'K, + TRANSFERS,
q9

where

KH = domestic capital owned by the home country
= capital owned by domestic agents in foreign countries
TRANSFERS = government transfers.
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The factor income is separated into wages as well as capital income. To incorporate
information on cross-country capital ownership, an explicit distinction is made here between

capital owned by a country, and capital employed in a country.

3.3.3. Regulation Setting and Supply of Productive and Abatement Capital
The total supply of capital is assumed to be constant. As was touched upon briefly when

discussing the welfare function, saving is not part of the utility function. Capital formation is
therefore not endogenous to ETERNA, but is assumed to be fixed. Capital can be used either
directly for production or can be used for abatement. It is assumed to be completely mobile
between sectors. At least in the base model, however, it is not mobile between countries. The

pre-existing cross-country capital ownership patterns persist.

317 Y.(K4,+KP)=K

i
where
K = total capital in the economy.
Total capital is owned either by domestic agents or foreigners:

318 YK +KH=K
9

where
K_g = capital owned by foreigners in the domestic country

In principle, the supply of pollution is unlimited, with no direct constraint applying to it.
However, two components limit its use. The first one was already elaborated upon in the

production function in equations 3.3 and 3.4. These two equations outline that the total demand
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for the sink function is related to the capital intensity of production. Furthermore, there is a
substitution relationship between pollution and the amount of capital spent on abatement.
Without imposing any costs on the environment or constraining its use otherwise, pollution
would be driven to infinity. Therefore, the model needs a mechanism to limit its usage. In
. practice, in most cases, environmental pollution is limited via regulation that prescribes the use
of certain pollution abatement equipment. More rarely is its use limited via a price mechanism.
Whichever of the two methods is applied, in mathematical terms the result can be expressed in
terms of a tax equivalent that leads to an identical allocation of abatement and productive
capital. In parallel to the discussions in earlier chapters, the allowed pollution intensity is seen

as a function of the material well-being of the country. Therefore the use of abatement capital is

determined by the following equation

319 SA_KAY vatu
KT, KTo,

where

KA0, = abatement capital in base case,

KT0, = total capital in base case, and

£ = positive number (income elasticity of regulatory stringency as a function of
per capital utility).

This relationship could also be interpreted as an implicit tax on the productive capital that
is used for the abatement of the environmental pollution. The institutional arrangement is such
that the government does not attempt to equalize the marginal abatement costs across sectors,
but changes the stringency of regulation across the board. This unequal regulating of various

sectors may be the result of limited information on side of the government or political pressure.
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3.3.4. Labor Supply
Labor input to the individual sectors is limited by the overall supply of labor in the

economy.

320 Y L-=L
i

This equation means that ETERNA employs the full-employment assumption. All
unemployment in the model is therefore voluntary. The supply of labor is derived from utility

maximization that derives the demand for leisure. If we take the total endowment with time as:

3.21 TIME = LABOR + LEISURE

(1-y MATU
3.22 LEISURE = — = )
w” ((1—;1:)w" +pmatu"')

where

pmatu = marginal utility of income

Furthermore, labor supply increases with tile real wage rate that is reflected in the
parenthesis of the equation. pmatu denotes the true cost of living index, and is defined as

1

3.23 pmatu = (Za,PX,"'J"’

LABOR is to be understood here as the time spent working. Its productivity is assumed
to be also a function of the health of the population, according to the following functional form:

3.24 L = LABOUR- HEALTH

It is therefore assumed that the health of the population has an effect not only on the well-

being, but also directly on the productivity of its labor.
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33.5. Trade
Final consumption, exports, and intermediate inputs are a composite of domestic and

imported products. Mathematically, this the composite good is be described as an Armington

aggregation, which means that a CES function combines imports and domestic production:

)

ot RAY=%
325 X, =CES(XD,,ZM,,)=A(,:,@,T +> u M) J
9 q

where

Xi = Armington composite of good i in country k,

Miq = Imports of good i into country k from country g,
A = shift parameter,

Mi = shares of domestic production,

MHig, = share of imports, and

& = elasticity of substitution.

An Armington function is chosen because, otherwise, the model may provide the
unrealistic result of ; complete production concentration of a certain sector in just one country.
The derivation of the Armington aggregate can be treated completely analogous to the CES
production functions described above. Demand for domestic production and imports,

respectively, can be derived as:

-4, 1-5,

1 .”iqpmt:
326 M, ==|(I-4 vu. | X
" A, N 4, pxd, +Zﬂu1’m§ N
k
Jl
1-4 Iy
1
327 XD, ==—|(I-p, —""”‘L“- +u,| X,
A 2ty P
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Zero-profit conditions result similarly in the following price definition:

3.28 px’ X, = ZP’”:,M.@ +pxd, XD,
q

where

px," = net price of Armington composite,

pmiqg = gross pr<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>