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ABSTRACT
INDIVIDUAL DIFFERENCES IN CHOICE DURING LEARNING: THE
INFLUENCE OF LEARNER GOALS AND ATTITUDES IN WEB-BASED
TRAINING
By

Kenneth Guy Brown

In recent years the growth of the World Wide Web has sparked an interest in
using the web to deliver workplace training. Although there are many potential
benefits of placing training on the web, there is little empirical evidence that such
training can be effective. As one of the defining characteristics of web-based training
(WBT) is the presence of hyperlinks and the control that they afford the trainee,
research on learner control has the potential to offer useful theory and data regarding
how and when such training can be useful. Unfortunately, the learner control research
has been criticized for lack of theory and sound research (e.g., Reeves, 1993;
Williams, 1996). The purpose of this dissertation is to examine the learner control
research in light of the trend toward WBT, to develop a theory regarding how trainees
use control during such training, and to test the theory.

Research on learner control, individual differences in trainee characteristics,
and the learner process are reviewed. To integrate existing theory and empirical
evidence, a theoretical model depicting the influence of individual differences on the
choices that trainees make during training is advanced. This theory, labeled the
individual differences in choice during learning theory, emphasizes trainee motivation.

The theory suggests that learner goals, attitudes toward the content, self-efficacy for



learning the content, and self-efficacy for using the technology are antecedent to two
critical choices trainees must make during training: (1) Strategy and (2) Effort. These
choices in turn influence knowledge gain and post-training attitudes such as self-
efficacy for applying training back at work.

A study of 80 trainees in a Fortune 500 manufacturing firm is presented to test
this model. Trainees completed a web-based training course that was originally
offered as 3-days of instructor-led training. All trainees completed the course at a
central facility, but they were allowed to proceed through the course at their own pace.

Overall, the theory provides a number of valid predictions. The results support
the influence of goals and attitudes on a number of strategic and effort learning
choices. Individual differences were also found to predict application self-efficacy.
Effort choices regarding percent of activities to complete were found to be the best
predictors of two measures of knowledge gain. Time on task was a marginally
significant predictor. A number of other predictions of the theory were not confirmed.
Neither individual differences nor strategic choices were found to predict knowledge
gain. The best predictor of knowledge gain, percent of activities completed, was the
process that was least well predicted by the individual difference measures.

These findings are discussed with regard to the structure and predictive validity
of the learner choice theory. Future research directions are discussed, particularly the
need to conduct more detailed research on the learning process and to search for

motivational constructs that more effectively predict trainee activity levels.
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INTRODUCTION

In recent years, the growth of the World Wide Web and its associated
technologies have triggered an interest in using the web to deliver training. Web-based
training (WBT) is training that is delivered via the Internet or corporate Intranet. For
purposes of clarity, WBT refers to structured information intended to improve job-
relevant knowledge and skill. This differentiates WBT from information simply
deposited or posted on the web (e.g., bulletin boards), from education via the web
targeted at students (e.g., on-line classrooms), and from computer-assisted learning
(CAL) where computers and/or the web are used to supplement classroom activity
rather than to convey instruction. A key feature of WBT is that the learner controls
many aspects of the learning experience such as which information to review, which
exercises to complete, and how long to stay in the learning environment.

There are many potential benefits of placing training on the web. Information
on the web is generally stored in one location and transmitted as requested to remote
sites. At a remote site, a trainee can access this information using widely available
computer programs called web browsers (e.g., Internet Explorer, Netscape). Compared
to traditional CBT, these features lower training development cost, simplify updating
or revising materials, and increase accessibility (Hall, 1997; Khan, 1997). In addition,
training that is available via the web does not have to be taken at a central location; it
can be taken in the workplace closer to the time that the skill is necessary. “Just-in-
time” training delivery has the potential to lower the chances for trainees to forget

learned material before it can be used on the job.
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The potential benefits of WBT have been recognized and its use is growing
(Hall, 1997; Owston, 1997). In fact, the American Society of Training and
Development suggests that, while the percentage of computer-based training and self-
paced training in other formats have remained constant at 3% and 7% respectively, the
percentage of internet/network distance education has increased from .4% to 2% from
1994 to 1996. This percentage is likely to increase even further in the coming years
(Hall, 1997). Despite the growth in WBT, there is little empirical research to
demonstrate its effectiveness (Craiger & Weiss, 1997).

Existing research on learner controlled training can be informative for
determining how WBT should be designed and when it should be used.
Unfortunately, the learner control research has been criticized for lack of theory and
sound research. The purpose of this dissertation is to examine learner control research
in light of its relevance to WBT. Reviews of this research area suggest that studies to
date have primarily focused on the issue of learner control versus program control. In
other words, existing research addresses the question, "Should trainees have control
over different aspects of their training?" Because WBT being developed today offers
such learner control, more relevant research questions may be "How do trainees use
the control afforded to them?" and "Can trainees use such control effectively?" The
answer to these questions has been pursued in a few studies but no organizing
framework has been advanced for research on these questions.

More specifically, no single coherent framework has been advanced to explain
which trainees are more likely to succeed in learner controlled environments.

Research to date has focused on ability or personality determinants of control choices,



without considering malleable influences such as trainees’ goals and attitudes. A more
subtle but no less important issue is that an organizing framework has not been
advanced for understanding the types of choices trainees make during training. In
other words, there is no process model for understanding how individual differences
influence training outcomes in learner controlled environments. This fact suggests
that there is a set of broader theoretical questions that have yet to be fully addressed
including "How do learners use control during learning? Are certain trainees more
prone to use control effectively?"

To advance this area of theory and research, this dissertation addresses two
theoretical issues. First, without arguing against the influences of ability or
personality, this dissertation attempts to balance the individual differences considered
in learner control research by examining malleable motivational variables.
Motivational variables that are relevant to choices and activity during learning are
examined and placed within a comprehensive theoretical framework. Second, this
dissertation advances a learning process model that specifies the types of choices and
activity that occur in learner controlled training environments. In combination these
two focal points provide for a theory of individual differences in learning choices
(hereafter referred to as a theory of learning choices).

Why would such a theory provide a contribution? First, a process theory can
become a powerful lever for future practice because it offers the understanding
necessary to modify the training and/or provide additional interventions in order to
improve outcomes. With regard to this dissertation, understanding the process by

which individual differences affect training outcomes may suggest how WBT should
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be modified, supplemented, or possibly replaced to be more effective. Moreover,
focusing on malleable individual differences provides greater direction and
opportunity for modifying training that focusing on immutable differences. Training
can be purposefully designed to begin with instruction to influence malleable
characteristics of trainees.

Second, a process theory is also useful for future research because it identifies
factors that should be measured while studying important questions in training
research such as: What individual differences influence learning? What training
design is most effective? What features of training influence training outcomes?
These questions have been addressed, at least to some degree, in traditional training
environments (see Tannenbaum & Yukl, 1992). However, there is very little research
that focuses on training in which the trainee, rather than the instructor, controls key
features of the learning environment. A process theory would offer understanding of
these environments, rather than empirical prediction attempted by current learner
control research.

With regard to individual differences, this manuscript advances an integrated
theoretical perspective that combines self-efficacy (Bandura, 1997) and goal theories
(Dweck, 1986). With regard to the learning process, a combination of theoretical
perspectives is offered including theories from mental workload and attention (Kanfer
& Ackerman, 1989; Fisher & Ford, 1998); metacognition and learning strategies
(Ford, Smith, Weissbein, Gully, & Salas, 1998; Pintrich & DeGroot, 1990); and
learner practice and activity (Ford et al., 1998). Together these theories offer

predictions for how particular trainees will use control provided to them in WBT, and
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guidance on how to conduct further research on this issue. An empirical study that

tests many of the predictions offered by this theory is proposed and presented.



LITERATURE REVIEW

Web-based training (WBT) is a formal effort to change job-related knowledge
and skill through the use of information and activities presented on the computer. The
training typically involves computer programs and data that reside on a single
computer but can be accessed by many computers via network technology. Trainees
can use commonly available programs called web browsers to access different types of
information (i.e., text, pictures, audio, animations) over an Intranet or the Internet.

At the core, WBT is basically training delivered via computer. Many of the
technical features that differentiate WBT from computer-based training (CBT) are not
experienced directly by the user. These technical features include how the training is
programmed and delivered to the trainee'. From the learner’s perspective, there are
two key features that distinguish WBT from CBT. These features are the presence of
hyperlinks and the control they provide>. Hyperlinks, or links for short, are
connections between documents that allow the user to quickly and easily move from
one document to another. Learning environments with such links afford users
tremendous control over such issues as: Information displayed, sequencing of

information, and pacing.

! CBT generally runs as a stand-alone computer program. As a result it is typically designed for
particular computer platforms. WBT, on the other hand, is generally programmed using a set of
languages that are not specific to particular machines. Also unlike CBT, the programming for and
information in WBT reside on a server rather than on trainees’ computers; the training material is
transferred or downloaded from the server as the user and/or program requests.

2 WBT can be created without links, but to do so would make it indistinguishable from traditional CBT.
Similarly, CBT can be designed to appear as if it has hyperlinks. That type of training would not have
the practical advantages of WBT, but it would be the same from the learners’ perspective.



It is important to note that published empirical research that focuses on WBT is
practically non-existent. Although there is great deal of anecdotal evidence regarding
web-based instruction (e.g., Khan, 1997), and some evidence for its cost effectiveness
(e.g., Hall, 1997), there is currently neither a systematic theory of learning from WBT
nor any systematic evaluation of this type of training (Craiger & Weiss, 1997). In
fact, many of the hypermedia solutions developed today are driven more by
technology than by instructional theory (Yang & Moore, 1995), so the focus of
evaluation is often on interface issues (Kommers, 1996). None-the-less, there is
research on learning theory and instructional design that can be used to aid in design
and evaluation of WBT. The current lack of attention to theory and evaluation is
critical because, without either, the technology may be used ineffectively and capital
investments necessary to deliver this type of training may be wasted.

Despite the lack of research on WBT directly, many studies have been
conducted regarding when it is efficient and inefficient to give learners control of their
learning environment. As learner control is a defining characteristic of WBT (Park,
1991; Wilson & Jonassen, 1989), learner control research should be explored to
increase our understanding of how trainees learn in these linked environments.
Moreover, there is additional research in instructional technology, training, education,
and organizational behavior that is relevant to understanding the effective use of
WBT. The research literature that should be reviewed is noted below in the order it
will be presented in the next sections of the dissertation.

First, as note above, research on learner control, including when it is effective

and when it is not effective, offers critical theoretical background for the study of



WBT. Second, research must investigate the learning process during learner
controlled training. More specifically, the choices that trainees make during training
must be understood. Research on the learning process in web-based environments,
including the choices about information to view, how to study it, and for how long, is
noticeable only for its absence. The second literature review section explores research
on the learning process. Third, individual differences in the use of this technology are
also fundamental. Systematic differences among individuals in training outcomes
have been shown to be exacerbated by offering learner control (e.g., Tennyson, 1980),
so individual difference effects in WBT may be even more powerful than those
identified in current training research. The section following the process literature
review focuses on individual differences. The final literature review section discusses
research on different learning outcomes. The evaluation of any training intervention
should include multiple outcomes (Kraiger, Ford, & Salas, 1993) and outcomes that

are particularly relevant to WBT are discussed here.

Learner Control

Learner control refers to instruction that allows learners to make their own way
through training materials. Control can include the option to choose content (i.e., what
to study), sequence (i.e., in what order to study), activity (i.e., how much to practice),
pace (i.e., how long to study), display (i.e., how the material looks), and/or any other
feature of the instructional environment or process (e.g., Hannafin, 1984; Milheim &
Martin, 1991; Chung & Reiguluth, 1992). Learner control is often contrasted with

program control, where the instructor or machine determines the nature of the



instruction (Reeves, 1993).

The rationale for allowing learner control is that learners know what is best for
them. Milheim and Martin (1991) indicate that allowing control should improve
learning for a number of reasons. First, from a motivational perspective, control
allows trainees to choose information that is personally relevant to them, and pace and
sequence that information as they desire. By allowing trainees to make these choices,
learner controlled training may increase motivation relative to program controlled
training where the trainer or program makes the choices. Second, attribution theory
adds that learner control may be related to expectations for success. If allowing control
pushes trainees to ascribe success to personal, stable, and controllable factors, then
increased motivation and learning may result. Third, from the information processing
perspective, control allows trainees to organize information in a way that is personally
relevant, increasing attention and presumably retention. Compared to program
controlled training, learner controlled training may increase learning by allowing
trainees to encode the training material in a manner consistent with their existing
knowledge structures.

Even though learner control is thought to have numerous potential benefits
reviews of the empirical research suggest that results have been mixed (Kinzie, 1990;
Milheim & Martin, 1991; Steinberg, 1977; Williams, 1996). Some studies find learner
control results in higher knowledge post-test scores than program control (e.g., Avner,
Moore, & Smith, 1980; Ellermann & Free, 1990; Kinzie, Sullivan, & Berdel, 1988),
while others find program control results in higher scores (e.g., Morrison, Ross, &

Baldwin, 1992; Pollock & Sullivan, 1990; Tennyson, Tennyson, & Rothen, 1980).



The majority of studies, however, find no differences between the two with regard to
post-test achievement (Carrier, Davidson, Higson, and Williams, 1984; Lee and Lee,
1991; Murphy and Davidson, 1991; Pridemore and Klein, 1991, 1995; for a review see
Williams, 1996).

The mixed findings in this literature suggest a number of possible limitations
to the research being conducted. Reeves (1993) notes the following limitations to
existing learner control research: Lack of an adequate theoretical foundation,
inadequate definitions of learner control, and poor methods and data analysis
procedures. In the discussion that follows, these last two points are combined with
comments by other authors (e.g., Williams, 1996) under a single heading regarding
problems with the design and interpretation of learner control research. Another
concern is that much of the research on learner control has been conducted in
laboratory settings with students. Concerns about generalizability to WBT raise a
number of ‘othcr possible limitations, including the research population, training
outcomes, and learner characteristics studied.

Inadequate Theoretical Foundation. The majority of research in this area is

focused on comparing program versus learner control, and does not offer a framework
regarding how learners use the control provided to them. As noted by Williams
(1996), “... In the simple pursuit of the winner in the contest between learner control
and program control, too much learner-control research has proceeded in the absence
or ignorance of relevant basic psychological research that might clarify the actual
phenomena being studied, namely, the act of learner choice.” (p. 965). Montazemi

and Wang (1995) have suggested that lack of theory is a problem that plagues not only
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learner control research but also nearly all research on computer-based instruction.

Research in learner control and computer-based training should build theory
regarding why trainees make the choices they do, and how those choices influence
learning outcomes. This calls for learner-focused research that explores how learners
make decisions in these environments. Referring specifically to hypertext that is used
in WBT, Wilson and Jonassen (1989) note that “when we examine the instructional
aspects of hypertext, we need to look at how the learner makes use of the hypertext
environment...” (p. 35).

This limitation can also be seen as an emphasis on outcome rather than
process. Researchers currently focus on the outcomes of program versus learner
control without studying the process by which these differences emerge. Researchers
have to understand the learning process to understand how differences in outcomes
emerge from exposure to training. To accomplish this goal, researchers need theory
regarding why trainees make the choices they do, and models of the learning process
so that these choices can be measured.

There is some recent literature that focuses on the choices that trainees make
during learner controlled training (e.g., Carrier & Williams, 1988; Milheim, 1995;
Relan, 1995). A review of the learner control literature published in the late 1980's
suggested that there has been an increased interest in learning strategies used by
trainees in learner controlled environments (Steinberg, 1989). However, Steinberg
only noted one study in this category and it was not published in a traditional peer
review journal (Rubincam & Olivier, 1985). It is only more recent research that offer

some process focus (e.g., Milheim, 1995; Relan, 1995). Unfortunately these studies,
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which will be reviewed later in the manuscript, measure process without advancing a
theory to explain the nature of different learning choices.

Inadequate Definitions. Reeves (1993) notes that whenever learner control is

present, researchers should define what exactly the learner can control. The “control
of what” question is critical for determining the effects of different forms of learner
control (Ross & Morrison, 1989). Unfortunately, few authors are explicit about the
nature of the control afforded to trainees (Reeves, 1993).

Clear definitions are presented in a few studies. For example, Pridemore and
Klein (1991) focus on control of feedback following practice exercises. The nature of
control was that students could choose whether they wanted to review feedback after
answering questions. All other aspects of training, including format and sequencing,
were fixed. Similarly, Carrier and Williams (1988) tested the effects of choosing
optional elaborative material offered during the lesson, compared to students offered
the minimum and maximum amounts of material. Reeves (1993) notes that studies
such as these are in the minority. He suggests that research must clarify the choices
available to the trainee so that other researchers can understand and classify the nature
of learner control provided. This issue is particularly important if researchers seek to
understand the learning process. For example, studies that do not indicate what
aspects of control are available and which are fixed or controlled by the program are
unlikely to effectively model control of these features as part of the learning process.

Design and Interpretation Issues. This limitation refers to a combination of
design issues that may affect interpretation and generalization of results. An

interpretation problem often encountered in learner control research is the natural
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confound of time on task, amount of instruction, and learner control (Williams, 1996).
Trainees in program control conditions often see additional material or spend more
time on task than trainees in learner control conditions. Even when comparisons are
not being made between different forms of control, it is important to address the issue
of material viewed and time on task, because these factors have been linked to training
outcomes in a number of studies (see Williams, 1996). As a result, material viewed
and time spent should be assessed in research on WBT, or results maybe difficult to
interpret.

Narrow Focus on Learner Characteristics. Reviews of the recent learner
control literature note that two primary cognitive characteristics are the focus of study:
Cognitive ability and prior knowledge (e.g., Hannafin, 1984; Milheim & Martin, 1991;
Steinberg, 1989). Non-cognitive, personality or affective characteristics of the learner
have been studied, but these studies are generally limited to trait-like constructs such
as spatial ability (e.g., Campagnoni & Ehrlich, 1989), locus of control (e.g., Gray,
Barber, & Shasha, 1991), field dependency (Lee, 1989), and learning style (Wey,
1992).

These individual differences are stable characteristics that cannot be changed
through additional instruction or intervention. There is a dearth of research on the
effects of malleable individual differences that can be influenced by organizational
interventions, such as goals and attitudes. With regard to goals, many authors assume
that students have learning goals, rather than actually assessing trainees’ goals for
training (e.g., Milheim & Martin, 1991). Yet motivation appears to be central to the

issue of how much material trainees choose to view during instruction (Hancock et al.,



1993), and it should have implications for the amount of effort trainees will exert.
Unfortunately goals have rarely been studied directly with regard to learner control.

Limited Range of Outcomes. Almost all of the studies noted above focus on

the outcome of post-test knowledge. While studies will often present results for
learning times and satisfaction (e.g., Kinzie et al., 1988), these variables are not
focused on as learning outcomes. More often, results focus on a single learning
outcome, implying that learning is unidimensional. Although researchers disagree
slightly about taxonomies of learning outcomes (e.g., Bloom, 1964; Gagne, Briggs, &
Wager, 1993; Jonassen & Tessmer, 1996/7; Kraiger, Ford, & Salas, 1993), it is clear
that at least three different outcomes can be distinguished: Cognitive, skill-based, and
affective. Each of these outcomes is important. Recent research suggests that
constructs from each category of outcomes can be important for determining trainee
performance on transfer or skill generalization tasks (Ford et al., 1998; Kozlowski et
al., 1995). These findings reinforce that all three categories of outcomes are critical
outcomes if the ultimate concern is whether training influences behavior and
performance back on the job. As a result, research on learner control in WBT should
focus on cognitive, skill-based, and affective outcomes.

In summary, research on learner control suffers from a number of problems
that limit our ability to draw strong conclusions regarding the influence of motivation
on choices learners make during learner controlled training. Research is needed that
brings a theory-base to this issue, carefully defines the nature of control provided to
trainees, and captures the activity of the learner and how that activity is influenced by

malleable individual differences, particularly motivational variables such as goals.
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Also, these effects should be studied for a range of training outcomes, not just verbal

knowledge post-tests.

Learning Choices

To understand the choices that trainees make during WBT, research must have
a theoretical framework for understanding the learning process. As noted earlier, a
focus on process is noticeably absent from the learner control and CBT literatures
(Milheim, 1995). A few recent studies in the instructional design and instructional
technology literature are reviewed below as examples of research that does assess
learner choice (Hancock, Thurman, & Hubbard, 1995; Lee & Lee, 1991; Milheim,
1995; Pridemore & Klein, 1991, 1995; Relan, 1995). These studies suggest the
importance of assessing how active trainees are in terms of viewing material and
completing practice exercises. However, these studies offer mixed findings because
they ignore the thought processes used by trainees. To address the neglected cognitive
aspects of the learning process, recent studies in industrial and organizational
psychology are also reviewed.

Instructional Design/Technology Research. Milheim (1995) conducted one
instructional design study that focused on trainees’ choice of material and activities.
Milheim studied the activity of 28 graduate students in an interactive computer-based
lesson that used the same form of interaction (e.g., non-sequential access to
information) as typically displayed with hypertext. Milheim recorded trainee
characteristics and sought to determine how age, sex, grade-point average, and test

scores influenced repeated viewing of screens, skipping over screens, and completion
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of input fields. The study did not make a connection between any of these processes
and learning outcomes. The results of this study suggest there are some significant
differences among demographic categories in use of the medium. For example, he
found that those with lower GPAs were more likely to skip screens.

The primary limitation of this study is the lack of a theoretical framework for
understanding why different types of people make different choices. Presumably
demographic categories serve as indicators of underlying psychological constructs that
influence the choices made and the thought processes used by trainees. For example,
students with lower GPAs may possess less desire to learn from the material and/or
greater desire to finish the lesson quickly. This may have led them to skip more
screens than those with higher GPAs. Direct examination of psychological factors
such as goals could illuminate the causes behind different approaches to the learning
task. This study is useful because it demonstrates a concern for what information
trainees choose to view and what activities they choose to complete. However, from a
broader perspective this study is uninformative because it does not relate these choices
to outcome measures.

A second study improved on learning process research by linking trainee
choice and learning outcomes. Hancock, Thurman, and Hubbard (1995) studied the
choice to study feedback following quiz questions. In this study 54 undergraduates
were presented with a HyperCard learning activity. After reviewing the material,
trainees were presented with drill questions and asked their confidence regarding the
answers provided. After answering, students were offered an opportunity to review

feedback that explained the correct answer and presented a demonstration of it. In
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general, choice patterns were predicted such that trainees would spend more time
reviewing feedback following answers that they were not confident of, and following
answer that they got incorrect. Students who followed this choice patterns were
expected to learn more from the course.

The results confirmed that trainees who scored higher on average tended to
study feedback longer, and study feedback more when they were incorrect. This
suggests that choice of material to view, in this case explanatory feedback, is related to
verbal knowledge learning outcomes. None-the-less, many subjects deviated from this
pattern, and the strength of these results was not impressive. No data regarding total
time on task was presented.

The authors conclude by suggesting that differences in mindfulness when
reviewing feedback was a critical factor in determining learning. Mindfulness, or the
extent to which trainees actively concentrated on the material, was unmeasured.
Similarly, the authors conclude that subjects who did not view optional material likely
had higher-order goals that were not focused on learning, but goals were not assessed.

While Hancock et al., (1995) found that choices to review explanatory
materials were related to learning, Relan (1995) found that total amount of review was
generally unrelated to a post-test presented immediately at the end of the lessons
(r=-.16). In this study, 107 sixth-graders were given a computer-based science
tutorial. The authors conclude that review may not have influenced learning because
certain subjects may have engaged in mindless review. The authors conclude that,
“Extensive use of a strategy during training does not necessarily improve performance

on a learner-controlled task; mindful use of a strategy along with strategy monitoring



may be

of e

the sam
Qutcom:
RN
suppie
of feedt

regurdin

difieren
benefit
conditio
know Je;
prove s

well.

bﬂ\&een
Oliony
Mol g
USing ac
Bintig

Wit N
Falice ¢



may be required...” (p. 147). Again, however, no data regarding the cognitive activity
of trainees was collected.

Pridemore and Klein (1991) and Pridemore and Klein (1995) used essentially
the same paradigm to investigate the effects of explanatory feedback on training
outcomes. Explanatory feedback is information provided to the trainee following a
response to questions or problems posed during training. This information adds
supplemental instruction tied directly to the response given by the trainee. This type
of feedback is provided in addition to outcome feedback, which is a simple statement
regarding whether a trainee’s response was correct or incorrect.

In the Pridemore and Klein studies program versus learner control made no
difference on outcomes, but providing explanatory feedback had an overall learning
benefit over outcome feedback alone. Furthermore, trainees in the learner control
condition who choose feedback more following incorrect answers scored higher on the
knowledge post-test. This finding suggests that choice of elaborative material may
prove useful, particularly when it is used for material that the trainee does not know
well.

Another study by Lee and Lee (1991) offers a caution regarding the distinction
between optional activity provided early in training, during skill acquisition, and
optional activity provided later in training, during review of that material. The study
involved 56 eleventh grade chemistry students learning to solve chemistry problems
using a computer-aided learning system. Half of the learner control trainees received
an introductory lecture on the topic before being presented with options regarding

practice (control during knowledge review); the other half of learner control trainees
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were immediately give access to the computer and control over practice (control
during knowledge acquisition). Thus, the primary difference between conditions was
the timing of the control provided, during acquisition or review.

Lee and Lee (1991) found little difference between scores on practice activities
(M = 16.86 acquisition vs. M = 16.77 review) but large differences on final criterion
scores (M = 17.93 acquisition vs. M = 23.32 review). Perhaps more importantly, the
correlations between previous chemistry knowledge and criterion test performance
were dramatically different. The relationship between test performance and prior
achievement in the learner control acquisition group was r = .75, while the relationship
between test performance and prior achievement in the learner control review group
wasr=-.11.

The difference between these correlations suggests that optional practice and
review may have very different effects depending on when it is provided. Optional
activities provided during initial knowledge acquisition maintain prior differences in
knowledge. Optional activities provided after initial knowledge acquisition, however,
eliminated prior differences. These findings were interpreted to suggest that trainees
with prior content knowledge make better choices during training than trainees with
less content knowledge. This finding supports previous research that trainees with
high prior content knowledge can be more efficient and learn more from learner
controlled training than trainees with low prior content knowledge (e.g., Gay, 1986;
Tobias, 1987).

It is interesting to note that the studies reviewed above that most clearly

support the link between choosing to view additional material and learning were
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conducted by Pridemore and Klein (1991, 1995). These researchers found a learning
benefit for offering information (feedback) after the basic material was presented. In
other words, trainees’ choices were made after receiving exposure to the material.

The effects of prior exposure to material may stem, in part, from an increase in
trainees’ awareness of their current state of knowledge. Research by Flavell (1979)
and Nelson, Leonesio, Shimamura, Landwehr, and Narens (1982) suggests that
students are generally poor at estimating how much they know about a topic, and
Williams (1996) suggests this problem is exacerbated when students have little
knowledge of the content area. Williams (1996) summarizes this argument as fc;llows,
“It could very well be, then, that people often really don’t know what they don’t know,
and that those who know very little know even less about what they don’t know”

(p. 966).

The awareness of current knowledge is closely tied with what researchers have
referred to as metacognition. Metacognition is defined as knowledge and control over
ones’ cognition (Flavell, 1979). Metacognitive activities include planning,
monitoring, and revising goal appropriate behavior (Brown, Bransford, Ferrrar, &
Campione, 1983). It is possible that the effects of prior knowledge result from an
increased capacity to engage in this type of cognitive activity, as suggested by
research linking metacognition and expertise (Etapelto, 1993), and metacognition and
learning (Pintrich & DeGroot, 1990). Of note is the fact that metacognitive activity
varies across individuals even at the same level of expertise, and it generally
uncorrelated with cognitive ability (Ridley, Schutz, Glanz, & Weinstein, 1992; Schraw

& Dennison, 1994). If these findings hold true in WBT, then differences in
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metacognitive activity during training may explain substantial portions of variance in
learning outcomes.

Unfortunately, while the studies reviewed above measured choices in reading
about and practicing the training task, they did not collect measures that capture the
extent and nature of attention devoted to those materials. As implied by Williams
(1996), viewing or reviewing material does not mean that high quality mental effort is
exerted. Similarly, Carroll’s research on minimalist training suggests that not all
practice is equivalent (e.g., Carroll, 1990). Simple drill or practice may not be as
effective as the mindful completion of realistic and meaningful activities. While a few
of the studies reviewed above address the issue of mindful versus mindless processing
as post hoc explanations, they do not present data regarding the cognitive activity of
the learner. More specifically, none of these studies assesses the amount of attention
devoted to training materials, except for time on-task, and none measured
metacognitive activity.

Recent literature in organizational psychology has focused on the choices that
trainees make with regard to the quality and direction of attention exerted during
training. In particular, two recent studies have isolated constructs that capture both
behavioral and cognitive aspects of the learning process. These studies suggest that
metacognition, attentional focus, and practice activity are all critical learning
processes that should be captured in order to understand choices during learning.

Organizational Psychology Research. Ford et al. (1998) studied choice of
practice in learner controlled training. In this study, 93 undergraduates learned a novel

computer simulation over the course of two days. After an initial introduction to the
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task on day one, subjects chose the nature of the practice scenarios on day two, which
varied in difficulty along two key task dimensions. Trainees could choose among 9
different practice scenarios that varied along each dimension from high, medium, or
low difficulty. At the end of the second day of training, students were provided with a
complex trial to assess their ability to generalize the skills learned. The purpose of the
study was to determine the influence of different learning strategies and link those
strategies to trait measures of goal orientation.

The results indicate that, among three different learning strategies,
metacognitive activity was the most influential. Controlling for the nature of the
practice scenarios chosen, students who reported greater metacognitive activity
performed better on a knowledge test near the end of training, performed better on a
final training trial, and reported higher levels of self-efficacy, or task-specific
confidence. All of these measures were in turn predictive of greater skill
generalization on the very last trial.

Another important learning strategy used by subjects in the Ford et al. (1998)
study was called activity level. Activity level was defined as the extent to which
trainees practiced key task skills. This concept is conceptually similar to the
completion of practice exercises in computer-based instruction (e.g., Lee & Lee, 1991)
because it reflects the extent to which trainees choose to explore the task at hand.
Higher activity levels were associated with greater knowledge and final training
performance at the end of training. It is important to note that the effects for

metacognition were found while accounting for activity level, and vice versa.
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The Ford et al. study provides evidence that the nature of attention to the task
can influence outcomes above and beyond the choices regarding practice. Limitations
in the study prevent strong statements about the nature of this effect, though. These
limitations are reviewed briefly below.

First, the metacognitive measure was collected after training, making it
difficult to claim that metacognitive activity caused learning outcomes. Actual
performance during training may have influenced the metacognitive ratings provided
(i.e., it seemed like I did well, I must have been thinking hard about the task).
Alternatively, how well people were performing could have influenced their
willingness to report learning-focused activity. For example, if I did not seem to have
done well, I might be unwilling to admit that I invested effort into learning. In either
case, obtaining a rating of metacognitive activity during training may provide a more
precise measure of the construct and strengthen the support for the hypothesized
causal link.

Second, the overall extent to which trainees focused on the task was not
assessed. Metacognition captures the type of cognitive activity, but it does not suggest
how much effort was invested overall during training. For example, trainees can
report engaging in metacognitive activity, but that activity may have only occurred for
a brief segment of the total training content. Furthermore, it is possible that trainees
engage in a metacognitive activity but also engage in a great deal of off-task related
thinking, an occurrence that should interfere with learning. Metacognitive activity
captures a particular learning strategy, but it does not address the issue of general

attention and effort devoted toward the material. The amount of effort and on-task
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attention should influence learning, above and beyond the use of metacognition or any
other learning strategy. The issue of effort was raised in a study by Fisher and Ford
(1998).

Fisher and Ford (1998) studied mental effort during training. Effort was
operationalized using time on task and self-reported attention. This research is based a
theory by Kanfer and Ackerman (1989) which suggests that attention during skill
acquisition is often divided among on-task, off-task, and self-regulatory activity.
Kanfer and Ackerman (1989) demonstrated that trainees who engage in greater off-
task cognition tend to acquire less skill during training. Fisher and Ford (1998) used a
similar measure of off-task attention to determine the extent to which trainee focused
on topics other than the task at hand. They also measured time on task to determine its
relationship with attention and learning outcomes.

For this study, 121 undergraduates learned a stock prediction task. In addition
to off-task attention, the authors measured cognitive ability and mental workload. The
results suggest that off-task attention and cognitive ability are not correlated (r = .02),
and off-task attention and mental workload are negatively correlated (r = -.48).
Furthermore, off-task attention predicted final verbal knowledge (r = -.35) and
application knowledge (r =-.33). Regression analyses indicate that either the measure
of off-task attention or the measure of mental workload were significant predictors of
learning outcomes, controlling for cognitive ability and other individual differences
measures, learning strategies, and time on task. The correlation between mental
workload and off-task attention suggests a possible collinearity problem, which results

in only one or the other construct being significant in the regression analyses. Both
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constructs, however, measure the extent of attention that was devoted to the task.
Time on task was less predictive of learning outcomes than either the effort or
attention measures. The authors note that time is generally a deficient measure, as it
does not actually capture the focus of cognitive activity (i.e., on-task or off-task).

Unfortunately, this study did not measure mindfulness in the same way Ford
and colleagues (1998) assessed it. Fisher and Ford (1998) did not assess
metacognitive activity, although they did measure the effects of other learning
strategies of organizing, elaborating, and rehearsal (e.g., Gagne, 1984). None of these
strategies had an influence on learning.

Both of these studies used student learners participating in research for extra
credit. Research is needed on these learning processes with adult learners in job-
relevant training programs. Given the lack of relevant research, it is unclear whether
the influence of metacognition and attention differs between adults and students. In
addition, research should examine the individual difference factors that are associated

with greater attention and metacognition during learning.

Individual Differences

Learner control research has traditionally focused on a limited range of
individual differences. The two most dominant individual difference constructs
assessed are prior knowledge and cognitive ability (Williams, 1996), although there
are studies that focus on personality constructs such as locus of control (e.g., Tobias,
1987). The vast majority of these studies investigate the effects of fixed, stable

individual characteristics. Williams (1996) notes the potential for studying the role of



achievement motivation, but only cites one study that applied these ideas to the study
of learner control (i.e., Carrier & Williams, 1988).

Arguably the most critical characteristics to study in learner control, and
consequently WBT, are motivational constructs. Trainee motivation should have a
critical influence on choice behaviors in training, including how much material to
view and how much effort to exert while viewing it. Motivation is an important
concept in training (Campbell, 1989; Mathieu & Martineau, 1997), and it is even more
critical in learner controlled training, when choices regarding how training will
proceed are left up to the trainee. The dominant perspective of motivation in this
research comes from an expectancy framework, where the desire to engage in a
particular behavior is driven by expectations that the behavior will help bring about
valued outcomes (Vroom, 1964).

The centrality of motivation to learning can be seen in current studies of
training. Recent research has emphasized the role of situational influences on learning
(e.g., Mathieu, Tannenbaum, & Salas, 1992), but much of this influence is mediated
through motivational constructs of intentions and attitudes. For example, research
models of training effectiveness emphasize that situational characteristics have their
dominant effect on learning through pre-training motivation (Mathieu & Martineau,
1997; Quinones, 1997). Pre-training motivation is the most proximal influence on
learning, yet it remains relatively neglected in research on training effectiveness (Noe,
1986).

Goals and attitudes are even more critical in WBT because of differences

between student and adult learners. Theories of adult learning (e.g. Knowles, 1984;
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Rogers & Freiberg, 1994) emphasize that adults are self-directed learners who focus
on material that has the greatest perceived relevance to them. For example, one of the
basic principles of andragogy, the adult learning theory advanced by Knowles, is that
adults will be most interested in subjects that have immediate utility in life or at work.
This highlights the importance of motivational differences between trainees in
determining where they will focus effort and attention during training.

Goals. Goals are desired end-states that mobilize and direct behavior.
Trainees can hold many different types of goals for training (Brett & VandeWalle,
1997). Training goals can be focused learning a particular skill, performing to a
certain level of competency, appearing competent to observers, or removing oneself
from the training situation as quickly as possible. The dominant perspective of goals
in industrial and organizational psychology is driven by research on goal setting by
Latham and Locke (1991). This research is typically focused on how the provision of
performance goals influences task performance.

The industrial and organizational psychology literature on goals focuses almost
entirely on goals provided by a manager or researcher that are difficult and specific
levels of performance for which the trainees should strive (e.g., Latham & Locke,
1991). This research consistently demonstrates that individuals with difficult and
specific goals perform better than individuals with vague “do your best goals,”
provided that trainees are committed to the goal and have the capability to accomplish
them.

In one goal setting study, Kanfer and Ackerman (1989) provided performance

goals to trainees learning a complex radar simulation, and compared their performance
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to trainees who were provided vague, “do your best goals.” Contrary to established
findings, Kanfer and Ackerman (1989) found that performance goals decreased
performance over do your best goals. Other authors have argued that this finding
reflects a boundary condition of performance-oriented goal setting (e.g., DeShon,
Brown, & Greenis, 1996; Earley, Connolly, & Ekegren, 1989). These authors present
evidence suggesting that, during complex learning tasks performance goals during
training can actually hurt performance. However, contrary to the position asserted by
Kanfer & Ackerman (1989), these later studies argue that it is not goals per se but
performance goals that lead to decrements in learning.

Recent research has studied the provision of goals that are focused on learning
rather than performance. For example, Winters and Latham (1996) provided learning
goals to trainees by asking them to learn shortcuts for performing a scheduling task.
One-hundred and fourteen undergraduate business majors participating in the study.
Winters and Latham (1996) found that, for complex tasks, learning goals ultimately
led to greater performance than performance goals. This effect occurred because
trainees in the learning goal condition learned more shortcuts early in training, and
they were able to use these shortcuts to improve their performance later in training.
Given the straightforward finding with regard to learning goals, it is surprising that
additional research has not investigated the effects of these types of goals on learning
in training environments (for exceptions, see Kozlowski, et al., 1995, 1996).

An examination of training research suggests that one of the most commonly
employed motivational constructs is motivation to learn. A review of research on

motivation to learn suggests that this construct is actually a form of self-reported
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learning goal. Research in industrial and organizational psychology has examined the
effects of motivation to learn on training outcomes. Motivation to learn is defined as
the extent to which trainees desire to gain knowledge and skill from a given training
experience (Noe, 1986). This definition, and the measure used to assess the construct,
were developed based on an expectancy framework, such that higher-levels of the
motivation to learn represent greater motivation force with regard to engaging in
learning-oriented behaviors during training. As it is currently defined, motivation to
learn is indistinct from a self-reported learning goal. Unfortunately, research on
motivation to learn has not provided clear evidence of its importance as a predictor of
learning outcomes.

For example, research by Hicks and Klimoski (1987) used an overall measure
of motivation to learn but found little effect for motivation on a final role-play and test
performance. Their study, however, showed few significant predictors of these
criteria, indicating possible contamination or deficiency problems. Similarly,
Tannenbaum, Mathieu, Salas, and Cannon-Bowers (1991) tested the effects of various
training characteristics on attitudinal outcomes of training. While it was not the focus
of their study, they did find significant relationships between training motivation and 3
of 5 training outcome variables. One of these was in negative direction, opposite what
one might predict. The variables that were not predicted were honors and demerits,
outcomes that likely have significant influences from sources external to the
individual. Learning goals should not be expected to have a significant effect on this
type of criterion. The Tannenbaum et al. (1991) study did find that test performance, a

variable that is more likely to be influenced by motivational differences, was
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significantly related (in the predicted direction) to training motivation. In a study of
educational administrators, Noe and Schmitt (1986) found effects for training
motivation, although the effects were small.

This research provides only marginal support for the use of self-reported
motivational constructs in predicting training outcomes. However, as noted above,
criterion problems make some of these findings suspect. In addition, each study
offered summary motivation indices as predictors of learning outcomes without
studying the type of behaviors and activities that trainees engaged in during training.
For greater clarity, research on learning goals should focus on the types of choices and
behaviors that trainees engage in during training, depending on the nature of their
goal. In other words, research should seek to explicate the link between a learning
goal and the learning process.

Another issue that should be considered in research on training motivation is
the presence of alternative, competing goals. Motivation to learn is generally
measured as in an isolated fashion, without reference to alternative outcomes that
trainees might desire from training. Educational research offers an alternative
approach to goals that involves measuring multiple goals.

In the past 15 years, educational research has focused on the influence of
multiple goal orientations, or trait-like tendencies to pursue certain types of tasks and
outcomes in school settings (e.g., Dweck, 1986). Most of this research has focused on
mastery and performance orientations, although there is a third goal orientation, work
avoidance, that is also studied and will be reviewed later. This research has indicated

that learning orientation, or the degree to which an individual values challenge and
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learning, significantly affects how individuals approach difficult tasks (Bouffard,
Boisvert, Vezeau, & Larouche, 1995; Dweck, 1986, 1989; Elliot & Dweck, 1988).
Similarly, performance orientation, or the degree to which an individual values
performance and achievement, significantly affects how individuals react to failure in
achievement situations. While learning oriented individuals view errors as challenge
and show increased effort and persistence in the face of adversity, performance
oriented individuals focus on demonstrating competence and disengage from activities
that are difficult and hard to learn (Dweck, 1986, 1989). This form of disengagement
is similar to the well-researched phenomena of learned helplessness, in which
individuals withdraw task effort after repeated negative feedback (Dweck, 1986;
Mikulincer, 1994).

Applying the notion of goal orientation to the acquisition of job-relevant
knowledge and skill has been the topic of a number of recent studies. For example,
Boyle and Klimoski (1995) presented research on learning from a computer tutorial
that demonstrated learning orientation and verbal knowledge outcomes were positively
correlated. What this study does not indicate is the types of choices trainees made that
accounted for the influence of goal orientation.

A study by Kozlowski and colleagues (1995) used a student population to
study goal orientation. These researchers found performance orientation to be
negatively related with verbal knowledge outcomes, and mastery orientation to be
positively related to the exploration of various task features. Similar results were
found for manipulated goals. Thus, students who were more oriented toward

performance learned less from the training, and students who were more oriented
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toward learning explored the task more thoroughly. While it is not clear whether these
effects were mediated through state goals adopted by the trainees’, the pattern of
results suggests that both situational and dispositional effects were operating in a
consistent manner. Whether the goals adopted by trainees can account for that effect
in its entirety is a question beyond the scope of this research, but it is reasonable to
assume that state goals play a significant role.

Fisher and Ford (1998) indicated that effort was influenced by mastery goal
orientation. They found mastery goal orientation to significantly predict reported
workload, such that individuals with higher mastery reported greater workload, and
performance goal orientation to significantly predict off-task attention, such that
individuals with high performance orientation thought more about non-task related
issues. Similarly, Ford and colleagues (1998) found that mastery goal orientation was
positively related to metacognitive activity. They did not find that goal orientation
variables were related to activity level, or the choice to practice activities most similar
to the training objectives. There is additional evidence that learning oriented
individuals engage in more metacognitive activity (Bouffard et al., 1993).

As evident from this review, goal orientation is generally considered to be a
stable, trait-like characteristic of individuals. In general, little research has been
conducted on the distinction between goal orientation as a state and as a trait, although
recent research seems to indicate that they are distinguishable constructs (e.g., Brett &
VandeWalle, 1997; Fisher, 1998; Kozlowski et al., 1995; 1996). These studies clearly
indicate that goals can be thought of as having a fixed personality component and a

more malleable state component. It is likely that the malleable state component is the
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more proximal influence of learning, as suggested by Noe (1986) and demonstrated by
Brett and VandeWalle (1997).

Research also suggests that avoidance goals may be a relevant motivational
orientation. In a study of students reported by Meece (1994), work avoidance goals
were positively correlated with superficial engagement of course materials (see also
Meece, Blumenfeld, & Hoyle, 1988). The goal constructs used by Meece (1994) are
defined as goal orientations, but the measures focus on course-specific intentions.
Thus, this author is focusing more on self-report goals, rather than global orientations.
Overall, Meece’s work suggests that individuals with completion goals, if given the
opportunity, would avoid working hard by moving through a course more quickly and
using as little effort as possible. There are few studies that report work avoidance
orientations, but it may be a particularly important consideration in learner controlled
training.

Research on mastery and performance orientation has neglected avoidance
goals, perhaps because of possible redundancy between work avoidance and low
mastery orientations. It seems reasonable to assert that individuals with low mastery
orientations may avoid working hard because they have no desire to learn. This
behavioral pattern would be indistinguishable from those who are work avoidant. The
results presented by Meece (1994) suggest that work avoidance is negatively
correlated with mastery goals (r = -.50). However, the lack of any additional research
on thié topics suggests that the relationship among completion, mastery, and

performance goals should be the focus of further study.
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An integrated approach to the study of goals in training is offered here.
Research suggests that learning, performance, and avoidant goals generally exhibit
consistent effects on learning, regardless of their definition and operationalization.
Thus, the mechanism by which these motivational effects are occurring must be
similar. Based on research on intentions summarized by Azjen (1991), the most
powerful influence for intentions should be those that refer specifically to the behavior
in question. Thus, the greatest motivational influence on learning should be course-
specific goals. In fact, it is likely that dispositional and situational influences operate
through behaviorally-specific intentions regarding the training material. That is,
specific course-related intentions should capture the influence of both disposition and
situation, as they are determined by individuals’ general theories (dispositional goal
orientations) and by task-specific factors (Nicholls, 1992).

Two studies in the instructional technology literature provide anecdotal
evidence for the importance of course-specific learner goals. Carrier and Williams
(1988) studied the options selected by trainees of different levels of initial task
persistence. The number of options selected in the first exercise assessed task was
used to assess persistence. Trainees with greater levels of task persistence learned
more from learner controlled training than trainees with lower levels of task
persistence. This effect held both for immediate post-test and delayed post-test. In the
study, amount of material seen was related to learning. The authors note that, “Future
research should examine those characteristics that make various options appealing to

students” (p.303).
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These authors used a task-specific measure of motivation that required early
measures of task exposure to be collected and deemed characteristic of the individual.
From a scientific perspective, this type of motivational construct provides no
generalizability and little clarity on the nature of the constructs. For purposes of this
dissertation, it is possible that the extent to which learners held a goal for learning the
course content might explain the differences found on task persistence.

Hancock, Thurman, and Hubbard (1995) also present anecdotal evidence for
the importance of goals in the use of response feedback. These experimenters
conducted an informal post-experimental questionnaire asking 23 students about their
priorities during the experiment. Students who reported learning goals as top priority
spent more than twice as long studying feedback messages than students who reported
getting finished as one of their priorities (10.8s vs. 5.0s). This finding was used to
explain why some subjects did not follow normative learning patterns, such as
studying feedback longer following incorrect responses. While goals were offered as
a central feature of the explanations in this study, only post hoc data were presented.

Current research on goals either focuses on one or, at most, two goals held by
the trainee. Generally, research in this area collects measures of both goals and uses
both as predictors of behavior and outcomes. To the extent that goals are
uncorrelated, this is a reasonable process. However, research on completion and
learning goals suggests that it would be difficult for an individual to pursue both goals
simultaneosly. Similarly, although research suggests that mastery and performance
orientations tend to be uncorrelated, it is unclear whether an individual could actively

pursue both goals simultaneously. The exclusivity of goals should be captured as
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negative correlations among goal measures. It is possible that an individual will hold
a greater range of intentions than time and resources will allow fulfilled (a point that is
very evident to the author right about now), which would lower the relationship
between intention and behavior. This attenuation of the relationship due to over-
reporting of intentions suggests that some measure of prioritization would be a useful
measure of training motivation. In other words, research should determine which of
these three goals is a trainee’s dominant motivating factor. While prioritization is a
common focus in research on values (e.g., Chapman, 1989), it has not been studied in
research on goals.

Content Attitudes. In addition to goals, attitudes toward the training content

have significant relationships with learning outcomes (e.g., Alliger & Janak, 1989).
As noted earlier, adults will favor material that they believe is useful to them. This
idea is captured in the construct of perceived utility, or the extent to which trainees
feel that training content will be useful on the job (Alliger et al., 1997; Warr & Bunce,
1995). Unfortunately, most research on attitudes considers them to be outcomes of
training. Noe (1986) suggests that attitudes toward training content are critical factors
in training motivation, yet they are seldom assessed. Moreover, Vroom's portrayal of
expectancy theory would suggest that utility, as a composite measure of
instrumentality and valence, should be a powerful predictor of motivational force.
Warr and Bunce (1995) reported high correlations between utility perceptions
and learning. They used utility perceptions as an outcome, but it is reasonable to
suggest that many trainees may have perceptions about utility prior to training. This is

particularly true for adult trainees who are being taught job-relevant knowledge and
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skill. These perceptions may influence the effort that trainees are willing to exert in
training.

In addition to utility, research indicates that pre-training self-efficacy can
influence the effort that trainees exert during training. For example, Martocchio
(1994) found that pre-training self-efficacy for computer use predicted performance on
a knowledge post-test after computer training. Self-efficacy theory suggests that high
levels of self-efficacy will be associated with high levels of attention to and effort on
the task. This basic finding has been supported in many studies (Bandura, 1997).

Technology Attitudes. The study by Martocchio (1994) measured self-efficacy
with computers for a training class on computer skills delivered primarily by
computer. This measurement approach poses an interesting question. Is the self-
efficacy effect identified by Martocchio (1994) an effect for content efficacy (i.e., I
can learn this content), or for efficacy with the technological medium of training (i.e.,
I can use the computer to learn)? If the instruction had been provided through another
technology (i.e., lecture or instructional television), or the content of the training had
been different (i.e., how to use La Machine kitchen preparation tool), self-efficacy for
both the content and the technology could have been studied for their influence on
learning. This idea is consistent with research in educational technology (e.g.,
Saloman, 1981) that suggests confidence with learning media can influence learning
outcomes.

When trainees learn through technology that is novel to them, self-efficacy for
the technology may be just as important as for the content. Those trainees with low

technology self-efficacy may become anxious about interacting with the technology
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during training (e.g., Martocchio, 1994). In particular, one effect of low technology
efficacy might be an avoidance of the unique and difficult aspects of that medium.
Hyperlinks, represented in WBT, are unique to this medium, and offer the potential to
confuse trainees (e.g., Park & Hannafin, 1993). Thus, trainees with lower technology

self-efficacy may be less likely to use the links to optional materials.

Learning Outcomes

The most popular model of training outcomes in use today was developed by
Kirkpatrick almost 40 years ago (Kirkpatrick, 1959-1960 in Alliger & Janak, 1989;
Kirkpatrick, 1974). This model specifies four steps of training evaluation: Reactions,
learning, behavior, and results. Reactions are defined as “how well the trainees liked a
particular training program” (Kirkpatrick, 1974, p. 18-2) and usually assessed using
ratings regarding course content. Kirkpatrick notes that positive reactions do not
ensure learning, but that positive reactions are necessary for maximal learning.
Learning is defined as “the principles, facts, and skills which were understood and
absorbed by the conferees” (Kirkpatrick, 1974, p. 18-11). Classroom performance and
paper-and-pencil tests are ordinarily used to assess this step. The third step is
behavior, and it is defined as “on-the-job behavior” (Kirkpatrick, 1974, p. 18-16).
Kirkpatrick suggests that job performance should be measured before and after
training to assess whether training influences performance. The final step is results,
which include factors like “reduced turnover, reduced costs, improved efficiency,
reduction in grievances, increase in quality and quantity of production, or improved
morale, which, it is hoped, will lead to some of the previously stated results”

(Kirkpatrick, 1974, p. 18-21).
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Recent literature has noted that there are a number of faulty assumptions
rooted in how researchers use Kirkpatrick’s steps. More specifically, Alliger and
Janak (1989) review 3 assumptions that underlie the current use of Kirkpatrick’s
model. The first assumption is that the four steps are arranged in ascending order of
information. This assumption can lead to the belief that results are the highest in a
hierarchy; thus, they are the best measure of training effectiveness. This is a difficult
assumption to support, because there are instances where dollar estimates can be
impossible to obtain, and may even be misleading about the results of training.

The second and third assumptions are related in that they both involve the
assumption that the levels of evaluation are causally linked. This assumption is also
untenable. While it is true that trainees who seriously dislike training may withdraw
from learning, reactions and learning are not necessarily linked (Goldstein, 1993;
Mathieu, Tannenbaum, & Salas, 1992). Furthermore, behavior change is not always
preceded by indications of verbal learning (Lewicki, Hill, & Czyzewska, 1997). This
assertion is supported by the relatively low correlation between learning and behavior
reported in a recent meta-analysis (Alliger et al., 1997).

These problems suggest that the Kirkpatrick model may have limited
usefulness as a taxonomy of learning outcomes. An outcome taxonomy should
provide clear links to learning processes and, consequently, training interventions
(Jonassen & Tessmer, 1996/1997). Furthermore, the taxonomy should be easily
linked to real world job performance, as the ultimate concern of training is to influence
some aspect of performance back on the job. The Kirkpatrick steps do not provide

this guidance because they confound the type of learning outcome (i.e., knowledge or
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skill) with the time it is assessed (i.e., at the end of training or back on the job) in
describing the second and third steps. The third step also confounds behavior and job
performance by suggesting that archival measures of job activities (i.e., absenteeism,
supervisor ratings) are reasonable measures of on-the-job behavior. As suggested by
recent writing on job performance, job performance is best considered as behavior on
the job, and research should be careful not to consider the results of behavior as
uncontaminated measures (Campbell, McCloy, Oppler, & Sager, 1993).

Training outcomes should be stated as distinct psychological constructs that
can be assessed with different methods and at different times, but always be clearly
resulting from particular learning processes and comprising or at least influencing
components of work-related behavior. More recent outcome taxonomies incorporate
these critical features (e.g., Gagne, Briggs, & Wager, 1990; Jonassen & Tessmer,
1996/1997; Kraiger, Ford, & Salas, 1993). These taxonomies identify psychological
constructs as outcomes, based on current principles of learning, and can be easily
linked to training interventions and to job performance. These taxonomies are actually
quite similar, and differ mostly in the level of detail employed at the highest level of
the respective taxonomies. For this evaluation, I will adopt the Kraiger, Ford, and
Salas (1993) version for its relative parsimony and closer tie to literature on job
performance.

Kraiger, Ford & Salas (1993) suggest there are three primary categories for
training evaluation: Cognitive, skill-based, and affectively-based outcomes. The focus
of this dissertation is on cognitive and skill-based outcomes, so these categories of

outcomes are reviewed below.
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Cognitive learning outcomes refer to the quantity and type of knowledge
available to the trainee. The traditional tests of cognitive learning are achievement
tests of verbal knowledge. While tests of verbal knowledge have been criticized for
being unable to discriminate among learners at higher levels of development, they are
useful during early stages of skill acquisition. In addition to verbal knowledge, other
cognitive outcomes include knowledge organization and cognitive strategies. These
outcomes become more critical at later stages of skill acquisition, so they will not
receive a great deal of attention here.

Skill-based learning outcomes also tend to reflect later stages of learning.
According to Kraiger et al. (1993) the two major components of skill-based outcomes
are compilation and automization. Compilation involves the combination of discrete
behaviors into domain-specific routines that are relatively fast and efficient. During
this stage errors are reduced, verbal rehearsal is eliminated, and behavior is more task-
focused. During early stages of skill acquisition this may take place and be
ascertained by direct or indirect observations of performance. Indirect observations
can be taken by reviewing task performance for evidence that compilation is
beginning to occur -- fewer errors and faster production or reaction time.

Automatization, on the other hand, involves an even greater level of skill.
Automatization implies that tasks or portions of task can be handled without conscious
monitoring. The lack of monitoring frees cognitive resources to engage in other
activities. Few training programs bring trainees to the point of automaticity, as it

requires extensive, time-consuming practice.
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In WBT, skill-based outcomes can be obtained by having trainees engage in
activities that represent the skill of interest. Computer recording and tracking can be
used to record that activity, and it can be reviewed either by the computer or by a
person for its quality. Unfortunately, it requires a great deal of resources to reproduce
skill-based environments on the computer (i.e., interact with a team to solve a
problem), unless that skill is a computer-based skill, as in the research by Frese and
colleagues (Frese & Altmann, 1989). One solution to this problem is to assess an
outcome that indicates skill-based learning, but is assessed in a manner similar to
verbal knowledge.

An outcome that implies skill-based learning is what Bloom (1956) and Fisher
and Ford (1998) call application knowledge. This is the use of verbal knowledge to
answer novel questions or make judgments in new situations. This type of outcome is
similar to skill-based outcomes when the performance of interest is highly cognitive,
such as problem-solving or trouble-shooting. Application knowledge can be assessed

using open-ended situational questions, as demonstrated by Fisher and Ford (1998).

Summary

Research on learner control, learning choices, individual differences, and
learning outcomes were reviewed. The first three sections provide insight into a
number of missing elements in the literature that could be used to understand WBT
effectiveness. Learner control research to date has been very limited in scope and,
perhaps more importantly, atheoretical. An integrated theory of learner control that

identifies important process variables and considers malleable individual differences
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characteristics would provide a meaningful contribution to this area of research. The
learning choices and individual differences reviews were conducted to identify
previous empirical research that might address that issue. Learning choices regarding
effort, such as activity and attention, and regarding strategy, such as metacognition,
are critical influences on learning outcomes. Individual differences in goals and
attitudes appear likely to be effective predictors of these choices. The final review in
this section discussed learning outcomes. This section clearly indicates that any
attempt to provide a theory of choice in learner control must model the influence of
such control on multiple training outcomes. In the next section these ideas will be
integrated into a theoretical framework, and a research model and hypotheses for an

empirical study will be offered.
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THEORETICAL AND RESEARCH MODELS

The literature review suggests that an integrated theory of learning in learner
controlled environments is absent from the literature. The empirical results discussed,
coupled with existing theories on motivation and learning, can be used to create such a
model. This theory, individual differences in learning choice, is presented in Figure 1
and described below. Following the general description of the theory a more specific
research model is presented. This more specific model is used to derive specific

hypotheses for the dissertation research.

Learner Choice Theory

The learner choice theory is an input-process-output model that depicts the link
between individual differences as an input to training and learning oriented activity
during training, and the link between this activity and learning outcomes. The theory
is similar to the learner control model advanced and tested by Ford and colleagues
(1998), but it integrates malleable individual differences with immutable differences
such as personality. The model is distinct from existing learning models, such as Noe
(1986), because it focuses more on the learning process than on the varied inputs or
outputs to training. Perhaps most importantly, it is a learner-centered model of
training effectiveness. In other words, the theory addresses what learners do, rather

than what training designers or trainers do (e.g., Gagne, Briggs, & Wager, 1992).
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Individual Differences. In the theory individual differences are classified as
immutable or malleable. Distinguishing these categories allows researchers to clearly
consider whether the individual differences of interest are amenable to change at the
beginning or during training, or whether they are fixed factors that will remain
constant throughout training. The emphasis in this dissertation is clearly on malleable
characteristics. None-the-less, both types of individual differences are relevant to
training outcomes and both will be discussed.

The immutable characteristics can be classified into three categories: Ability,
personality, and experience. Much of the existing learner control research has focused
on the effects of these constructs. Ability, whether general mental ability or a more
specific facet relevant to the training task, should influence knowledge gain directly
(e.g., Ree & Earles, 1991). Trainees with higher ability should be able to learn more
from the same exposure to materials. Content-related experience should have a similar
effect. Williams (1996) summarizes research indicating that trainees with more
content-relevant knowledge and experience learn more in learner controlled training.

In addition to direct effects, immutable characteristics influence the learning
process and outcomes through state or malleable individual differences. In particular,
personality will influence the goals and attitudes trainees bring to the learning
environment. Personality can be conceptualized as a broad, cross-situation intention
that in turn influences more specific goals in particular situations (Brett &
VandeWalle, 1997). Training research support this conceptualization. For example,
Noe (1986) suggests that locus of control serves to influence learning outcomes

through motivation to learn. Similarly, Martocchio & Judge (1997) demonstrate that
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conscientiousness influences learning in part through self-efficacy.

The malleable characteristics of relevance to outcomes in learner controlled
environments are motivational in nature. Motivation is likely to influence the types of
strategies used during and the extent of effort devoted to training. Learner controlled
environments like WBT provide trainees with many choices, and goals and attitudes
relevant to training should be the dominant influence on how they make those choices.
Research and theory on motivation to learn suggests that this is a determinant of
learning (e.g., Colquitt & Simmering, 1997; Noe, 1986; Noe & Schmitt, 1986). As
previously suggested, motivation to learn is indistinguishable from holding a learning
goal. Similarly, research suggests that attitudes such as perceived utility and self-
efficacy will be important determinants of the effort exerted during training (e.g., Warr
& Bunce, 1995).

It is worthwhile to note that some researchers would argue about the causal
ordering of attitudes and goals (e.g., Bagozzi, 1981). Attitudes and goals are related in
that goals are driven by value judgments. For example, perceptions of the value of
training should be related to the goals adopted with regard to that training program.
However, from the perspective of designing and administering training programs, both
learner constructs are exogenous. Thus, the causal order of goals and attitudes is not
the focus of this study; instead, their joint influence on the learning process will be
assessed. The purpose of placing attitudes and goals together is to maximize the
prediction of learning choices. Except for their relationship with immutable

characteristics, goals and attitudes are considered exogenous factors in this theory.
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Learning Choices. To understand how individual differences influence
learning, the learning process must be modeled. Based on literature reviewed above,
the learning process in learner controlled environments requires trainees to make
decisions about two major factors: (1) Strategy and (2) Effort.

Strategies are internal processes that learners use to select or modify their ways
of attending, learning, remembering, and thinking (Gagne, Briggs, & Wager, 1992).
Research suggests that there are a number of categories of learning strategies that
learners employee employ, including rehearsal, organizing, and elaboration (e.g.,
Fisher & Ford, 1998). Metacognition is often considered just another learning strategy
(e.g., Pintrich et al., 1991) but it may be more accurately represented as a broader,
more inclusive category of learning strategy because it involves both awareness and
control of one’s cognition (Flavell, 1979). Thus, metacognition can be viewed as a
latent factor explaining all strategies involving monitoring learning and making
calculated adjustments to learning processes. With this broad definition of
metacognition, other mindful learning strategies (i.e., those that involve deeper
processing of the training material) are simply indicators of the attempt to be more
strategic and purposeful in learning activity.

Metacognition clearly influences knowledge gain (Ford et al., 1998; Pintrich &
DeGroot, 1990; Pintrich et al., 1991). It is less clear whether metacognition, or any
subordinate learning strategy, would influence post-training attitudes. Because
learning strategies target changes in remembering and thinking, the theory suggests
that the greatest effects for metacognition should be demonstrated on knowledge gain.

While it may be possible for changes in knowledge to later influence attitudes,
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learning strategies would most directly influence knowledge alone.

Strategic choices regarding metacognition and other learning strategies are not
expected to influence effort consistently, so they are portrayed as independent in the
theory. As suggested by the classic saying “Work smarter, not harder,” strategy and
effort are not always related. Trainees who engage in mindful learning strategies think
differently and focus their attention differently than trainees who do not use such
strategies. However, mindful strategies do not always require greater effort or
practice. A metacognitive judgment about learning may lead a trainee to focus on
only one part of the material and skip over the other parts. Thus, metacognition may
allow a trainee to reduce total effort but ensure the effort is used wisely. Similarly,
repeated practice may not necessarily lead to knowledge gain if the wrong things are
practiced. In other words, repetition that is not guided by a judgment of current
learning may dramatically increases effort in the form of practice and time on task but
have no appreciable effect on learning outcomes. So, while it is possible for
metacognition to result in some modulation of effort level, the modulation cannot be
predicted across trainees because it can occur either up or down. More important for
prediction across trainees is the fact that strategic choices like metacognition will
influence the focus of effort and consequently knowledge gain.

Effort has been operationalized in many different ways (e.g., Paas, 1992)
including time on task, mental workload, and task persistence. These different
indicators of effort are better understood when they are divided into cognitive and
behavioral categories. Behavioral effort is the amount of activity that trainees engage

in during a learning episode. An example of behavioral effort is the activity level
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construct employed by Ford et al. (1998). Trainees who engaged in more practice of
key task skills were exerting more behavioral effort.

Cognitive effort, on the other hand, is the amount of attention devoted to the
learning task. An example of cognitive effort is the off-task attention measure of
Kanfer and Ackerman (1989), Fisher and Ford (1998), and Brown (1996). This
measure determines the extent to which trainees devoted attention to on or off-task
topics. These research studies indicate that trainees who exert greater cognitive effort
gain more knowledge and skill than trainees who exert less effort.

Trainees who exert either cognitive or behavioral effort should be more likely
to have enactive mastery experiences in which they have success with key skills
during training and build confidence in their ability to succeed. Thus, greater effort in
either form should result in improved self-efficacy, and improved attitudes toward the
training content.

Learning Outcomes. Training should be evaluated based on a range of

important outcomes. In workplace training the ultimate concern is typically whether
or not trainees are able to use acquired skill back on the job (Baldwin & Ford, 1988;
Noe, 1986). Consequently, outcomes assessed at the end of training should be those
outcomes that are most likely to predict positive transfer. Research by Kozlowski and
colleagues (1995, 1996) and Ford et al. (1998) suggests that knowledge test scores,
skill practice scores, and self-efficacy predict generalization of skill. Consequently,
training should be evaluated based on at least these three criteria. In the learning
choices theory, knowledge and skill gain are placed together because they are likely to

have similar antecedents. Higher strategy use and effort will result in greater
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knowledge and skill gain than low strategy use and effort. As noted above, post-
training attitudes are influenced by effort but not by strategy. Post-training attitudes
are also directly influenced by pre-training attitudes. Attitudes such as self-efficacy
and perceived utility are influenced by immutable individual differences and by
unmeasured environmental influences. Such influences are unlikely to change over
the course of a training program, so a significant portion of the variance in attitudes is
likely to remain unchanged.

Summary. The purpose of this theory is to identify malleable individual
differences that are relevant to choices that trainees make during learner controlled
training. The model specifies goals and attitudes as critical antecedents to two major
categories of decisions that trainees must make in these environments--strategy and
effort. These choices are linked to training outcomes of knowledge and skill gain and
post-training attitudes. A number of the links in this model have not been tested; some
of them have been tested but only in pieces. While it is more than likely that
modifications to the model will be necessary as research progresses, the model offers a

useful guide for developing future research on learner controlled training.

Research Model and Hypotheses

The individual differences in learner choice theory can be used to develop a
more specific research model for empirical testing. Figure 2 presents a research model
that offers specific constructs to be tested as part of each category noted in the theory.
The hypothesized effects suggested by this research model are stated explicitly below.

First, hypotheses regarding individual differences are presented. Then, hypotheses
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regarding the effects of the learning choices are discussed. The hypotheses end with a
section on the direct and indirect effects of individual differences on outcomes.

Individual Differences Effects on Learning Choices. Immutable individual

difference characteristics will influence malleable characteristics but they will also
influence learning directly. Two common ability and experiential variables available
in organizations are education and content experience. These constructs serve as
indicators of general mental ability and of practical abilities that may influence
learning. Moreover, content experience is the experiential variable most commonly
identified to influence learning outcomes in learner controlled environments
(Williams, 1996). Because the focus of the dissertation is on malleable rather than
immutable characteristics, these two constructs will be serve as control variables
rather than variables of substantive interest.

In terms of malleable individual differences, both goals and attitudes should be
assessed. Research on goal theory indicates that three different types of goals can be
distinguished: Learning, performance, and completion. First, learning goals are
intentions to gain new knowledge and skill from the training experience. Second,
performance goals are intentions to perform well on exercises and quizzes in order to
appear intelligent. The third goal has been called work avoidant in the educational
literature (e.g., Meece, 1994). While the educational literature implies that such
individuals seek to avoid work, it is reasonable to assume that individuals may seek to
avoid hard work in a particular course because they have other more pressing
responsibilities to which they must attend. As a result, the term completion goal will

be used, and defined as a desire to finish training as quickly as possible.
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Goals should be considered both in terms of their absolute level and in terms of
their relative importance. Trainees may have high learning, high performance, and
high completion goals because they desire to obtain all three goals. The reality,
however, is that one can only pursue a limited number of goals at a similar action level
(Kluger & DeNisi, 1996). Thus, while trainees may desire to achieve all 3, they may
find that only one goal can be actively pursued during training. In other words,
trainees may have to prioritize their desired outcomes such that one goal is dominant.
As a result, it is possible to speak both of a trainee with a high learning goal, and a
trainee that is pursuing a learning goal. The former suggests a trainee who endorses a
learning goal and the latter suggests a trainee who endorses a learning goal over other
possible training goals. To date this issue has not been addressed because the majority
of research utilizing multiple goals has focused on goal orientations (traits) rather than
states. While trait variables might indeed be empirically independent, allowing a
trainee to be high learning and high performance-oriented, the states and behaviors
that these traits induce may be mutually exclusive when considered in a more narrow
span of time. Consequently, an effort should be made to examine not only the level of
each goal, but the structure of goals to determine if one is dominant.

Trainees’ goals influence both the amount and type of effort that will be
exerted during training (Nolen, 1988). Previous research has focused on either
dispositional goal orientations or situationally-induced goal states. In contrast, little
research has focused on the goals trainees hold for a specific learning episode. As the
internal representation of both disposition and situation, specific course-related goals

should influence the learning process in much the same way that dispositions and
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situations have in previous research.

Goals influence behavior by focusing attention (Latham & Locke, 1990).
Trainees with high learning goals will focus on course material more than trainees
with low learning goals will. Learning goal trainees focus on the task in order to learn
the material.

H1: Trainees with high learning goals will have greater attentional
focus than trainees with low learning goals.

Compared to trainees who focus on learning goals, trainees with high
performance goal may focus some of their attention on how well they are doing,
reducing their on-task attention. Similarly, trainees with high completion goals seek |
every opportunity exit the training environment. Thus, these trainees are unlikely to
focus their attention on the training task but to things outside of the training
environment and/or to any opportunity that may arise to exit early. Compared to
learning focused trainees, performance and completion trainees will have lower
attentional focus.

H1la: Trainees pursuing learning goals will have greater attentional
focus than trainees pursuing completion goals.

H1b: Trainees pursuing learning goals will have greater attentional
focus than trainees pursuing performance goals.

In addition to differences in attention, trainees with a high learning goal should
be more likely to use deep processing strategies than trainees with a low learning goal
(Nolen, 1988). Deep processing involves the use of learning strategies such as
metacognition. Deep processing is often contrasted with surface processing which

involves little reflection or thought about the material. For trainees focused on
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learning, reflecting on their knowledge and moving to improve it is necessary for goal
progress. Research supports the link between trait mastery or learning orientation and
learning strategies (e.g., Meece, 1994; Nolen, 1988), and supports the idea that
learning strategies and other active forms of learning are not employed unless trainees’
are motivated to use them to learn (Garcia & Pintrich, 1994; Garner, 1990). Compared
to trainees pursuing learning goals, trainees with performance and completion goals
are likely to use surface engagement strategies that are not oriented toward learning
(Meece, 1994). In other words, these trainees will not focus on their level of
knowledge because it is not directly relevant to their goals.

H2: Trainees with high learning goals will engage in more
metacognition than trainees with low learning goals.

H2a: Trainees pursuing learning goals will engage in more
metacognition than trainees pursuing completion goals.

H2b: Trainees pursuing learning goals will engage in more
metacognition than trainees pursuing performance goals.

Goals should also influence the choices trainees make about training activities.
Trainees with high learning goals should see practice activities as a learning
opportunity, and make use of them. Trainees with high completion goals should take
the opportunity to skip ahead and proceed with the course in order to accomplish their
goal of completing the course as quickly as possible. Trainees with high performance
goals are likely to avoid supplemental exercises because the use of optional material
might be interpreted as the need for remedial instruction, which would imply low
ability. One hallmark of individuals with performance orientation is a desire to avoid

looking unintelligent (Dweck, 1986), so they should avoid any chance to be labeled as
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such. When compared to the others, trainees focused on learning goals should engage
in more activities than performance or completion goal trainees.

H3: Trainees with high learning goals will have higher activity
levels than trainees with low learning goals.

H3a: Trainees pursuing learning goals will have higher activity
levels than trainees pursuing completion goals.

H3b: Trainees pursuing learning goals will have higher activity
levels than trainees pursuing performance goals.

In addition to goals, training research has identified trainee attitudes as having
an impact on training outcomes. Traditional industrial and organizational psychology
research focuses on trainee attitudes as they relate to training content. Research in
instructional technology suggests that learning can be influenced by attitudes toward |
the technology in which training information is conveyed. Web-based training is
completely computer-mediated, so attitudes toward the technology should be assessed
in addition to attitudes toward content.

Technology attitudes have been show to influence how trainees use the
medium during learning activity (e.g., Salomon, 1981). With web-based training,
trainees with confidence in their ability to use computers for learning should be more
comfortable using the technology. They should be more able to focus on the activity
rather than interface and be willing to employ the various features of the technology
necessary to engage in extensive practice.

H4: Trainees with high self-efficacy with the training technology
will have higher activity levels than trainees with low self-efficacy.
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Differences in technology use should also occur because of content
attitudes. Trainees who perceive the training to be useful, and who feel
confident that they can engage in training behaviors successfully, should be
more likely to complete the activities offered by the computer.

HS: Trainees who perceive the training content to be useful for

performing their job will have higher activity levels than trainees

who do not believe the content is useful.

H6: Trainees with high self-efficacy for learning the training

content will have higher activity levels than trainees with low self-

efficacy.

A similar argument can be made for the effects of attitudes on
attentional focus. Trainees who perceive the training to be useful, and who are
confident that they can perform those behaviors, will be more likely to focus
their attention on the task. In short, trainees with positive attitudes toward the
content will be more willing to engage in cognitive as well as behavioral effort
to learn that content.

H7: Trainees who perceive the training content to be useful for

performing their job will have higher attentional focus than

trainees who do not believe the content is useful.

HS8: Trainees with high self-efficacy for learning the training

content will have higher attentional focus than trainees with low

self-efficacy.

Trainees who are confident in their ability to use the technology will
also be able to spend less time worrying about how to use the technology to

learn. A reduction in anxiety and technology focused cognitions will allow for

greater attention to be placed on-task.
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H9: Trainees with high self-efficacy with the technology will have
higher attentional focus than trainees with low self-efficacy.

Learning Choices Effects on Training Outcomes. Trainees in learner
controlled environments must make choices about the effort to exert and the strategies
to use. Particular learning choices should improve training outcomes. One important
outcome to consider is the confidence that trainees have that they can apply learned
knowledge and skill on the job. Research reviewed earlier indicates the importance of
self-efficacy for predicting the generalization of skill. Consequently, the confidence
that trainees have leaving the training environment is an important outcome. This
outcome is expected to be influenced by greater activity levels and greater attentional
focus. Trainees that focus on the task at hand, and actively practice it, are more likely
to gain confidence that they can apply the material back at work.

H10: Trainees with higher activity levels will have higher
application self-efficacy at the conclusion of training.

H11: Trainees with greater attentional focus will have higher
application self-efficacy at the conclusion of training.

The learning benefits of metacognitive activity have long been the
focus of educational research. Research suggests that individuals who reflect
on the state of their knowledge and the learning process will learn more from a
given episode (Pintrich et al., 1991). Yet, how metacognition is related to
application knowledge is unclear, as much of the research on metacognition
occurs in classroom settings where outcome measures are traditional verbal
knowledge measures (e.g., Pintrich & DeGroot, 1990). Given that

metacognition involves thinking about thinking, the focus of metacognitive
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activity is most likely to focus on whether terms and concepts in the course are
understood. Metacognition may not allow for insight into how well a set of
concepts can be applied to new situations; insight regarding skill levels are
more likely to come from experts or observers. Consequently, it is
hypothesized that the relationship between metacognition and changes in
application knowledge will not be as strong as the relationship between
metacognition and changes in verbal knowledge.

H12: Trainees who use more metacognition will gain more verbal
knowledge than trainees who use less metacognition.

H13: Metacognition will be more related to verbal knowledge gain
than to application knowledge.

The extent to which trainees attention is direct at task-related rather than off-
task cognitions has been shown to influence learning (Brown, 1996; Fisher & Ford,
1998; Kanfer & Ackerman, 1989). When attention is focused away from the task,
trainees spend less time actively thinking about the task. Any diversion of attention
away from task-related cognitions should impair the acquisition of verbal and
application knowledge. Conversely, greater on-task attention should facilitate skill
acquisition.

H14: Trainees with higher attentional focus will gain more verbal
knowledge than trainees with lower attentional focus.

H1S5: Trainees with higher attentional focus will gain more
application knowledge than trainees with lower attentional focus.

There are a number of different indicators of cognitive effort or attentional
focus. Two such indicators that have received research attention are perceived (self-

reported) focus and time on task. As suggested by previous research, time on task is
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not expected to be a good indictor of effort, or predictor of learning (Fisher & Ford,
1998). As a measure of attentional focus, time is a deficient measure because it does
not reflect what trainees are thinking about while information is displayed on their
computer screens. Perceived attentional focus, on the other hand, should be an
effective indicator of the quality of trainees’ attention. Trainees are uniquely suited to
judge the amount of mental effort that they exert toward the task.

H16: Perceived attentional focus will be more related to verbal
knowledge gain than time on task.

H17: Perceived attentional focus will be more related to application
knowledge gain than time on task.

Practice activities are created in training to increase the number of times
important skills are practiced and relevant concepts are applied. Active reproduction
of to-be-learned behaviors has always been considered one of the most effective
methods of learning (Goldstein, 1993). As a result, it is hypothesized that the more
activities trainees complete the more they will learn.

H18: Trainees with greater activity level will gain more verbal
knowledge than trainees with less activity level.

H19: Trainees with greater activity level will gain more
application knowledge than trainees with less activity level.

Direct and Indirect Effects of Individual Differences on Training

Outcomes. The theory and research models suggest that many of the effects of
individual differences on training outcomes are mediated by learning choices.
A few effects, however, are hypothesized to be direct. More specifically,
trainees’ self-efficacy about learning at the beginning of training is expected to

directly affect the application self-efficacy trainees hold at the end of training.
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Confidence related to the training task, whether it be learning or performing, is
expected to be fairly constant over time. Similarly, trainees who believe that
the training will be useful back at work should be very confident that they can
use that skill back at work. Thus, pre-training attitudes of utility and self-
efficacy should have a strong influence on the post-training attitude of
application self-efficacy.

H20: Trainees with high self-efficacy for learning the training

content will have higher application self-efficacy at the end of

training than trainees with low self-efficacy.

H21: Trainees who perceive the training content to be useful at the

start of training will have higher application self-efficacy at the end

of training than trainees who do not perceive the training to be

useful

Unlike attitudes, goals are not expected to have a direct effect on the
post-training attitude of self-efficacy. As a proximal antecedent to behavior,
goals should influence cognition and behaviors such as practice during
training. Practice activity and exposure to the task should be more powerful

influences on self-efficacy than pre-training goals.

H22: The effects of goals on application self-efficacy will be
mediated by the choices trainees make while learning.

In terms of indirect effects, the individual differences of technology efficacy,
learning efficacy, perceived content utility, and goals are expected to influence
changes in verbal and application knowledge through the strategy and effort choices
made during training. In other words, the learning choices identified here should
account for nearly all of the variance in outcomes that is associated with individual

differences.
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H23: The effects of individual differences on verbal knowledge
gain will be mediated by the choices trainees make while learning.

H24: The effects of individual differences on application

knowledge gain will be mediated by choices trainees make while
learning.
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METHOD

Sample

The sample for this study is 80 trainees who are technical employees or
contractors of a Fortune 500 manufacturing company. The trainees were on a waiting
list to take the traditional instructor-led version of a course and were offered the
opportunity to take it early by taking a web-basegl version. Eighty-four trainees
volunteered but only 80 attended the training. One trainee did not finish reviewing all
the training materials but still took the final post-test measures. Two trainees
completed the entire course but did not complete all post-test measures. A few
trainees opted not to complete all of the on-line surveys. Data for all eighty trainees
was maintained, but the sample size for statistical analyses varies slightly depending
on the measures involved.

The majority of trainees had college degrees (42, 52%) while just over a third
indicated some graduate school experience in addition to college (30, 37%). The
remaining trainees (8, 10%) all had trade school or college experience beyond high
school. In terms of relevant content experience, trainees were split among strongly
disagree (20, 25%), disagree (23, 29%), and agree (29, 36%) responses to the
statement "I am familiar with the concepts and skills covered in this course." Only 4
trainees (5%) selected strongly agree as their response.

Five of the trainees indicated that they were contractors rather than employees
of the company. Although contractors tended to be less educated than employees,

there were no significant differences between these trainees and trainees who were
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company employees. It is common practice in this company to allow and even
encourage contractors to take training courses along with company employees.

Data regarding differences between employees who chose the web-based over
the instructor-led course are unavailable because demographic information is not
typically collected from trainees at this company. In addition, the company has no
records regarding how many trainees or which kind of trainees prefer web-based
courses because this course was the first on-line technical course sponsored by the
corporate training office. None-the-less, it is likely that the sample is representative of
the company’s technical population who would select WBT for two reasons. First,
trainees were drawn from the waitlist of an on-going technical course. Second, this
particular course is one of the most popular in a set of courses required for technical
employees and recommended for contractors. Nearly all employees and contractors

take this course at one time or another.

Research Design

The design is a non-manipulated field study. Trainees received equal
opportunity for exposure to the course material and equal amounts of testing. To
avoid potential confounds from different instructional environments all trainees took

the course at the company’s central training facility.
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Power Analysis

The primary statistic of interest in this study is the correlation coefficient.
Many of the hypothesized relationships have not been studied in previous research, so
effect size estimates are unavailable for certain relationships. Research has used the
process measures studied here including metacognition and attentional focus. In the
Ford et al. (1998) study, the correlation between metacognition and verbal knowledge
was .32. In Fisher and Ford (1998) the correlation between off-task attention and
verbal knowledge was -.35 and the correlation between off-task attention and
application knowledge was -.33. With the sample size of 80, medium effect sizes such
as these provide power of .78 to reject the null hypothesis of no relationship at an

alpha level of .05 (Cohen, 1988).

Training Technology

The course was designed to work on the company’s standard office computers,
which are IBM-compatibles with 40486 or Pentium processors, 15" monitors, no
sound cards, and no graphics accelerators. These characteristics precluded the use of
sophisticated animation or sound in the course. As a result, only text and basic
graphics were used as course materials. The relatively low technological
sophistication of the office computers did not interfere with the creation of interactive
learning events using server-side programming.

Interactivity was created by having trainees type in answers to questions and
select options from lists on the computer screen. Trainees would click a button on the

screen to submit this information via the web to the company's server. Programming
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on the company’s server generated feedback based on trainees’ responses that was sent
back to trainees and displayed on their computer screen.

Trainees completed the course in one of three computer laboratories at the
corporate training center. These laboratories contained 12 to 20 computers set in rows
of 6 to 8 machines. The computers had Intel Pentium processors, 15’ monitors, and
standard two-button mice. Screen resolution was set at 800 x 600 pixels.

The course was optimized for Netscape 2.01, which is the company's standard
web browser. The course was designed to work without special plug-ins or software
modifications. Although the course can and does run when viewed with other

browsers, Netscape was used by all trainees in this study.

Training Course

The training course teaches a standardized problem-solving process developed
by the company. This process was created and is trained as part of a corporate-wide
manufacturing initiative to improve quality. The course presents information regarding
how to identify, describe, and solve manufacturing problems, including steps for
emergency, interim, and permanent solutions that protect the customer from the effects
of problems.

The course contains nine modules that cover each step in the problem solving
process. These nine steps and the associated training modules are: Prepare for the
Problem-Solving Process, Establish the Team, Describe the Problem, Develop Interim
Containment Action (ICA), Define and Verify Root Cause and Escape Point, Choose

and Verify Permanent Corrective Action (PCA), Implement and Validate Permanent
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Corrective Action, Prevent Recurrence, and Recognize Contributions”.

The course was originally designed for and delivered as instructor-led, face-to-
face instruction. Strategic Interactive (SI), an outsourced technology firm, used the
original course materials to develop an on-line version of the course. The principal
investigator, subject matter experts from the company, and SI employees all
contributed to the design effort.

Although the basic format of the course follows that of the face-to-face course,
information in the course had to be translated from a primarily oral to an entirely
written presentation. To make this translation, the SI instructional designer divided
each module into sections and pages. Each module was divided into sections that
covered similar knowledge or skill. Sections were further divided into pages that
would be displayed on the computer screen at any one time. Menus were created at
both the course level, displaying the 9 module options, and the module level,
displaying 3 to 10 sections depending on the module. Trainees could select items on
these menus to view the pages associated with that topic. To provide an indication of
scope, the modules ranged from 15 to 52 pages in length with an average of 33 pages
in each®.

An iconic user interface was present on the screen at all times so trainees could

make decisions about how to "navigate" through the course or select the next material

3 Minor wording changes have been made in order to maintain the company’s anonymity.

* These numbers were calculated by counting the number of content screens within each module. Test
materials and questionnaires were not included. Similarly, although each quiz item was presented and
scored on separate pages, quizzes were only counted as a single page.
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to be presented on the screen. The navigational options available to trainees included:
£0 to main course menu, go to current module menu, go back a page, and go forward a
page. Other features of the course that could be accessed via icons were: a course map
(depicting the structure of the course materials), a glossary (containing definitions of
key terms), and job aid diagrams (summaries of key tools presented in the course).

In translating the material from face-to-face to WBT, attempts were made to
incorporate learning events or activities to keep the trainee actively involved rather
than passively reading. These activities comprised trainee responses to questions and
feedback regarding their responses. While some of these activities were simplified
modified from the instructor-led class, the SI instructional designer added a number of
additional activities for the web-based version. Following the redesign there were 47
possible responses involved in these activities, at least three in each module. Table 1
summarizes the objectives of each module and indicates the learning activities and
other instructional features present.

Additional learning events include the case study and quiz questions at the end
of each module. In the case study activities, trainees are asked to read material and
make decisions using the knowledge and skill taught earlier in the module. Some of
the activities involved selecting a response from a closed set of alternatives, while
others involved typing in a response. Most case studies were contained in the original
course, although a few were created jointly by the instructional designer and the
principal investigator. Case study activities created during redesign were reviewed by

a SME to ensure the correctness of responses and feedback.
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There were 20 cases in total and most were continuations of 3 core cases used

throughout the course. The cases involved 74 opportunities for response activities.

The majority of these opportunities (17, 85%) were presented at or near the end of the

modules. To complete a module, trainees had to page through some of the cases but

not all of them. Moreover, trainees did not have to select a response to move forward;

they could simply select to continue. As a consequence, the amount of case study

activity (i.e., how many responses were selected) was under trainee control.

TABLE 1.

Course Modules and Learning Events

STEP MODULE

OBJECTIVES

FEATURES

1 Prepare for the
Problem-Solving
Process

e Choose, verify,
implement, and validate
an ERA

e  Determine whether or not
to use the process

e Describe the function of
assessing questions

e Explain the key functions
of the supporting software

Explanation of importance.
Presentation of materials with
example(s).

Practice and compare feedback
on whether to use process.
Practice and compare feedback
on quantifying symptoms.
Optional case activity.

Case study practice and
feedback on whether to use the
process, how to implement and

e  Describe team roles, their
functions, and how they
are implemented

e  Explain the three
elements of team
operating procedures

e Describe characteristics of
team synergy

verify an ERA with feedback.
Quiz with feedback.
2 Establish the Team e Describe the guidelines Explanation of importance.
for determining team Presentation of materials with
membership example(s).

Practice and compare feedback
recognizing team roles and their
effects on teams.

Optional case activity.

Case study practice and
feedback on who to put on
teams.

Quiz with feedback.
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Describe the Problem

Explain the process for
describing a problem

Explanation of importance.
Presentation of materials with

Develop a problem example(s).
statement Practice and compare feedback
Develop a problem on developing problem
description statements.
Practice and feedback on
developing a problem
description.
Two optional case activities.
Case study practice and
feedback on developing a
problem statement and problem
description.
Quiz with feedback.
Develop ICA Define and explain the Explanation of importance.
features of an Interim Presentation of materials with
Containment Action example(s).
(ICA) Optional case activity.
Distinguish between Case study practice and
verification and validation feedback on selecting an ICA.
Explain how to verify Quiz with feedback.
Explain how to validate
Define/Verify Root Use the problem-solving Explanation of importance .
Cause process and worksheet to Presentation of materials with
identify the root cause of example(s).
a problem Practice and feedback on
Identify the escape point defining root cause.
of a problem Practice and verifying root
cause.
Three optional case activities.
Case study practice and
feedback using the problem-
solving process and worksheet.
Quiz with feedback.
Choose/Verify PCA Define Permanent Explanation of importance.

Corrective Action
Choose a PCA using the
seven-step decision-
making process

Use a decision-making
worksheet

Explain how to verify a
PCA

Presentation of materials with
example(s).

Practice and feedback on
choosing a PCA.

Optional case activity.

Case study practice and
feedback on using the decision-
making process and worksheet.
Quiz with feedback.
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7 Implement/Validate Describe the elements of Explanation of importance.
PCA planning a PCA Presentation of materials with

implementation example(s).

Describe the elements of Practice and feedback

problem prevention implementing PCA.
Optional case activity available.
Case study practice on planning
PCA implementation.
Quiz with feedback.

8 Prevent Recurrence Explain how to identify Explanation of importance.
opportunities to improve Presentation of materials with
on factors affecting the example(s).
present problem Case study practice and
Explain how to identify feedback on how to identify
improvement system improvements.
opportunities for similar Quiz with feedback.
problems
Explain how to make
recommendations for
systemic improvements

9 Recognize Describe the theory of Explanation of importance.

Contributions recognition Presentation of materials with
Explain the closure example(s).
process Optional case activity.
Case study practice on how to
get closure.
Quiz with feedback.

Quizzes are also used at the end of each module to stimulate learning.

Multiple choice questions with 2 to 5 response alternatives were written based on

module objectives. Two different quiz formats were created, and trainees were

randomly assigned to receive different quizzes. The first type of quiz included only

outcome feedback regarding correct or incorrect answers. The second type of quiz

provided somewhat more detailed feedback about why particular responses were

correct or incorrect. The difference between the quiz types was in the feedback

provided not in the questions asked. As quiz type was not the focus of this

investigation, it is dummy coded and controlled in all analyses.
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The quiz items were written by the principal investigator, and reviewed by the
Sl instructional designer and a subject matter expert from the company. There were
37 quiz questions divided into sets of 2 to 8. Trainees answered a set of items at the
end of each module. To complete a module trainees had to select answers to quiz
questions. Because responses to quizzes were required to proceed through the course,
they are not optional activities over which trainees had control.

It is important to summarize from this discussion the exact nature of control
provided to trainees in this course. First, trainees had control over pacing. They
controlled how long to view each screen, and how long to spend on each module.
Second, trainees had control over whether to complete and/or repeat within-module
and case exercises. Finally, trainees had control over sequencing. Trainees were able
to select any module from the main menu, and select any subsection from each module
menu. However, given that this course teaches a step-by-step process, it was not
expected that trainees would skip over material or proceed in any other non-linear
fashion. Rather, trainees were expected to proceed through the course in order and use
the menu to jump back occasionally for review. This is in fact what transpired. All
trainees proceeded through the course in order, conforming to the structure of the
problem-solving process. So although trainees were offered control over sequence,
this type of control is not of interest here because of the lack of variance across

trainees.
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Procedure

Trainees on the instructor-led course waitlist were contacted via phone by
registrars of the company’s central training facility. They were offered the opportunity
to volunteer for the web-based version of the course. Trainees that volunteered were
scheduled for one of several two-day time periods. Although the course could be
taken at trainees’ desktops via the corporate Intranet, the company opted to pilot the
training at a centralized training site. Having a centralized pilot allowed the company
to evaluate the characteristics of the course while holding the learning environment
constant. From a research perspective, a centralized pilot provides for control of the
learning environment and stimulus materials often unavailable in field research.

To facilitate the goal of holding the environment constant, nearly identical
computer laboratories were used for all sessions, the facilitators followed a scripted
protocol, and no content instruction other than that presented on the computer was
provided.

When they arrived on their scheduled day, trainees were greeted by one or
more facilitators, employees of the company and/or the vendor, and led to a personal
computer in the laboratory. Trainees worked on the course individually, but took the
course in groups that varied in size from 8 to 15. Following a script, the facilitators
introduced themselves and explained that they were present only to help with
navigation questions and feedback about the course. It was explained that the
computer was to serve as the instructor. While trainees were encouraged to comment
on any questions or concerns they have about the interface or the course, content

questions were answered only by reiterating material already displayed on the
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computer screen. No additional materials or explanations were provided.

After this introduction, trainees started the course. Trainees began by
reviewing a screen that contains informed consent for this research. The consent
screen is displayed in Appendix A. Trainees then completed a pre-test questionnaire
that included demographic and individual differences measures as well as the
knowledge and application pre-tests. During the training a number of other questions
were asked about the trainees’ attention to and activity during the course. A summary
of the measures and when they were collected is in Table 2.

Trainees proceeded by using the mouse to select icons that controlled which
material to place on the screen. All trainees received the same basic instructional
material, although trainees did have the options of how long to spend on each screen,
in each section and module, and on the course as a whole. Trainees also had control
over whether to complete the exercises and activities offered. Trainees were neither
encouraged nor discouraged from completing these activities. The post-tests and other

outcome measures were presented after trainees had completed all training material.

Measures

Computer-administered surveys were used to collect the self-report data. The
company’s web server kept records of trainee responses as well as trainee time on task
and activity. The data was downloaded and provided to the principal investigator
following the conclusion of the study. The only data collected via pencil-and-paper
was the application tests, which were 3-question open-ended instruments administered

at the beginning and end of training. The instruments are contained in Appendix B.
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TABLE 2. Measures

Beginning of Training During End of
Training Training
Individual e Education (1)
Differences e Content experience (1)
e Training goal (12)
e  Training priority
ratings (15)
e Technology Efficacy
4)
Learning Efficacy (4)
Content Utility (4)
Learning e  Metacognition (8)
Process e Attentional Focus
©
Cognitive e Verbal Knowledge Verbal Knowledge
Outcomes pre-test (25) post-test (25)
Skill-Based e Application Application Knowledge
Outcomes Knowledge pre-test (3) post-test (3)
Affective Application Efficacy (4)
Outcomes

Note. Numbers in parentheses reflect the number of items in each scale. Questions
used in each scale are in Appendix B. Time on task and activity level variables are
calculated from data saved on the server as trainees complete the course.

Demographics. Education and content experience were collected on the pre-

test questionnaire. Each was collected using a single multiple-choice question.

Quiz Type. The type of quiz feedback provided was coded 0 or 1. As with

demographics, this variable is used as a control.

Goals. Goals are the outcomes that trainees want to receive from training.

Three types of goals were assessed with the pre-test questionnaire: (1) Learning, (2)

Performance, and (3) Completion. Each goal was assessed with a four-item measure
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created from statements to which trainees note their agreement.

Items for the learning and performance scales were derived in part from 8-item
scales that measure trait goal orientations (e.g., Button, Mathieu, & Zajac, 1995).
However, the items were reworded to focus on state intentions for the course, rather
than general intentions and task preferences. This rewording brings the item wording
closer to the scales used by Meece et al. (1988). Examples of learning goal statements
are "I plan on learning as much as I can from this course" and "Its important to me that
I learn about this problem-solving process." Examples of performance goal statements
are "I plan on doing better than other trainees throughout this course” and "I want to
impress others with my knowledge of this subject." Examples of completion goal
statements are "My primary goal for this course is to just to complete it" and "I want
this course to be as easy as possible." Responses were provided along a 4-point scale

99 ¢

with “strongly agree,” “agree,” “disagree,” and *“‘strongly disagree” anchors.

The completion scale contained one item with a negative corrected item-total
correlation. Removing this item improved the coefficient alpha from .13 to .52.
Similarly, one item in the performance goal scale had a low corrected-item total. This
item was removed to improve the reliability of the scale from .69 to .71. The
reliability of the learning goal scale was .65. These coefficient alphas are lower than
those obtained in other research studies.

A factor analysis was used to examine the underlying structure of the goal
constructs. While the small sample size prohibits drawing strong conclusions from

such an analysis, the question of factor structure is an important one. There has been

some debate in the literature regarding the factor structure of goal orientation scales
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(see Button et al., 1996). In addition, the introduction of completion goals raises
another issue. Past research has assessed completion goals without addressing
whether having a completion goal is identical to having a weak or low learning goal.
To examine this issue the revised scale items were entered into a principal components
analysis. Three components with eigenvalues over 1 were extracted and the resulting
component matrix was submitted to a Varimax rotation. The resulting matrix,
presented in Table 3, indicates that there is indeed substantial overlap between the
learning and completion items. The analysis indicates that items were split into two
components containing items from both scales. In addition, most of the items
displayed substantial cross-loadings between these two components. An examination
of factors estimated using only common variance, a principal axis analysis, revealed a
similar structure. An analysis that explicitly recognizes that the underlying
completion and learning goal constructs may be related was attempted but could not
be completed. An oblique rotation did not converge, a likely result of the small
sample size.

These findings stimulated an attempt to find some combined measure of
learning/completion. That is, different item combinations were explored in an attempt
to create a combined scale capturing both goals. However, none of the alternative
combinations, including those suggested by the factor analysis, resulted in an
improvement in the internal consistency reliability obtained from the a priori scales.
Consequently, completion and learning goals were maintained as independent scales

despite their modest negative correlation (r = -.30).
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TABLE 3. Rotated Component Matrix of Goal Measures

Item Component
1 2 3
Perfl .86 -.18 -.04
Perf3 .85 -.05 -.04
Perf2 .55 34 17
Comp3 21 76 .07
Learn2 27 -73 23
Learnl 34 -57 33
Learn3 .19 -.04 .82
Learn4 -.03 -.00 73
Compl .04 43 -.52
Comp2 .19 37 -43

Note. N = 80. Solution obtained via Principal Component analysis and Varimax
rotation. Perf = Performance goal item, Comp = Completion goal item, Learn =
Learning goal item.

As a means to address the structure of trainee goals, paired comparisons were
collected. Trainees completed 15 comparisons in which they selected the most
important outcome of the course for them from two options (i.e., which of the
following is more important to you with regard to this course?). The comparisons are
randomly ordered pairs of 6 terms with 2 terms representing each goal. Learning was
represented by the terms, "learn a lot” and "gain new skill." Performance was
represented by the terms, "look knowledgeable" and "avoid mistakes." Completion
was represented by the terms, "avoid thinking too hard" and "finish quickly." Order of
presentation (i.e., learning vs. performance compared to performance vs. learning) was
fixed to one order for all pairs and all trainees, cutting the number of necessary ratings
in half. This type of procedure fixes possible order effects to be constant across all

trainees.
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Pairwise ratings yield ipsative judgments regarding which goals are most
important to the rater relative to other goals. As behaviors that further the pursuit of
these goals may conflict (i.e., it would be difficult to both learn the material and leave
early), a forced choice rating scale offers an estimate of goal priorities held by
trainees. Ipsative measures are inherently within-subject measures, so descriptive
statistics derived on these scales are not useful for research purposes. However,
ipsative ratings can be used to make between-subjects comparisons when they are
~ used to categorize individuals. This is accomplished by counting the total number of
times a trainee endorses a particular goal, as indicated by his or her selection of one of
each pair of terms. In counting endorsements the 3 within-pair ratings contained in the
survey were not counted. Thus, trainees could have at most 8 endorsements for any
one goal, and the sum all endorsements could not exceed 12.

Results indicate little variability in ratings. All but 2 trainees selected learning
as their first priority (i.e., trainees endorsed more learning goal statements than other
goal statements). Thus only the second priority goal (i.e., the goal with the second
greatest number of endorsements) could be used to distinguish among trainees.
Trainees were categorized as to whether performance or completion was their second
priority. This variable is called "completion priority" and was coded 1 for those with
completion as their second priority and O for those with performance as their second
priority.

Content Utility. This is the perceived usefulness of training content for
improving job performance. Four-point Likert scales with “strongly agree” and

“strongly disagree” anchors are used to measure this construct. A 4-item scale was
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developed specifically for this study and found to have internal consistency reliability,
based on coefficient alpha, of .76. Examples of statements used in this scale are "The
content of this course will be useful for me back on the job" and "I do not learn this
material, I may have difficulty performing my job well."

Learning Self-Efficacy. This construct captures the confidence that trainees
feel with regard to their ability to learn the problem-solving process presented in the
course. This is a four-item scale answered using the four-point response anchors
noted earlier. Brown (1996) used a similar scale. Sample items are "I am confident
that I can gain the skills necessary to perform a G8D" and "I can learn the material in
this course."” This construct was assessed at the beginning of training and found to
have a coefficient alpha of .71. Removal of one-item with a low corrected item-total
correlation improved the internal consistency reliability to .76. The more reliable
scale was selected for all analyses.

Technology Self-Efficacy. This construct captures the confidence that trainees
have with regard to using the web browser to learn new knowledge and skill. Four-
point Likert were used for this construct as well. A 4-item scale was developed using
similar wording as the learning self-efficacy scale. Samples items are "I am confident
that I can learn using this training delivery technology" and "I am comfortable taking
courses and receiving training via computer.” This construct was also assessed at the
beginning of training. The internal consistency reliability of this scale was improved
by removing an item with a near zero corrected item-total correlation. The alpha

coefficient for the revised scale is .63.
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Metacognition. Metacognition is awareness and control over one’s cognition.

In this study metacognition is considered to include self-awareness of knowledge level
(i.e., do you understand the material?) and strategy use to improve that knowledge
(i.e., do you use particular learning strategies to learn the content?). Metacognition
was assessed with an 8-item self-report Likert measure adopted from Pintrich et al.
(1991). A similar measure, although slightly longer at 12 items, was used by Ford et
al. (1998). The measure was collected twice in the middle of training. Sample items
are "I asked myself questions to see if I understood material” and "I tried to monitor
whether I understood the material I was reading."

The alpha coefficient of the scale was .55 and .61 at administrations one and
two, respectively. This is substantially lower than the reliability obtained by Ford et
al. (1998). Differences in reliability across the studies may be attributable to different
number of scale points (i.e., four versus five), different time of administration (i.e.,
during versus after training), and/or differences in research populations (i.e., adult
versus student learners). No subset of items was found to offer higher internal
consistency reliability; thus, the scale was retained in its original form for hypothesis
testing.

The estimate of test-retest reliability, obtained from the correlation between the
two scales, is .58. This finding suggests moderate consistency across time.
Unfortunately, eighteen trainees (23%) did not complete the second administration of
the metacognition scale. Consequently, the metacognition construct is set to the value

obtained in the first administration.
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Attentional Focus. This is the amount of attention devoted to the course
materials as opposed to unrelated topics or material; this is the cognitive facet of
effort. This construct has two operationalizations. The first measure is perceived
focus, a self-report Likert scale asking the extent to which trainees thought about the
task-related and task-unrelated subjects. The scale is adopted from Fisher (1995) and
Brown (1996). It includes statements such as "I let my mind wander while I was
learning the material" and "I concentrated on the training materials.” Most of the
items in these two scales were derived from Kanfer and Ackerman’s (1989) measure
of off-task attention. The six-item measure used in this study is most similar to the
measure employed by Brown (1996). Items about attention to off-task topics were
reflected so that high scores reflect greater task-related attentional focus. As with
metacognition, this construct was assessed twice during training.

One item in the scale was found to have a low corrected item-total correlation
and its removal, for both administrations, improved the reliability. The revised scale
displayed alphas of .78 at both administrations. Test-retest reliability was .67,
suggesting moderate consistency in attention over time. Unfortunately, as with the
metacognition construct, sixteen trainees (20%) did not complete the second survey.
Consequently, the first measure is used as the indicator of attention.

The second operationalization of attentional focus is time on task, or the time it
takes trainees to complete the course. This is calculated using time stamps from data
stored in a database. Time stamps recorded the time trainees started and ended each
module. Total time was calculated for each day by taking the difference between the

first time stamp (i.e., the first module started) and the last time stamp (i.e., the last
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module started or ended). The sum of time from both days was used as the time on
task measure of attentional focus. As the measure was generated from computer files,
reliability is assumed to be high but no estimate is available. This measure introduces
some error because trainees did not all take the exact same amount of time for lunch or
breaks during the day.

The theory advanced in this manuscript suggests that these two
operationalizations are different manifestations of the same underlying construct. The
zero-order correlation between attentional focus and time on task, however, is -.04.
This suggests that these measures are empirically and perhaps conceptually
independent. As a result of the obtained correlation, both measures of attention focus
are maintained as separate indicators throughout the analyses.

Activity Level. This is the amount of practice trainees perform during training;
it is the behavioral facet of effort. Practice included answering questions, filling in
forms, marking check-lists, and entering text at certain points during training. There
were 121 such activities in the program, 47 (39%) of them presented throughout the
modules and 74 (61%) presented as cases at or near the end of the modules. Quiz and
test questions were not counted in this number because those activities were required
to progress through the course. The completion rate for quiz and test question was
100%, equivalent across all trainees.

The primary operationalization of activity level is the percent of all possible
activities completed. This measure captures the extent to which trainees used all
practice activities offered through the computer. This operationalization adheres

closely to the construct definition of level of behavioral practice. In this course
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activities were designed to provide the necessary practice to achieve the course
objectives, and objectives were used to develop the evaluation instruments. Thus,
completing all exercises is the best way a trainee can practice the targeted knowledge
and skill. This operationalization does not, however, capture whether or not trainees
repeated or reviewed activities in an effort for further practice. In addition, this
measure does not provide an indication of the quality of effort exerted during each
activity.

To address the quality of practice concept, the total number of words typed for
open-ended questions can be measured. Forty-four of the 121 activities (36%) were
open-ended questions for which trainees were asked to type a response. The total
number of words entered by trainees was summed. This measure reflects the
thoroughness with which trainees attempted to answer these questions. However, this
measure may be contaminated by individual differences in communication skills such
as the ability to write or type effectively.

Another operationalization of activity is the number of repeated activities.
This measure addresses the issue of repetition in practice. This measure is a sum of
the number of times exercises were completed more than once. This measure provides
additional information because, rather than capturing the amount of coverage, it
captures the extent to which trainees sought additional practice by repeated activities.

An alternative measure of activity level would capture whether trainees viewed
optional materials or screens. In other words, the amount of optional material viewed
could serve as an indicator of effort. Unfortunately, the database created by the

program did not record whether trainees viewed optional material; it only recorded
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whether trainees used optional activities and exercises. Consequently, the activity
operationalization focuses on active practice rather than both review and practice.

Application Self-Efficacy. This construct captures the confidence trainees
have for using the problem-solving process back on the job. This is a four-item scale
very similar to the scale used to measure learning and medium self-efficacy. Sample
statements used to assess this construct include "I am confident that I have gained the
skills necessary to perform a problem-solving project” and "Even though it may be
difficult, I know that I can use the problem-solving process.” As with the other self-
efficacy scales, the alpha coefficient of the scale was improved by removing one item.
The internal consistency reliability of the revised 3-item scale was found to be .73.

Verbal knowledge. Verbal knowledge is assessed as the number of items
correct on pre and post tests. Pre-test and post-tests are identical 25-item measures that
ask trainees to select the correct answer from a list of distracters. Twenty-four of the
items contain 4 distracters, one item contains 5. Eighteen of these items were taken
from the original company pre/post test.

On the post-test, all items indicated positive corrected item-total correlations.
The internal consistency of the post-test test as indicated by alpha is .84. The pre-test
had a lower alpha, .54, because a number of items had low and even negative
corrected item-total correlations.

An analysis of item difficulties suggests that the tests were moderately difficult
and therefore capable of discriminating among trainees with different knowledge
levels. Item difficulties for the pre-test varied from .10 to .81 with a mean of .53 (SD

= .20). Item difficulties on the post-test varied from .28 to .91 with a mean of .72 (SD
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=.18). These results indicate that the post-test was easier than the pre-test; yet, the
post-test contained items that were difficult enough to provide variability.

Application Knowledge. Application knowledge is reflected in a trainee’s
ability to apply concepts discussed in the course to new problems. Three multiple-part
essay questions are used to tap this construct for different activities covered in the
course. These questions were written by the principal investigator. Based on
feedback from the company's SME, an answer key was developed that employed a 3-
point rating scale. Trainees were given a 0 for incorrect answers; a 1 for answers that
reflect the course materials in a technically accurate manner but do not provide
evidence of application; and a 2 for answers that are both technically accurate and
reflect application of course materials. This scoring key explicitly acknowledges that
application knowledge requires verbal knowledge and conceptual understanding.
Scoring focused on technical accuracy and evidence of application while ignoring
presentational issues such as spelling, grammar, and punctuation. The answer keys
and sample coding sheets are contained in Appendix C.

Two advanced graduate students were employed as raters. Raters were
provided training on how to grade the responses using these keys. The training
involved an initial discussion of the training content and practice grading S sample
answers created by the principal investigator. Differences in perspective on the
sample cases were resolved through discussion. Following training the raters coded
all answers independently.

Multiple responses within question were averaged to yield a within-rater

question score for each question and trainee ranging from O to 2. The resulting scores
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were correlated to generate the equivalent of a multi-method, multi-trait matrix. In
this case the methods are the two raters and the traits are responses to the three
application questions. From such a matrix the reliability of raters can be estimated by
examining the correlation of scores provided by different raters for the same question.
In addition, the correlation of scores from the same rater but for different questions
provides an estimate of internal consistency. This analysis was conducted for both pre

and post tests and is displayed in Tables 4 and 5.

TABLE 4. Correlations among Raters and Questions on Application Pre-Test

RATER 1 RATER 2
Ql Q2 Q3 Ql Q2 Q3
Ql | 1.00
RATER1 [ Q2 | .03 1.00
Q3 | .20 03 1.00
Ql | .15 10 13 1.00
RATER2 [ Q2 | -.06 63 16 06 | 1.00
Q3| .09 .06 85 .04 13 1.00

Note. N =80. Correlations in bold are significant at p <.05. Correlations in the
lower square diagonal represent the reliability estimates of interest.

TABLE 3. Correlations among Raters and Questions on Application Post-Test

RATER | RATER 2
Ql Q2 Q3 Ql Q2 Q3
Ql | 1.00
RATER1 [ Q2 | .25 1.00
Q3 | .48 38 | 1.00
Ql | .80 29 43 1.00
RATER2 [ Q2 | 18 .80 35 23 | 1.00
Q| .37 38 85 33 | 33 | 1.00

Note. N=80. Correlations in bold are significant at p <.05. Correlations in the
lower square diagonal are the reliability estimates of interest.
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Tables 4 and 5 indicate that the correlations between raters are high, indicating
reliability of raters, but internal consistency is low. On the pre-test the average cross-
rater, same-question correlation is .74, while the average within-rater, cross-question
correlation is .08. The post-test scores offer the same basic pattern; however, the off-
diagonal correlations are generally higher. For the post-test the average cross-rater,
same-question correlation is .82, while the average within-rater, cross-question
correlation is .33. Despite the overall increase in correlations among the ratings for
the post-test, the data indicate that raters provided consistent data. Consequently
ratings were averaged to generate a single score for each question.

The low item-to-item correlations, both within and across raters, suggest that
successful application of one skill from the course is not highly correlated with
successful application on the others. Alphas, calculated using average ratings, are .63
for the post-test and .20 for the pre-test. None-the-less, the question scores were
averaged to create composite measures of application knowledge. This criterion is

acknowledged to be complex and multi-dimensional, but it can be reliably coded.

Data Analysis

Hierarchical regression will be used to test the hypotheses in this study.
Although regression results are influenced by random error in the measures, a
structural equation modeling (SEM) analysis that adjusts for unreliability was not
attempted because of the small sample size. Maximum-likelihood analyses used to
generate solutions in SEM typically require large sample sizes in order to obtain stable

parameter estimates. Regression analysis opts for more stable estimates while
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sacrificing the ability to adjust for the effects of random error.

The verbal and application knowledge constructs are studied for their change
from beginning to end of training, so all analyses with these constructs will examine
effects of independent variables on post-test values while controlling for pre-test
values. This method for the analysis of change is superior to the analysis of change
scores because it avoids the use of notoriously unreliable difference scores (Johns,

1981).
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RESULTS

Table 6 presents the descriptive statistics and correlations for the variables
created in this study. Correlations that are significant at p < .05 are presented in bold.
Appropriate reliability estimates are presented in parentheses on the diagonal. The
correlation matrix provides important information about the relationships among the
individual differences, learning processes, and outcome variables.

With regard to individual differences, the correlations suggest that the control
variables do not have strong relationships with learning choices or with outcomes.
Neither education nor content experience is significantly related to learning process
variables, nor are these variables significantly related to post-test scores. However, as
would be expected, content experience is positively correlated with verbal knowledge
pre-test score (r = .23) and application knowledge pre-test score (r = .16).

The goal and attitude measures are moderately correlated. The learning goal
measure is negatively correlated with both completion goal measures (continuous and
dichotomous), but positively correlated with the performance goal measure. The
correlation between learning and completion goal suggests that those who hold strong
learning goals are less likely to want to complete the course quickly. Learning goal
and content utility are positively correlated (r = .41), suggesting that those who think
the content will be useful are more likely to want to learn the material than those who
think the content will not be useful. Learning self-efficacy is positively related to

content utility (r = .41) and to technology self-efficacy (r = .39).
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One interesting and unexpected individual differences finding is the pattern of
correlations for learning goals and content utility. Both of these measures have
negative correlations with activity (repeats and percent) and knowledge post-tests.

With regard to learning choices, the strongest correlations observed are for
time on task and for percent and word activity levels. Time on task is significant and
positively related to activity as measured by number of words (r = .29) and percent of
activities completed (r = .27). All three of these process measures are significantly
and positively correlated with knowledge test scores. The repeats measure of activity
level is not highly correlated with any measured variable.

The low correlation of time on task and self-report attentional focus (r = -.04)
does not support the assertion that they are indicators of a single underlying construct.
Further evidence against the assertion is the pattern of correlations with technology
self-efficacy and knowledge test scores. Time on task is negatively related to time on
task (r = -.15), but it is positively related to perceived attentional focus (r = .19).
Similarly, time on task is significantly related to test scores (r = .15 to .37) while
perceived focus is not (r = -.10 to .01). Because the two measures of attentional focus
appear to be empirically independent, both will be used in latter analyses.

With regard to outcome measures, the knowledge test measures appear to be
related but independent of application self-efficacy. The correlation between verbal
and application post-test scores is .57, and correlation between these scores and
application self-efficacy are -.10 and .00, respecti.vely. The strength of the former
correlation suggests that a single underlying knowledge construct may be sufficient to

explain the data. Because hypotheses were worded for each knowledge outcome,

94



independent analyses will be presented along with a composite measure.

An examination of descriptive statistics is also useful for determining the
distributional properties of the variables. In this regard, three variables in this study
have large enough standard deviations to warrant concern. The time on task and word
and repeats activity measures display considerable variability across trainees, raising
concerns about whether the variables are normally distributed. Many time and count
variables like these have variances that exceed their means, an event called
overdispersion (Long, 1997). One method for reducing variance and bringing
overdispersed variables closer to a normal distribution is to use a square-root
transformation. Transforming data can be a useful technique for ensuring that data |
meet analytic assumptions, but it can create difficulty for the interpretation of findings.
Specifically, the interpretation of b and beta weights can be confusing because the
variable metrics are no longer tied to the metric that was used to collect the data.

Square root transformations were conducted on these measures and the new
measures were examined for their descriptive properties. The transformed variables
had reduced variances and distributions that more closely resembled the normal. In
addition, correlations with the transformed variables were slightly larger than those
obtained with the untransformed variables. However, the pattern of correlations
remained the same, and none of the conclusions drawn from the regression analyses
changed. Because the results from transformed variable can be difficult to interpret,
only the results from the untransformed data are presented here.

Hypothesis testing is conducted following the major sections of the

hypotheses, starting with the influence of individual differences on learning choices,
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followed by the influence of choices on outcomes, and concluding with an
examination of the mediational hypotheses. Within section, however, the results are
organized by dependent variable because of the nature of the analyses. This
organization can pose some difficulty for the reader because not all hypotheses are
presented in numeric order. To make the interpretation of the results more

manageable, a table summarizing the results is presented at the end of this section.

Controls

Control variables used in this study are education, content experience, and quiz
type. The first two variables are used to control for the ability and experiential
components of the individual differences in learning choice model. Although the
model indicates that immutable trainee characteristics will have their major influence
directly on knowledge gain, these control variables are used in every analysis in order
to provide a more conservative test of the hypotheses. The third variable, quiz type, is
used to control for possible learning process and learning outcome differences that
arise as a result of different types of quizzes. None of the results for these variables
are significant, none-the-less they are maintained in all analyses to ensure that

statistical tests conform to the theory.

Individual Differences Effects on the Learning Process

H1, H7, H8, and H9 suggest that trainees with higher learning goals,
technology self-efficacy, learning self-efficacy, and perceptions of content utility will

evidence greater attentional focus than trainees who are low on these characteristics.
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These hypotheses are tested for both operationalizations of attention: Perceived
attentional focus (self-report) and time on task (computer-generated). Tables 7 and 8
present the regression of perceived focus and time on task, respectively, on the control

variables and individual differences.

TABLE 7. Regression Results of Attentional Focus (Perceived Focus Measure).

Step: Variable(s) B R’ df AR? | Adf
1: Education -.16 .03 2,67 - -
Content Experience -.06
2: Quiz Type .03 .03 3,66 .00 1, 66
3: Learning Goal 48 .36 9, 60 33 6, 60
Completion Goal -.15
Performance Goal -26
Learning Self-Efficacy .10
Technology Self-Efficacy 25
Content Utility -.21

Notes. Dependent variable is attentional focus. Bold indicates significance at p < .05.
Content utility is marginal at p < .10.

The results depicted in Table 7 support H1 regarding the influence of learning
goals and H9 regarding technology self-efficacy, but they do not support H8 regarding
learning self-efﬁcaéy. The coefficient for perceived utility is marginally significant (p
<< .10) suggesting that utility may be associated with lower attentional focus. The

direction of this finding is counter to H7. Trainees who perceive the training to be
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more useful back on the job are less likely to focus their attention on task-related
topics. Another unexpected finding in this analysis was the negative influence of
performance orientation. Trainees with higher performance orientations were less
likely to focus their attention on task.

The self-efficacy findings were examined in more detail to determine whether
collinearity between the two different measures of self-efficacy affected the results.
The two predictors are correlated (r = .40) so this is a reasonable concern. To examine
this possibility the analysis was conducted separately for each self-efficacy construct.
The conclusions drawn from this supplemental analysis do not differ. Technology
self-efficacy is clearly a better predictor of perceived attentional focus than learning

self-efficacy.

TABLE 8. Regression Results for Attentional Focus (Time on Task Measure)

Step: Variable(s) B R? df AR? df
1: Education -.07 .01 2,71 - --
Content Experience -.09
2: Quiz Type -.02 .01 3,70 .00 1,70
3: Learning Goal .02 A3 9, 64 A1 6, 64
Completion Goal -29
Performance Goal -.01
Learning Self-Efficacy 12
Technology Self-Efficacy -.19
Content Utility -.12

Notes. Dependent variable is time on task. Bold indicates significance at p < .05.
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Time on task measure of attentional focus was also regressed onto the control
variables and the individual differences. The results are very different. As indicated
by Table 8, none of the hypotheses were supported. Instead, completion goal was a
significant predictor of time on task. As would be expected given the construct
definition of completion goal, trainees with high completion goals spent less time on
task. The results of this analysis provide further support for the idea that time on task
and perceived attentional focus are not indicators of a single underlying construct.

H2 suggests trainees with learning goals will engage in more metacognitive
activity. Table 9 contains the regression analysis. The significant beta on learning
goal indicates that H2 is supported. No other individual differences were signiﬁcant‘

predictors of metacognition.

TABLE 9. Regression Results for Metacognition.

Step: Variable(s) B R? df AR? df
1: Education -.04 .03 2,67 - -
Content Experience -17
2: Quiz Type -24 .08 3,66 .05 1, 66
3: Learning Goal 29 17 9, 60 .09 6, 60
Completion Goal .18
Performance Goal -.00
Learning Self-Efficacy -.04
Technology Self-Efficacy A2
Content Utility -01

Note. Dependent variable is metacognition. Bold indicates significance at p<.05.

99




H3, H4, HS, and H6 suggest that trainees with higher learning goals,
technology self-efficacy, perceived utility, and learning self-efficacy, respectively,
will have higher activity levels. To test these hypotheses regression analyses were
conducted on the primary measure of activity, percent, and then on the remaining 2

measures: Words and repeats.

TABLE 10. Regression Results for Activity Level (Percent Measure).

Step: Variable(s) B R’ df | AR? df
1: Education -17 .03 2,71 -- --
Content Experience -.23
2: Quiz Type -.05 .08 3,70 .05 1,70
3: Learning Goal .04 17 | 9,64 | .09 | 6,64
Completion Goal 21
Performance Goal .04
Learning Self-Efficacy .26
Technology Self-Efficacy -01
Content Utility -32

Note. Dependent variable is activity level (percent). Coefficients in bold are
significant at p < .05. R-square on step 1 and 3 are marginal (p <.10). Coefficient for
learning self-efficacy is marginal (p <.10).

The results for the regression of the percent operationalization on the
individual difference measures are presented in Table 10. The results suggest marginal
support for H6 that learning self-efficacy predicts activity, but no support for H3, H4,

and HS5 regarding the other individual differences. The results suggest that utility is a
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significant predictor of activity but in a direction opposite than that hypothesized.
Trainees who perceive the content to be useful were less likely to complete activities.
Table 11 presents the regression of activity as operationalized by the number
of words typed. The results of this analysis indicate that H6 was supported, because
learning self-efficacy was positively related to activity, but H3, H4, and H5 were not
supported. In fact, most of the betas predicting this activity operationalization were

near zero.

TABLE 11. Regression Results for Activity Level (Words Measure).

Step: Variable(s) B R? df AR? df
1: Education -.16 .03 2,71 -- --
Content Experience .02
2: Quiz Type 15 .05 3,70 .02 1,70
3: Learning Goal .01 .16 9, 64 A2 6, 64
Completion Goal .05
Performance Goal -.05
Learning Self-Efficacy 30
Technology Self-Efficacy .05
Content Utility .07

Note. Dependent variable is activity level (words). Coefficients in bold are significant
atp <.05.

The results for the number of repeated activities operationalization of activity,

presented in Table 12, are similar. None of the hypotheses are supported, although the
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direction of the learning self-efficacy relationship matches those for the other
analyses. An unexpected finding was that the relationship between learning goal and
activity is in a direction opposite than that hypothesized. Trainees with higher

learning goals repeated fewer of the activities presented.

TABLE 12. Regression Results for Activity Level (Repeats Measure).

Step: Variable(s) B R’ df | AR? df
1: Education -20 .05 2,70 - -
Content Experience -.10
2: Quiz Type -.15 .06 3,69 .02 1, 69
3: Learning Goal -.30 .19 9,63 13 6, 63
Completion Goal -.07
Performance Goal .16
Learning Self-Efficacy 22
Technology Self-Efficacy .00
Content Utility .08

Note. Dependent variable is activity (repeats). Coefficients in bold are significant at p
<.05.

Hla, H2a, H3a suggest that attentional focus, metacognition, and activity level
will all be higher for trainees with learning goals than for those with performance
goals. Similarly, H1b, H2b, and H3c suggest that these measures will be higher for
trainees with learning goals than for those with completion goals. Unfortunately,

nearly all trainees indicated learning as their top priority, so it is impossible to test
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these hypotheses. The dichotomous goal measure created from the goal priority
ratings only contrasts performance and completion.

An alternative method for testing these hypotheses is to use the continuous
goal measures to categorize trainees into goal categories. There are two ways trainees
could be categorized. In the first method, trainees could be placed in a 2 x 2 matrix
created by median splits of the two goals required in an analysis. In other words, to
examine the learning-completion comparison, median splits could be used to divide
each trainee into one of four cells: High Learning/Low Completion, High
Learning/High Completion, Low Learning/Low Completion, or Low Learning/High
Completion. One difficulty with interpretation of this analysis is that any planned
contrasts do not control for main effects that occur for each type of goal. Controlling
for these main effects in the two analyses, no significant interaction effects emerge.
This finding suggests that differences between individuals with different goals occur
as the result of one or both of the goals that divide them rather than as a result of a
combination of the two. Consequently, according to the first method of testing, no
support is found for the between-goal hypotheses.

The second method of testing these hypotheses is to categorize trainees based
on which goal was more heavily endorsed. Because each goal was rated on the same
4-point scale, a simple comparison of which goal score is higher provides the
necessary data. Because so few trainees rated performance or completion goals
highly, trainees were classified as endorsing a performance or completion goal if their
scores were equal to or above the score for learning goal. Such counts indicate that 5

out of 80 trainees endorsed completion goals as much or more than learning goals and
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16 of 80 trainees endorsed performance goals as much or more than learning goals. T-
tests indicate that the only learning choice that demonstrated significant between
group differences was time on task by learning-completion goals. Trainees with
completion goals averaged 389 minutes in training and trainees with learning goals
averaged 506 minutes in training. The average difference of 117 minutes, nearly 2
hours, was significant (t = 2.40, df = 78, p <.05). This provides partial support for
H3a that attentional focus will be higher for trainees with learning goals than trainees

with completion goals.

Learning Choice Effects on Training Outcomes

Three training outcomes were examined: Application self-efficacy, verbal
knowledge, and application knowledge. The criteria are examined in the order listed.

To test H10 and H11, application self-efficacy was regressed on the set of
choice variables. As Table 13 indicates, application self-efficacy is not well predicted
by any choice variables. Neither hypothesis is supported because none of the
coefficients are significant.

The second outcome examined was verbal knowledge. H12, H14, and H18
suggest that higher verbal knowledge gain will result from higher metacognition,
attentional focus, and activity, respectively. Table 14 presents the regression of verbal
post-test score on these constructs, controlling for pre-test score. The addition of pre-
test score to the control variables provide a test for change in verbal knowledge.
Before using the pre-test score as a covariate, a test of invariance was conducted by

testing for significant interactions between pre-test and each other predictor variables.
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No significant interactions were discovered, suggesting that the prediction of post-test

scores by process variables is invariant across different levels of pre-test score.

TABLE 13. Regression Results for Application Self-Efficacy

Step: Variable(s) B R? df AR? df
1: Education -.03 .04 2,67 - -
Content Experience .20
2: Quiz Type -.04 .04 3, 66 .00 1, 66
3: Attentional Focus -.20 .14 7, 62 .09 4,61
Time on Task -.09
Metacognition 11
Activity Level (percent) 17

Note. Dependent variable is application self-efficacy. Coefficients in bold are
significant at p < .05.

The results suggest support for H18 but not H12. The coefficient for activity
level percent is significant and positive indicating that trainees who completed more
training activities gained more verbal knowledge than trainees who performed fewer
activities did. The analysis also suggests some support for H14, that attentional focus
will predict verbal knowledge gain, because the effect of time on task was marginal (p
<.10). Time on task was marginal in the final equation but is significant if entered into
the equation separately from activity. This indicates that while there is some overlap
between time and activity, a learner who chooses to increase both may receive

incremental gains from each.
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TABLE 14. Regression Results for Verbal Knowledge

Step: Variable(s) B R? df AR? df
1: Education 07 .01 2,67 -- --
Content Experience .01
2: Verbal Pre-Test 38 14 3,66 14 1, 66
3: Quiz Type -.04 14 4, 65 .00 1,65
4: Attentional Focus .05 38 8,61 .26 4,61
Time on Task .19 -
Metacognition .06
Activity Level (percent) 43

Note. Dependent variable is verbal knowledge. Coefficients in bold are significant at p
< .05. Time on task is marginal (p <.10).

Alternative regression analyses with word and repeats activity
operationalizations were conducted. The analysis with words provided very similar
results. The pattern of relationships was essentially the same. However, words and
percent were predicting similar variance in outcomes because an exploratory analysis
with both predictors in the equation results in the word measure becoming non-
significant. In isolation either measure is a significant predictor but when placed
together in the equation collinearity renders the word measure non-significant.
Repeats was not a significant predictor of verbal knowledge gain either alone or in

conjunction with percent activity.
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The next dependent variable examined was application knowledge. As with

verbal knowledge, the pre-test measure was entered into the regression equation first.

Before using the pre-test score as a covariate, a test of invariance was conducted by

testing for significant interactions between pre-test and each other predictor variables.

No significant interactions were discovered, suggesting that the prediction of post-test

scores by process variables is invariant across different levels of application pre-test

score.

TABLE 15. Regression Results for Application Knowledge

—

Step: Variable(s) B R’ df | AR? df
1: Education .18 .03 2,67 -- --
Content Experience -.00
2: Application Pre-Test S9 37 3,66 33 1, 66
3: Quiz Type .03 37 4, 65 .00 1,65
4: Attentional Focus .02 47 8, 61 10 4,61
Time on Task .14
Metacognition -.17
Activity Level (percent) 21

Note. Dependent variable is application knowledge. Coefficients in bold are

significant at p < .05.

H15 and H19 suggest that attentional focus and activity level will each predict

gain in application knowledge. Table 15 presents regression results that support H19

but not H15. While activity level is a significant predictor of knowledge gain, neither
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time on task nor self-reported attention are significant. An alternative analysis with
total activity run did not change these conclusions.

Alternative regression analyses with word and repeats activity
operationalizations were conducted. The analysis with words provided very similar
results. However, words and percent were predicting similar variance in outcomes
because an exploratory analysis with both predictors in the equation results in both
measures becoming non-significant. In isolation either measure is a significant
predictor but when placed together in the equation collinearity renders both measures
non-significant. Repeats was not a significant predictor of application knowledge gain
either alone or in conjunction with percent activity.

The post-test application and verbal knowledge scores exhibit a strong
relationship (r =.57). Examining predictors of these constructs independently
increases the number of non-independent statistical tests run and, as a result, may
produce results that capitalize on chance. To examine this possibility a composite
measure of verbal and application knowledge was created by averaging standardized
scores. The standardized scores were submitted to the same analysis that was
presented in Tables 14 and 15. The results of the composite outcome analysis are
shown in Table 16. The results confirm that, controlling for pre-test scores, percent
activity level is a significant predictor of post-test knowledge and time on task is

marginally significant.
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TABLE 16. Regression Results for Knowledge Composite

Step: Variable(s) B R’ df AR? df
1: Education .07 .02 2,67 -- --
Content Experience .01
2: Verbal Pre-Test 57 33 3,66 33 1, 66
3: Quiz Type -.00 33 4, 65 .00 1, 65
4: Attentional Focus .03 49 8, 61 .16 4,61
Time on Task .16 :
Metacognition -.05
Activity Level (percent) 36

Note. Dependent variable is average of standardized verbal and application post-test
scores. Coefficients in bold are significant at p <.05. Time on task is marginal (p =
.10).

H13, H16, and H17 posit that the strength of relationships will differ
depending on the choice variable and the outcome of interest. Specifically, H13
suggests that metacognition will be a better predictor of verbal than application
knowledge. The R? values for metacognition when entered in the last step of
regression equations predicting verbal and application knowledge are .00 and .02,
respectively. Neither of these values is significant so neither is considered a useful
predictor. As a result, H13 is neither confirmed nor disconfirmed. The negligible
effect sizes obtained make any comparison meaningless at this level of power.

H16 predicts that perceived focus, the self-report measure of attentional focus,

will be a better predictor of verbal knowledge gain than time on task. When these
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measures are entered into the regression equation separately, the R? values for self-
report and time on task measures are .00 and .03, respectively. The time on task
measure is marginally signiﬁcant (p < .10) but neither is significant according to
traditional standards. Thus, as with H13, H16 is neither confirmed nor disconfirmed.

H17 predicts that perceived focus would be a better predictor of application
knowledge gain than time on task. The R? values for self-report and time on task
measures are not significant at .00 and .02, respectively. As with the results for verbal
knowledge gain, the hypothesis is neither confirmed nor disconfirmed because neither
measure is a reliable predictor of application knowledge.

Despite a lack of statistical significance, the pattern of the findings for H16 and
H17 are important to note. The findings are opposite of the predictions in that time on
task appears to be the better predictor. These findings suggest that, given increased
power, it is more likely that time on task, rather than perceived focus, would be the

more useful predictor.

Direct and Indirect Effects of Individual Difference on Training Qutcomes

Individual differences were hypothesized to have some direct effects on
training outcomes. H20 and H21 predict that trainees with high learning self-efficacy
and high perceived utility will have higher application self-efficacy at the end of
training. Table 17 presents the relevant regression results. The table indicates that
both hypotheses are supported as both learning self-efficacy and perceived utility are

significant predictors of application self-efficacy. Learning and performance goals
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were also significant predictors of application self-efficacy, although no specific

hypotheses were provided in this regard.

TABLE 17. Regression Results for Application Self-Efficacy Training Outcome.

Step: Variable(s) B R? df AR? df
1: Education -.02 .04 2,69 - -
Content Experience .20
2: Quiz Type -.06 .04 3,68 .00 1, 64
3: Learning Goal .29 46 9, 62 42 6, 58
Completion Goal 15
Performance Goal -24
Learning Self-Efficacy 22
Technology Self-Efficacy .07
Content Utility 41

Note. Dependent variable is application self-efficacy. Coefficients in bold are
significant at p < .0S.

The final hypotheses suggest that the influence of goals on application self-
efficacy (H22) will be mediated by learning choices and that all individual differences
influences on gains in verbal (H23) and application (H24) knowledge will be mediated
by learning choices. To demonstrate mediation, a relationship between the
independent variables, in this case the individual differences, and the ultimate
dependent variable, training outcomes, must be established.

Table 17 provides the preliminary regression results necessary to test H22

because it indicates that both learning and completion goals are significant predictors
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of application self-efficacy. When controlling for learning choices, the effects listed
the table are reduced. More specifically, the beta weight for learning goal is reduced
from .29 to .21, becoming non-significant (p > .10). The beta weight for performance
goal is reduced from -.24 to -.21 and is marginally significant (p <.10) in the
expanded equation. Thus, learning choices at least partially mediate the relationship
between goals and application self-efficacy. This is partial support for H22.

Implicit in this hypothesis is that attitudes will be fairly constant from pre to
post training. In other words, the relationship between pre-training and post-training
attitudes should not vary when learning choices are controlled. This idea is partially
supported. The effect for learning self-efficacy is reduced from .22 to .13 becoming
non-significant (p > .10), suggesting partial mediation. However, the effects for utility
are unchanged because the beta weight is .41 in the original equation and .44 when
learning choices are controlled.

Tables 18 and 19 present the regression of knowledge test scores on the set of
individual difference to test H23 and H24. The tables indicate that none of the
individual difference variables are significant predictors of knowledge gain. However,
perceived content utility is marginally significant in its prediction of verbal
knowledge. Because utility does predict activity level and activity level does predict
change in verbal knowledge, mediation of this effect should be examined. Controlling
for entire set of process measures, content utility drops from B =-.26,p<.10to B = -
.11, p> .10 suggesting at least partial mediation. To verify that this mediation is not
simply an issue of lost power due to the number of variables in the equation, an

analysis was run with only utility and activity level entered beyond the control
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variables. When entered first, utility was a significant predictor of verbal knowledge

(B =-.30, p <.05). This relationship was reduced when activity level was entered first

but the beta weight was still marginally significant (B = -.20, p <.10). Thus, activity

level appears to partially mediate the relationship between utility and verbal

knowledge. These results provide partial support for H23 but no support for H24.

TABLE 18. Regression Results for Verbal Knowledge and Individual Differences

Step: Variable(s) B R? df AR? Df
1: Education .06 01 2,69 -- --
Content Experience .05
2: Pre-Test 41 17 3,68 .16 1,68
3: Quiz Type -.04 17 4, 67 .00 1,67
4: Learning Goal -.08 29 10, 61 12 6,61
Completion Goal .02
Performance Goal .06
Learning Self-Efficacy .08
Technology Self-Efficacy -.18
Content Utility -.26

Note. Dependent variable is verbal knowledge. Coefficients in bold are significant at p
< .05. Content utility is marginally significant p <.10
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TABLE 19. Regression Results for Application Knowledge and Individual
Differences

Step: Variable(s) B R? df AR? df
1: Education .14 .02 2,69 -- --
Content Experience .01
2: Pre-Test .58 34 3,68 32 1, 68
3: Quiz Type .08 35 4,67 .01 1,67
4: Learning Goal -.08 40 10, 61 .05 6,61
Completion Goal -.07
Performance Goal -.09
Learning Self-Efficacy 15
Technology Self-Efficacy -.07
Content Utility -.15

Note. Dependent variable is application knowledge. Coefficients in bold are
significant at p < .05.

A summary of the results obtained is contained in Table 20. The table
indicates that many of the hypothesized relationships did not hold. None-the-less, a
number of significant findings emerged, particularly for relationships between activity
level and knowledge gain, and between individual differences and application self-
efficacy. Some findings did not hold for all operationalizations of each construct, and

these findings are noted as "partial” support in the table.
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TABLE 21. Summary of Results

Hypothesis Summary Support?
Individual Differences and Learning Choices

1 Learning Goal predicts Attentional Focus (AF) Partial

la Learning Goal Trainees will have higher AF than Partial
Completion Goal Trainees

1ib Learning Goal Trainees AF higher than Performance Goal No
Trainees

2 Learning Goal predicts Metacognition (MC) Yes

2a Learning Goal Trainees will have higher MC than No
Completion Goal Trainees

2b Learning Goal Trainees will have higher MC than No
Performance Goal Trainees

3 Learning Goal predicts Activity Level (AL) No

3a Learning Goal Trainees will have higher AL than No
Completion Goal Trainees

3b Learning Goal Trainees will have higher AL than No
Performance Goal Trainees

4 Technology Self-Efficacy predicts Activity Level No

5 Perceived Utility predicts Activity Level No

6 Learning Self-Efficacy predicts Activity Level Partial

7 Perceived Utility predicts Attentional Focus No

8 Learning Self-Efficacy predicts Attentional Focus No

9 Technology Self-Efficacy predicts Attentional Focus Partial
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TABLE 21. (cont’d)

Learning Choices and Training Outcomes

10 Activity Level predicts Application Self-Efficacy No

11 Attentional Focus predicts Application Self-Efficacy No

12 Metacognition predicts Verbal Knowledge gain No

13 Metacognition better predictor of Verbal than Application -
Knowledge gain

14 Attentional focus predicts Verbal Knowledge gain Partial

15 Attentional focus predicts Application Knowledge gain No

16 Perceived Attentional Focus better predictor of Verbal --
Knowledge gain than Time on Task

17 Perceived Attentional Focus better predictor of --
Application Knowledge gain than Time on Task

18 Activity Level predicts Verbal Knowledge gain Partial

19 Activity Level predicts Application Knowledge gain Partial

Individual Differences and Training Qutcomes

20 Learning Self-Efficacy predicts Application Self-Efficacy Yes

21 Content Utility predicts Application Self-Efficacy Yes

22 Goal effects on Application Self-Efficacy mediated by Partial
Learning Choices

23 Individual Difference effects on Verbal Knowledge gain Partial
mediated by Learning Choices

24 Individual Difference effects on Application Knowledge No

gain mediated by Learning Choices

NOTE. Partial indicates the hypothesis is supported for some operationalizations or
statistical tests but not all.
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DISCUSSION

This dissertation attempted to study the effectiveness of WBT by addressing
unanswered research questions on the issue of learner control. In this regard, a
theoretical model was developed to predict and understand learning outcomes in
learner controlled environments. A number of motivational individual difference
constructs were suggested as important determinants of two critical choices that
learners make during learner controlled training: (1) Strategy choices, (2) Effort
choices. An empirical study was reported that tested the direct and indirect effects of
these individual differences on learning choices and outcomes. The results of this
study provide information about the effectiveness of the individual differences as
predictors of learning choices and outcomes as well as implications for future research
on learner control and future web-based training design efforts.

Overall, the theory provides a number of valid predictions. For example, the
results support the importance of goals and attitudes in determining a number of
strategic and effort learning choices, including metacognition, attentional focus, time
on task, and activity level. More specifically, learning goals predicted metacognition
and self-reported attentional focus; completion goals predicted time on task; and
perceived content utility predicted activity level. All of these effects were moderate in
size, with correlations ranging from .20 to .40. These individual difference constructs
were found to have somewhat larger predictive relationships with application self-
efficacy. Learning goals, performance goals, learning self-efficacy, and content utility

were all significant predictors, and, as a set, explained nearly half of the variance in
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application self-efficacy (R* = .42).

In terms of the relationships among learning choices and training outcomes,
effort choices regarding level of activity were found to predict knowledge gain (B =
.36 for composite). Time on task was also a significant predictor (B = .16 for
composite), although it is only marginally significant when the level of activity is
controlled.

Unfortunately, a number of other predictions of theory were not confirmed. In
general, individual differences were not found to predict knowledge gain. Strategic
choices, as measured by metacognition, also did not influence knowledge gain. The
best predictor of knowledge gain, activity level, was the process that was least well
predicted by the individual difference measures. The size of these relationships,
typically small with correlations less than .15, suggests that low power is not a
sufficient explanation for these findings. In particular, the small effect size obtained in
this study does not replicate the medium effect size obtained in previous research on
metacognition and knowledge gain.

These results are discussed in more detail in the following paragraphs. First,
the results for the structure and predictive validity of individual differences are
discussed. Second, the results for the structure and predictive validity of learning
choices are discussed. Third, implications for training design are discussed. Finally, a
comment on limitations is provided. Future research directions are suggested in each

section.
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Malleable Individual Differences

Goals. The theory suggests that goals should indirectly influence learning and
post-training attitudes through learning choices. Goals did predict choices regarding
metacognition, time on task, and perceived attentional focus. Unfortunately none of
these measures had a significant influence on knowledge gain. The primary
importance of goals, based on an examination of learning outcomes, was their
prediction of application self-efficacy. Both learning and performance goals predicted
application self-efficacy at the end of training. This effect was only partially mediated
by learning choices. Overall, the effects of goals seems restricted to particular choices
during training and to attitudinal outcomes.

The results of this study also provide information about the structure of state
goal constructs. This study assessed three types of training goals: Learning,
performance, and completion. While the first two have been researched in a number
of studies, at least as traits, very little research has been conducted on completion
goals. A question offered at the beginning of this study was whether completion goals
are distinct from learning goals. The results suggest that there is indeed considerable
overlap in the two concepts. A factor analysis was unable to clearly distinguish them.
However, the pattern of results for completion and learning goals were quite different.
In particular, while learning goals predicted metacognition, completion goals predicted
time on task. The reverse did not hold true. Thus, these goals do seem to represent
distinct but related constructs. Learning goals predict strategy choices and completion
goals predict time on task. This suggests that completion goals may be a valuable

addition when studying task persistence, an activity traditionally connected with
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learning goals (Dweck, 1986; 1989, Kozlowski et al., 1995, 1996).

Future research would benefit from examining the concept of completion goal
in more detail. Recent research on learning and performance orientations (e.g., Button
et al., 1995) suggests that considerable validation went into the development of current
goal scales. Similar validation work is needed for completion goals. In particular,
research should address whether trainees with completion goals are work avoidant, as
currently studied in the educational literature, or whether they seek to gain the most
learning benefit in the least time. Trainees who follow this latter goal may actually
prove to be more strategic in their learning choices because they are seeking to
maximize gain. The current measure of completion goal may have confounded these
two diffferent goals, and an attempt to clearly distinguish them would prove a valuable
advance.

Attitudes. The theory suggests that attitudes would influence knowledge gain
through effort learning choices. The results confirm that attitudes did not predict
strategic choices as expected. However, attitudes also did not predict most other
learning choices. The strongest relationship found was opposite the direction
hypothesized. Perceived utility and percent of activity were found to be negatively
correlated (r = -.24). Thus, trainees who perceived the training to be something they
could use on the job completed fewer training activities. Training activities, in turn,
predicted knowledge gain. Consequently, perceived utility contributed indirectly to
reducing learning.

One possible explanation for these counterintuitive findings lies with the

nature of WBT. Trainees in this study were told that the information presented would
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be available during training and on the web for later use. This “on-demand” feature of
WBT is one of its key strengths. This strength, however, may influence motivational
dynamics of the learning environment. A number of trainees asked for information
about how to continue access to the site after training, and many more trainees asked
to save and print materials from the course to take back to work. It is possible that
those trainees who thought the course content was going to be useful planned to use
the site for performance support following training. These trainees would have
expended greater efforts to save or print out materials to take back to work. Moreover,
these trainees may have sought to learn the task at a broader level of detail. That is,
these trainees may have directed their effort toward learning the basic structure of the
site and the basic information necessary to be able to use the site for performance
support. Trainees with these intentions would very likely skip over any activities that
were not seen as central to understanding the basic concepts, a hypothesis that may
explain the negative correlation with utility and percent activity. Unfortunately, the
data to test this post hoc hypothesis are unavailable. No records exist on which
trainees requested further information or asked for access to the web site.

Clearly future research should examine how the presence of possible
performance support following training influences learning outcomes. It is possible
that, given the increased use of technology for performance support, some traditional
motivation measures may be negatively correlated with traditional measures of
learning. Instead, trainees may focus on learning where to get information and how to
use it. Adding trainees’ ability to use the system to collect information to the

outcomes evaluated would provide a way to test whether trainees improved with
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regard to that skill.

This discussion prompts another future research direction. The measures of
goals used in this study were specific to the situation but not specific in terms of
defining specific behavioral objectives for trainees. Without moving toward specific
behavioral intentions (e.g., Azjen, 1990), the goal measures used in future motivation
studies could focus on a more detailed analysis of what trainees hope to learn. For
example, trainees could be asked the extent to which they plan to learn each of the
major concepts offered in the class. Trainees could also be asked the depth to which
they intend to learn those concepts.

An alternative method for studying this issue would be to use a qualitative
research approach whereby trainees are probed about the specific outcomes they
would like to achieve from training. This type of a qualitative analysis would move
from an etic, or externally imposed perspective on motivated choice, to an emic
perspective in which trainees’ motivation is examined without such externally-defined
constraints. Instead, the researcher would assume motivation differs in substance
across individuals and would seek to understand each individual’s motivational
structure. The current research assumes that trainees hold some level of 3 goals
without examining the possibility that other goals may be salient. The value an emic
approach would be greater clarity in the possible range of outcomes desired from
training. As noted above, the introduction of new technologies to training raises the
possibility that past research findings on motivation in training may be contradicted.
The traditionally "motivated" trainee according to current research standards may not

perform well on standard evaluation measures because they plan to gain a different
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type of knowledge from training than the evaluation may have intended or even

planned for.

Learning Choices

Cognitive Effort. The theory suggests that cognitive effort, as indicated by
perceived attentional focus and time on task, would influence knowledge gain and
application self-efficacy. Perceived attentional focus did not predict any outcomes,
but time on task was a marginally significant predictor of verbal knowledge gain.
When activity level was not entered into the equation, time on task was significant at
conventional levels. Thus, it appears that there is some overlapping influence of time
and activity level on verbal knowledge gain. One conclusion that could be drawn
from this analysis is that, in learner controlled environments, facilitating activity and
time on task may both provide incremental gains in knowledge. This is an important
finding because, as noted in the literature review, the current perspective in the learner
control literature is that time on task is a measure of efficiency rather than an
important indicator of learning. These results suggest that time on task can influence
learning and that it should be considered along with other learning choices.

Time on task and perceived focus were initially offered as indicators of a
single underlying construct--cognitive effort. The results do not support this assertion.
These measures predicted different outcomes and were predicted by different
individual differences. This suggests that in learner controlled environments these are
not different indicators of the same construct, but different constructs in their own

right. Upon further reflect this seems readily apparent.
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Attentional focus is the amount of on versus off task cognition that occurs
during training. Trainees who think about off-task topics during a fixed lecture or
short activity period will be unlikely to learn. However, trainees that think about off-
task topics during learner controlled activity have the option to return to the training
following the episode of off-task thought. Thus, trainees can engage in a great deal of
off-task cognition but make effective choices for learning by staying in the training
environment longer. As a result, perceived attentional focus and time on task are
relatively independent learning process constructs that should be considered in
research.

Perceived attentional focus is perhaps the better indicator of cognitive effort
because it addresses the extent to which trainees focused their mental effort toward the
task. Time on task, however, may be better conceptualized as an indicator of
behavioral effort. To the extent that time on task reflects sustained effort over time,
then it reflects task persistence rather than focus per se. The pattern of correlations
supports this distinction. Time on task correlations were more similar to activity level
correlations, an indicator of behavioral effort, than to perceived focus.

This finding contradicts the Fisher and Ford (1998) finding that attentional
focus, as indicated by self-reported mental workload, is a better predictor of learning
outcomes than time on task. The experiment used by Fisher and Ford involved a short
training exposure time, as compared to the two days of training in the present study.
This raises the possibility that their experiment involved less between-subject
variability in time on task. To the extent that time on task can vary significantly across

trainees, the choices that learners make in this regard will be an important issue for
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research and design. Future research could address how to influence time on task
during longer training courses. The provision of social cues about appropriate lengths
of time and information about current levels of learning in conjunction may prove a
useful means to increase time on task for those who need it. Future research should
explore the potential for these design features to improve learning through time on
task.

Behavior Effort. The theory suggests that activity level will influence

knowledge gain and application self-efficacy. Two operationalizations of activity
level, percent of activities completed and words typed, did predict gain on both
knowledge tests. The other operationalization, repeats, was not an effective predictor.
Despite the similar predictive validities of the words and percent measures, the three
measures were quite different. Repeats had low correlations with all variables in the
study. Words had low correlations with individual differences but high correlations
with outcomes. This suggests that the words measure may be contaminated with other
constructs that influence learning outcomes such as communication skills or genereal
mental ability. The percent measure was the best predictor of the three, and in fact the
best measure in the study. Percent activity was the only learning process to connect
individual differences and learning outcomes.

The word and repeats measures were developed to capture the quality of
activity level. Unfortunately, because neither measure improved on the prediction of
outcomes over percent activity, neither appears to full capture quality. Other measures
of quality, such as the completeness of an answer, should be developed to more

thoroughly explore this issue. The existing data does not offer many alternatives for
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developing a more detailed quality measure, but future research could explore
possibilities for rating the activity of learners. One interesting possibility would be to
track attentional focus and metacognition while trainees were completing 2 or 3 of the
major activities in a training course. By connecting the cognitive effort and strategy
measures directly to a behavioral episode, the quality of that learning experience might
be more effectively captured. While such a detailed analysis is beyond the scope of
this dissertation, a WBT study could be designed to accommodate such a fine-grained
analysis of learning choices.

Another critical avenue for future research on activity is to find individual
difference variables that predict learning choices. This research proposed that course-
specific goals would be a primary determinant of learning activity. Unfortunately,
activity was not predicted well. Future research could examine both more general
constructs to predict training activity, such job involvement (e.g., Noe, 1986), or more
detailed constructs such as interest in the content or interest in the particular activity.
Because percent activity had the strongest impact on knowledge gain, future research
should focus on finding those factors that determine activity.

Strategy. The metacognitive measure used in this study was predicted to
influence knowledge gain. Metacognition was predicted by learning goals, as
suggested by theory, but it did not serve as a good predictor of training outcomes.
This finding is counter to that of Ford et al. (1998). Differences in timing of
administration or the nature of the sample may have played a role in these findings.

As noted earlier, the measure used by Ford et al. (1998) was collected at the

end of training. The timing of that measure makes it difficult to claim that
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metacognition caused changes in performance because performance may have
influenced metacognitive ratings. This study attempted to remedy that concern by
administering the measure of metacognition during training. The reduction in validity
obtained with this measurement strategy suggests that the relationship identified by
Ford et al. (1998) may be in part spurious. Before drawing this conclusion, however, a
few other possibilities should be considered.

It is possible that the validity findings were heavily influenced by the poor
reliability of the metacognitive measure. However, the obtained results suggest that
random error is not the sole explanation for these findings. An examination of the beta
weights indicates that metacognition is negatively related to the development of
application knowledge but positively related to the development of verbal knowledge.
Thus, assuming no shift in sign would occur through an increase in sample size and
power, metacognition may be negatively associated with gains in application
knowledge. Conversely, metacognition would be positively associated with gains in
verbal knowledge.

It is also pos'sible that trainees in this study had a less accurate perception of
their learning strategies than trainees in the Ford et al. (1998) study because of the
timing of the survey administration. Trainees in this study may have switched
strategies throughout training, and a report during training may have only covered
strategies used for part of training. This possibility could be examined by collecting
multiple measures of metacognitive activity throughout training and verifying the

issue of stability and predictive validity.
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The multiple administration strategy was attempted here, but the data from the
second administration suffered from many missing data points. While the sample size
is relatively low, the existing data suggests that metacognition was relatively stable
throughout training. This finding casts doubt on the alternative hypothesis that
trainees in this study only reported learning strategies that they used in part of the
training course. Thus, it is possible that the relationship between metacognitive
activity and learning reported by Ford et al. (1998) is at least in part spurious. A study
specifically designed to address this hypothesis should be completed.

Current research in educational psychology supports the influence of
metacognition and other learning strategies as influences on learning outcomes (e.g.,
Pintrich et al., 1991; Pintrich & DeGroot, 1990). What might explain the difference
between that research and this research study? An examination of the educational
literature indicates that the majority of learning strategy research is conducted on
student learners, and the current measures of strategy are largely derived from this
research. It is possible that adults use different learning strategies, particularly in
workplace training courses. Again, an emic research approach to this issue would
prove valuable. Having adult trainees verbally shadow their thoughts during training
would provide insight into the thought processes and strategies used. Such research
may demonstrate that the measurement of metacognition and other learning strategies
in adult populations will be difficult with existing scales. Modified scales may be
necessary for adult populations.

As a result of the inconsistencies between this study and previous research,

future research should compare different conceptualizations and operationalizations of
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learner choices. This dissertation only provides one operationalization of strategy—
metacognition. Future research should examine more specific learner strategies, such
as rehearsal, organization, and elaboration (e.g., Fisher & Ford, 1998). Similarly, this
study operationalized effort with activity level, perceived focus, and time on task. In
learning environments where sequencing and content differences emerge across
trainees, research should explore how these choices influence learning outcomes. For
example, some trainees may choose to skip supplemental “case” examples. Why leads
trainees to make such a choice? Does skipping this extra material influence knowledge
gain? Examining such research questions will offer greater insight into the learning
process, and more practically, help trainers discover factors that determine how and

when to offer core versus supplemental or

Training Design: The Unmeasured Factor

An unmeasured variable in this study is the quality of the training design.
Because this research focused on a single training program, there was no variance in
design features to examine. Current research and practice was used extensively in
making design decisions about this course. The course has been highly praised by the
customer and others who have seen it. In fact, the course recently won a national
award for multi-media training design. Thus, it is reasonable to suggest that the
design of this course was high quality in that it is easy for trainees to use and it
actively engages the learner in activities that are appropriate for accomplishing
espoused objectives.

The high quality of this training course may explain some of the findings. For
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example, technology self-efficacy was not found to be an important factor in
determining learning outcomes. While it did predict perceived attentional focus,
perceived focus was not a significant predictor of knowledge gain. The well-designed
interface may have helped all trainees move through the course easily. Another factor
in the importance of technology self-efficacy may have been the use of volunteers to
take the training. All trainees who volunteered knew they would be taking the course
on the computer. Despite obvious differences in computer familiarity witnessed
during training, it is likely that the range of comfort with technology was reduced
through the solicitation of volunteers. Consequently, these results should not be used
to imply that computer skills or associated confidence are unimportant. Rather, in a |
sample of volunteers working with a well-designed course the level of confidence did
not have a significant impact on training outcomes.

The quality of the course may also explain the strength of the activity level
findings. Training that is more poorly designed might have many activities that
provide no learning. Such was clearly not the case here. The greater the percent of
activities completed, the greater the learning. This suggests that training activity were
well-designed and effectively placed throughout the course.

Because training was constant for all trainees, these conjectures cannot be
empirically tested in this study. Future research could examine design features as well
as interactions between training design features and individual differences. The theory
of learning choices could also be expanded to address possible interactions between

individual differences and training features.
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Limitations and Implications

There are a number of limitations to this study that influence the
generalizations that can be drawn. Despite these limitations, implications for the
design of web-based training can be drawn.

The first limitation in this study relates to features of the measurement. The
reliabilities of a number of the scales, particularly the metacognition and application
knowledge scale, were below the .70 threshold often applied. Low reliabilities in this
study may have resulted from the number of items used or from the number of scale
points, both of which were reduced relative to earlier studies. Low reliabilities
attenuate bivariate relationships, and have the potential to either increase or decrease
observed relationships in multiple regression. The latter issue does not appear to be a
significant problem in this study because none of the conclusions drawn run counter to
findings in the correlation matrix. Consequently, it would seem that the biggest
concern for this study is the underestimation of population parameters. Longer scales
and more scale points, both factors that were influenced by the company supporting
this research, would prove valuable for obtaining more accurate estimates of
population estimates.

A similar design problem that was influenced by the company supporting this
research was sample size. The sample size of 80 was far larger than any controlled
pilot that the sponsoring company had ever run before. However, while this sample
size provides adequate power for testing bivariate relationships, the power to test
mediating relationships is substantially lower. To address this issue the dissertation

focuses on both significant and marginally significant results, and presents effect size
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estimates (i.e., correlations, betas) where appropriate.

The lack of actual ability and personality measures in this study may also be
considered a limitation. While education level was controlled, no direction measure of
g was collected. Neither issue is truly a limitation. The lack of an ability measure is
not problematic because research suggests that g influences learning outcomes
directly. There is no evidence suggesting that those with higher ability use more effort
or strategy. In fact, the current research on metacognition and learning strategy
provides convincing evidence that intelligence and strategy are independent (e.g.,
Garner, 1990). Similarly, Brown (1996) measured attentional focus and cognitive
ability and found them to be negligibly related. Consequently, ability may explain
variance in learning outcomes that is not fully captured in this study, but because of
evidence that covariation between ability and learning processes, it is unlikely that the
relationships found between process and outcomes are spurious.

The personality issue is similar. While personality was not measured, it is
unlikely that any relationships found between individual differences and process are
spurious. This conclusion can be drawn because existing research indicates that
personality operates primarily through goals and attitudes (e.g., Brett & VandeWalle,
1997; Colquitt & Simmering, 1997). Consequently, the malleable individual
differences in this study are simply exogenous variables. Predicting these variables
through combinations of dispositional and situational variables is left for future
research.

A potentially more serious limitation of the study is the use of broad goals for

predicting behavior in training. The rationale for using such goal measures is that they
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capture desired outcomes at the same level of specificity for which the process
measures and outcomes are defined—the entire training course. The limitation in this
approach is that trainees may not have goals and may not be regulating their behavior
with regard to a focus on the whole course. Instead trainees may have specific
intentions regarding different parts of the course. To complicate the matter even
further, these fine-grained goals may arise during training rather than before training.
In other words, trainees may begin each module with a search for information that
determines their level of interest, make a judgment in that regard, and set a goal
regarding the type of learning that they plan to pursue. Trainees may decide that a
particular section of the course is less important for their work and consequently set a
goal to finish that section as quickly as possible. This may occur while the trainee
maintains a course-level goal to learn as much as possible.

There is considerable value in the analyses presented in this paper because
goals, processes, and outcomes were matched in their level of specificity. The
limitation, and the issue for future research, is whether trainees self-regulate at the
level of specificity assumed by the measures used here. As noted earlier, an emic
research approach would not assess one focus of motivation (i.e., what you plan to do
with regard to the whole course?) but instead look to discover which focus trainees
hold (i.e., do you have plans for your interactions with this course? What kind of plans
are they?). Such research could provide data that would generate hypotheses for a
more detailed etic research approach. Given a more clear understanding of how
trainees approach the training course, research could examine goals, activity, and

attention at multiple focal action levels simultaneously (e.g., Kluger & DeNisi, 1996).
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Despite these limitations there are a number of strengths to this study. First,
trainees in this study are adults seeking to learn a process that is valued by the
company that employees them. Second, the training was conducted in a controlled
environment, which allowed environmental influences on learning to be held constant.
This allows for greater precision in testing the process theory offered in this
manuscript. The control provided here does, however, limit the focus of this study to
learning in general rather than to learning on the desktop. With one of the strengths of
WBT being that trainees can take training “anytime, anywhere,” future research
should consider how workplace features influence trainees’ learning efforts. The
model offered in this manuscript offers a process model to use for this research, the
necessary addition is a taxonomy of work environment features that will influence
these learning choices.

The strengths of this study do provide for suggestions for WBT design. The
most important of these suggestions relates to the design and encouragement of
activity. The most powerful finding in this dissertation was the influence of percent
activity completion on learning outcomes. Practice activities should be built
throughout training so trainees have the opportunity to practice key skills.

Furthermore, trainees should be encouraged to make use of these opportunities
throughout the course. Providing trainees with encouragement to complete these

activities, in the form of rewards or positive feedback, may prove useful.
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Conclusion

A theory of learner choice was developed to explain the learning process in
learner controlled training. Learner control is of critical importance today because of
the increasing popularity of web-based training, which places many decisions about
the nature of the learning experience into the hands of the trainee. Transitioning
training from the classroom to the web is one of the major trends defining the training
and development arena today. Unfortunately, this work is proceeding with little or no
evidence about the effectiveness of WBT. The study presented here brings existing
theory and research to bear on this issue.

The theory created based on previous research, individual differences in
learning choices, suggests that malleable individual differences, motivational
differences, are critical determinants of choices that trainees make when they are
allowed to control their learning experience. This and many previous studies
demonstrate that not all trainees make choices that benefit their learning. More
specifically, trainees who choose to skip over practice opportunities designed into the
course gain less verbal and application knowledge than trainees who use these practice
opportunities. Consequently, the importance of learning activity is emphasized in this
study, and design implications of this point were highlighted. Training that is left for
trainees to explore on their own must be provided in such as way as to encourage full
coverage of the material presented. It is clear from these results that simply placing
training on the web is unlikely to provide great learning benefits. Instead, active
learning experiences must be designed and trainees must be encouraged to complete

those experiences.
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This manuscript ended with future research directions regarding the study of
individual differences and learning choices. These were noted in an attempt to
stimulate further research on the issues of learner control and web-based training. The
key point of this discussion is that, as training continues to move toward being more
technology-mediated, research must do more than determine if technology-mediated
training is better or worse than instructor-led training. Instead, guided by theory about
individuals choices in these environments, research should investigate who can learn
in these environments and how they do it. Research should also investigate how to
design and deploy these environments so that maximum learning gain is attained. The
technologies of computers and the web offer many potential benefits to companies, but
these benefits will not materialize without explicit attention to when and how they

should be used to enact changes in employees’ knowledge.
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APPENDIX A

INFORMED CONSENT

IMPORTANT NOTICE REGARDING THE COURSE
Please read before continuing...

Your activity and responses during this course are recorded and saved in a database that was designed
and is maintained by representatives of the XXXXXXX Company (xxx). All information contained in
these databases is the property of xxx.

All or part of this database may be reviewed by researchers external to xxx. This review is for research
that will seek to improve this and other web-based courses in future administrations. At no time during
this external research will your individual responses be identified or singled out. As a result, there are
no risks associated with having your data reviewed by external researchers. Even so, your participation
in this research is completely voluntary.

If you have questions regarding this process, or you would like to have your responses removed from
the database before it is reviewed for research purposes, please contact XXXXXXXXX. Youcane- -
mail him right now by clicking on his address here (XXXXXXXX@xxx.com), or call him at xxx-xxx-
xxxx. Alternatively, if you do not feel comfortable taking the course under these conditions, alternative
arrangements can be made for you without penalty. Simply notify the sight coordinator (if you are at a
central facility) or exit from the program now and call xxx-xxx-xxxx to set up an alternative training
arrangement.

If you would like to ask questions about web-based training at xxx, or about the research being
conducted here, contact information is presented below. If you would like to print this page and save it,
you can do so by hitting the “print” icon at the top of the page.

XXXXXX
XXXXXXXXXXXXXX
Address

Phone

E-mail

Thank you for your attention. Your efforts in this course are greatly appreciated as they are invaluablc

to improving all forms of training offered by xxx. We hope you enjoy the course and, of course, learn a
lot from it!
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APPENDIX B

SURVEY AND TEST ITEMS

DEMOGRAPHICS

The following questions are designed to help us understand a little about you. This information will be
used to group your responses so we can understand how we can modify or gear the course for particular
groups of employees.

¢ What is the highest level of education you have completed?
o High School Diploma or equivalent
o Technical/Vocational Degree
o Associates Degree or 2 years of college education
o Bachelors Degree
o Masters or equivalent advanced professional degree
o Ph.D. or equivalent
¢ I am familiar with the concepts and skills covered in this course.
o Strongly Agree
o Agree
o Disagree
o Strongly Disagree

{Unless otherwise noted, remaining questions use a pull-down menu with the following options:
Strongly agree, agree, disagree, strongly disagree]

TECHNOLOGY SELF-EFFICACY

¢ Even though I may have some difficulty with the training technology, I know that I will be able to
figure out how to use it correctly.

¢ I am concerned because I don’t know how to use a web browser effectively.

¢ I am confident that I can learn using this training delivery technology.

¢ I am comfortable taking courses and receiving training via computer.

CONTENT UTILITY

¢ The content of this course will be useful for me back on the job.

¢ I will never use anything that I am learning hcre.

¢ If I do not learn this material, I may have difficulty performing my job well.
¢ The knowledge and skill taught in this course are valuable to me.

LEARNING SELF-EFFICACY

¢ Even though it may be difficult, I know that I am able to learn the G8D process.
¢ Iam concerned that I will not be able to understand all components of G8D.

¢ [ am confident that I can gain the skills necessary to perform a G8D.

¢ I can learn the material in this course.

LEARNING GOAL

¢ I plan on learning as much as I can from this coursc.

¢ I want this course to provide a learning challenge for me.

¢ Its important to me that I learn about the G8D process.

¢ lintend to gain new knowledge and skill as I work through this course.
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COMPLETION GOAL

¢ My primary goal for this course is just to complete it.

¢ Ican’t wait until this course is over.

¢ I want this course to be as easy as possible.

¢ lintend to do as little work as possible to finish this course.

PERFORMANCE GOAL

¢ Iplan on doing better than other trainees throughout this course.

¢ I want to impress others with my knowledge of this subject.

¢ Its important to me to avoid making mistakes while I work through this course.
¢ lintend to score better than other trainees on the quizzes, exercises, and tests.

PAIRED JUDGMENT TERMS FOR GOALS

For each pair of items below, select the most important outcome that you wish to obtain from taking
this course:

o Avoid thinking too hard vs. Learn a lot o
o Gain new skill vs. Avoid thinking toohard o
o Avoid mistakes vs. Finish quickly o
o Learnalot vs. Avoid mistakes o
0 Finish quickly vs. Look knowledgeable 0
o Learnalot—vs—Gaipnewskib—— o
0

Avoid mistakes vs. Gain new skill 0

Gain new skill vs. Look knowledgeable
Finish quickly vs. Learn a lot
Avoid thinking too hard vs. Avoid mistakes
Look knowledgeable vs. Avoid thinking too hard
Gain new skill vs. Finish quickly
Look knowledgeable vs. Learn a lot

o 0 00 OO0
© 00 C OO0

* crossed-out pairs are within-goal comparisons that were
not used in developing goal priority constructs.

ATTENTIONAL FOCUS

I thought about how well or how poorly I was doing.

I daydreamed while I was learning.

I lost interest in learning the material for short periods of time.
I thought about other things I have to do today.

I'let my mind wander while I was learning the materials.

I concentrated on the training materials (R)

L R R B R R 4
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METACOGNITION

¢ While going through the course, I made up questions to help focus my attention.
¢ When I became confused about something, I went back to figure it out.
¢ Before I read through materials, I skimmed ahead to see how it was organized.
¢ I asked myself questions to see if I understood the material.
¢ I tried to think through the process and determine what I am supposed to learn from each module.
¢ I set goals for myself while I was working through the course.
¢ I tried to monitor closely whether I was understanding the material I was reading.
¢ I noticed where I made mistakes on questions and exercises and tried to focus on that material.
APPICATION SELF-EFFICACY
¢ Even though I may have some difficulty using the problem-solving process, I know that I will be
able to use it effectively.
¢ Iam concerned that I will not know enough to be able to use the problem-solving process at work.
¢ I am confident that I can use skills from problem-solving course back on the job.
¢ I am comfortable applying the problem-solving process to solve problems at work.
KNOWLEDGE PRE/POST TEST
1. At step DO, the Beamen Aviation team should consider which of the following in the problem-
solving process? (ORIGINAL)
a. Determining appropriate Permanent Corrective Action.
b. Whether to initiate a G8D and whether to protect the customer with an Emergency
Response Action.*
c. Immediately initiating action to determine the cause of the crashes.
d. Immediately initiating action to prevent recurrence of the crashes.
2. Which of the following statements best describes the purpose of the Trend chart, the Pareto chart,
and the Paynter chart? (ORIGINAL)
a. To display, prioritize, and stairstep the symptoms.
b. To display, prioritize, and determine the Root Cause.
c. Todisplay, prioritize, and establish Given and Want criteria.
d. To display, prioritize, and validate results*
3. What is the difference between verifying and validating an Emergency Response
Action (ERA)? (QUIZ)
a. Verification requires testing the effectiveness of the ERA and validation does not.
b. Verification occurs before the corrective action is implemented, validation is ongoing
evidence that the action is working.*
c. Validation must be done before the ERA is implemented, in order to ensure that customers
are protected from the identified symptom as intended.
d. Validation requires that customers and affected parties be identified, verification does not.
4. Which of the following statements best describes what the Beamen Aviation team would do at

Step D1 of the G8D process? (ORIGINAL)

a. Verify that the control system is capable of detecting the problem.

b. Determine that the Interim Containment Action provides the best balance of
Benefits and Risks.

c. Know who is affected by the problem and establish the team.*

d. Choose a Process Map that can be used with this problem.
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5. Which of the following best describes an issue the team should consider at Step D1?
(ORIGINAL)

a. Choosing a Prevent Action.

b. Determining whether an Emergency Response Action is necessary.

c. Identifying where the problem entered the system.

d. Establishing team operating procedures.*

6. Select which of the following teams best meets the guidelines for G8D team membership:

(QUIZ)

a. Team composed of 3 electrical engineers solving a problem that appears to be an electrical
shortage. Two of the engineers have 5 years experience; the other has only 6 months.

b. Team composed of 2 electric engineers, 2 mechanical engineers, and member of the human
resources staff. The problem appears to do with both staffing and machine design.*

c. Team composed of 6 machine operators and a manufacturing engineer. All operators have
over 10 years of experience; the engineer has been on the job 8 months. The problem
involves a particular machine that all operators have used in the past.

d. Team composed of 3 engineers, 4 operators, 2 managers, and 2 training specialists. These
individuals have a good range of skill, and experience with the problem involved.

e. Team composed of 3 managers who travel frequently, but have a great deal of expertise in
the problem area, 1 service representative, and 1 computer programmer. The problem
appears to be programming glitch that freezes the representatives computer during certain
operations.

7. Which of the following statements best describes what must occur at Step D2? (ORIGINAL)
a. The team must isolate and verify the root cause by testing each possible cause against the
Problem Description.
b. The team must select the best Permanent Corrective Action to address the Escape Point.
c. The team must modify the necessary systems, including policies, practices, and procedures.
d. The team must develop a clear Problem Statement and Problem Description.*

8. As a team works through Step D2 of the G8D process, they use Repeated Why’s and Is/Is Not
analysis. Which of the following does the use of these techniques assist the team in doing?
(ORIGINAL)

Developing the Problem Description*

Identifying system benefits and system risks

Analyzing control systems to identify the Escape Point

Developing Prevent Actions

oo

A problem statement does which of the following? (QUIZ)

a. Determines who belongs on the G8D team.

b. Identifies the Root Cause.

c. Serves as a starting point for the Problem Description.*

d. Narrows the search for a simple, concise statement of the object and defect

10.  Which of the following best represents the components of a valid Problem Description?
(ORIGINAL)
a. Givens, Wants, Risk, and Benefits
b. What, Where, When, and How Big*
c. Symptom, Cause, Problem, and Escape Point
d. Who, When, Why, and How

11. Which of the statements below best describes why the Beamen Aviation team would implement
an Interim Containment Action? (ORIGINAL)
a. To determine the Root Cause of the HAWK crashes.
b. To secure the HAWK crash sites.
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12.

13

14.

15.

16.

17.

18.

c. To avoid further crashes of the HAWK aircraft.*
d. To modify the aircraft design.

Completing an action plan as part of a G8D assists the team in identifying which of the
following? (ORIGINAL)

a. What will be done, who will do it, and how it will be funded.

b. The champion, who will perform tasks, and completion dates.

c.  What will be done, who will do it, and when it will be completed.*

d. What will be done, why it will be done, and how much it will cost.

Which of the following definitions best captures the VERIFICATION process at step D3?

(QuIZ)

a. Following the management cycle by planning, doing, and studying the Interim
Containment Action.

b. Ensuring that customers continues to be protected from the problem.

c. Analysis of benefits and risks associated with isolating customers from the problem.

d. Indicating before implementation that the Interim Containment Action prevents customers
from experiencing the problem. *

In a Comparative Analysis, the team would need to perform which of the following?
(ORIGINAL)

a. Identify differences, identify and date all changes.*

b. Identify measurables, find and date all changes.

c. Review the original Failure Mode Effects Analysis.

d. Identify Givens and Wants to make a final Balanced Choice.

At Step D4, how would you go about developing theories for differences and changes? (QUIZ)
Use subject matter experts to determine how a change impacts the system.

b. Use brainstorming techniques to generate ideas.*

c. Start with the most likely cause, and perform a trial run using critical thinking.

d. Use critical thinking to build statements about how changes created trouble.

L

The team has identified the Root Cause of the aircraft crashes. The Beamen Aviation team
verified that the Root Cause could be eliminated by which of the following techniques?
(ORIGINAL)

a. Identifying potential problem areas

b. Asking Is/Is Not questions

c. Utilizing the Change-How theory

d. Making the problem come and go*

Permanent Corrective Actions are chosen and verified to eliminate which of the following?
(ORIGINAL)

a. Problem Statement and Description

b. Potential risks and off-standard costs

c. Symptom and possible cause

d. Root Cause and its Escape Point*

Which of the following techniques would the team use to systematically evaluate the Permanent
Corrective Action based on Features, Benefits, and Risks at Step D5? (ORIGINAL)

a. Failure Mode and Effects Analysis

b. Process Improvement approach

c. Decision making process*

d. Brainstorming techniques
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19.

20.

21.

22.

23.

24.

A team has just finished making ratings of Givens and Wants at Step D5. Use the following

table to answer the question: (QUIZ)

Choice Given 1 Given 2 Want 1 Want 2
#1 NO YES 10 7
#2 YES YES 6 5
#3 YES NO 2 9
#4 YES YES 4 4

Which of the choices above should be considered in later steps of the process?
a. Choice #1 only

b. Choice #1 and Choice #3

c. Choice #2 and Choice #4*

d. Choice #1, #2, and #3

Which statement below best describes the reason for the team performing step D6? (ORIGINAL)
a. To implement the Permanent Corrective Action and verify the outcome.

b. To implement the Permanent Corrective Action and validate the outcome.*

c. To implement the Permanent Corrective Action and reward the team members.

d. To implement the Permanent Corrective Action and prevent recurrence.

Which of the following is one function of the Planning and Problem Prevention Worksheet at
Step D6? (ORIGINAL)

a. To identify the Root Cause

b. To identify the Escape Point

c. To identify systematic prevent recommendations

d. To identify the Action Plan steps*

How would you use the Repeated Why’s technique to find the root cause of the root cause at

Step D7? (QUIZ)

a. Ask why the symptoms occurred, continue asking “why” for every cause and effect
identified.

b. Start with the Problem Statement and ask how and where did this problem enter our
process.

c. Ask why the symptoms occurred until you get to the Root Cause.

d. Start with the Problem Statement, ask why the problem happened until you begin to answer
questions about why the Root Cause was present.*

At Step D7 of the G8D process, the Beamen Aviation team is concerned with preventing
recurrence of the problem with the HAWK aircraft. In addition to taking actions to prevent the
present problem and similar problems from recurring, which of the following would the team
do? (ORIGINAL)

Assure their process is in control

Recommend systematic improvements, if necessary*

Talk to the customer to verify the Permanent Corrective Action’s effectiveness

Eliminate the Interim Containment Action.

ao o

Which of the following must be done to complete step D8? (ORIGINAL)
Recognize people outside the team who have made significant contributions.*
Implement Prevent Recurrence actions.

Implement and validate the Permanent Corrective Action.

Detail the problem in quantifiable terms.

oo o
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25.  Which of the following is a common question that the team must address throughout the G8D
process? (ORIGINAL)
a. Do we have the right team composition to proceed to the next step?*
b. How well does the proposed G8D meet the application criteria?
¢. Should any moral, social, or legal obligations related to this problem be considered?
d. 'What management policy, system, or procedure allowed this problem to occur or escape?
QUIZZES
0.1 The following is a scenario where a G8D team should not be assembled.
Linda works in packaging, and she notices that all of the parts from a certain machine have the
same defect, a long scratch. She does some preliminary investigation to determine that this
scratch is not present on the same part from other machines. All parts from this particular
machine go to the single largest customer of their plant, so she is concerned. She talks to a few
machine operators, who are unsure about the reason for the scratch. So, she takes her concern to
the production engineer who oversees this process. The production engineer looks up the part
specifications and notes that, for this particular part, surface appearance is not considered critical.
After looking over the part and the offending machine, the production engineer cannot find the
cause of the scratches.
Select from the list below the primary reason why an 8D team is inappropriate in this scenario:
a. There is no definition of the symptom.
b. The G8D customer who experienced the symptom has not been identified.
c. A performance gap does not exist.*
d. The cause is known.
e. The complexity of the symptom exceeds the ability of one person to resolve the problem.
0.2  What is the difference between verifying and validating an Emergency Response Action (ERA)?
a. Verification requires testing the effectiveness of the ERA and validation does not.
b. Verification occurs before the corrective action is implemented, validation is ongoing
evidence that the action is working.*
c. Validation must be done before the ERA is implemented, in order to ensure that customers
are protected from the identified symptom as intended.
d. Validation requires that customers and affected parties be identified, verification does not.
0.3  Which of the following is a key function of the G8D software?
a. Track and document the G8D process.*
b. Provide a reference tool of the G8D application criteria.
c. Save resources by helping to identify who and what is needed for the G8D process.
d. Replace the role of note-taker and record-keeper in the team.
0.4  What is the function of the assessing questions?
a. Provide structure for what needs to be done at every step of the G8D process.
b. Serve as a project management tool that increases reusability.
c. Provide assistance in measuring or quantifying symptoms that initiate the G8D process.
d. Serve as an advance organizer, interim check, and memory jogger.*
0.5  Which of the following is the most important issue to address at step D0?

a. How well does the G8D meet the application criteria?*

b. Are Emergency Response Actions (ERA) necessary?

c. Will the new G8D duplicate an existing G8D?

d. Do you have the right team composition to proceed to the next step?
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1.1

1.2

1.3

1.4

2.1

22

Select which of the following teams best meets the guidelines for G8D team membership:

a. Team composed of 3 electrical engineers solving a problem that appears to be an electrical
shortage. Two of the engineers have 5 years experience; the other has only 6 months.

b. Team composed of 2 electric engineers, 2 mechanical engineers, and member of the human
resources staff. The problem appears to do with both staffing and machine design.*

c. Team composed of 6 machine operators and a manufacturing engineer. All operators have
over 10 years of experience; the engineer has been on the job 8 months. The problem
involves a particular machine that all operators have used in the past.

d. Team composed of 3 engineers, 4 operators, 2 managers, and 2 training specialists. These
individuals have a good range of skill, and experience with the problem involved.

e. Team composed of 3 managers who travel frequently, but have a great deal of expertise in
the problem area, 1 service representative, and 1 computer programmer. The problem
appears to be programming glitch that freezes the representatives computer during certain
operations.

Which of the following best captures the distinction between a champion and a team leader?

a. The Leader allocates time to agenda items, Champion determines the agenda.

b. The Leader ensures that all team members have an opportunity to contribute; the Champion
determines who is on the team.

c. The Leader acts as the team’s business managers; the Champion works with the team to set
objectives and tasks.

d. The Leader asks for and summarizes team member opinions; the Champion removes
organizational barriers to the G8D process.*

Which of the following is NOT a true statement about how to implement roles.
a. Roles can be changed during a meeting.

b. Roles cannot be shared.*

c. Roles are not people.

d. Facilitation is essential throughout discussion

What are the three elements of team operating procedures?

a. Establish ground rules; conduct task observations; use maintenance behaviors.

b. Build a cohesive team; use speaking skills; make sure all tteam members communicate
effectively.

c. Establish ground rules; observe task, maintenance, and processes; use
communication/speaking skills.*

d. Build a cohesive team; use maintenance behaviors; implement team roles effectively

Why is it so important to develop accurate and specific problem statements?

Choose the best answer:

a. Because identifying the wrong cause can lead to the wrong corrective action.*

b. Because later steps in the problem-solving process demand the information
contained in this step.

c. Because the Global 8D process must be followed as it is laid out, step by step.

d. Because once a conclusion is made, it is difficult to back up.

Identify this as an observation (a) or conclusion (b):
Theresa notes that “all customers who bought product X from my department have
never purchased another product from my department again.”

a. Observation*
b. Conclusion
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25

2.6

27

3.1

3.2

Identify this as an observation (a) or conclusion (b):

John says, “my computer crashes every day when I try to type memos because I am
using an old version of my word processor application.”

a. Observation

b. Conclusion*

A problem statement does which of the following?

Determines who belongs on the G8D team.

b. Identifies the root cause.

c. Serves as a starting point for the problem description.*

d. Narrows the search for a simple, concise statement of the object and defect

®

Which of the following are the steps involved in developing a problem statement?

a. Ask what is wrong with what, divide symptoms into multiple statements, and then use the
Repeated Why's technique. *

b. Use the Repeated Why's technique, then answer the physics questions of who, what, where,
and when.

c. Keep the team focused, narrow the search for the root cause, and define the problem.

d. Ask what is wrong with what, use the Repeated Why's technique to narrow the search for
the root cause and define the problem

Which of the following is NOT a question that problem descriptions answer?
a.  What the problem is and is not.

b. How the problem occurs and how it does not.*

c.  Where the problem is and is not

d.  When the problem occurs and when it does not (but could) occur

Which of the following best describes the process for developing a problem

description?

Ask what is wrong with what, and then use the Repeated Why's technique.

Ask what, where, when, and how big.*

Ask IS/IS NOT for the object and the defect in question

First, develop the problem statement, then narrow the search for the root cause using the
Repeated Why's technique.

oo

Which of the following effectively describes an ICA?

a. Anaction that isolates the effects of the problem from both internal and external customers
until a permanent corrective action can be found.*

b. An action implemented that works against the root cause of the problem to ensure
customers are not affected by that problem.

c. An action that moves beyond the emergency response action (ERA) by correcting problems
created by that earlier action.

d. An action implemented to minimize costs incurred by the ERA, maximize the benefits of
eliminating the symptoms with proof that it will not introduce new problems.

Which of the following definitions best captures the VERIFICATION process?

Following the management cycle by planning, doing, and studying the ICA.

Ensuring that customers continues to be protected from the problem.

Analysis of benefits and risks associated with isolating customers from the problem.
Indicating before implementation that the ICA prevents customers from experiencing the
problem.*

aoow
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4.3

4.4

45

5.1

5.2

What is a root cause?

a. A point or location where the problem could be found.

b. An action implemented by the team that solves the problem quickly and effectively.

c. The single verified reason that a problem exists.*

d. A change in manufacturing/service process that influences the observations made by the
team.

What is the purpose of a comparative analysis?

a. To limit the search for the root cause.*

b. To ensure the customer continues to be protected from the problem.

c. To analysis of benefits and risks of different approaches to eliminating the root cause.
d. To determine what caused the problem

How would you go about developing theories for differences and changes?

a. Use subject matter experts to determine how a change impacts the system.

b. Use brainstorming techniques to generate ideas.*

c. Start with the most likely cause, and perform a trial run using critical thinking.
d. Use critical thinking to build statements about how changes created trouble.

If your team has just completed a comparative analysis and developed theories of differences

and changes, what would you do next?

a. Create statements of ways that changes or differences created the problem

b. Consider the influence of factors including people, machines, materials, methods,
measurements, and mother nature

c. Verify that the root cause identified is indeed the root cause of the problem.

d. Trial run each theory.*

What is an escape point?

a. Earliest location in the process in which the problem could have been detected but was
not.*

b. A control point within the system that is used to check compliance.

c.  Where you change the root cause through passive verification.

d.  Where your theory indicates quality slipped, making the product/process fall below
customer expectations.

Which of the following most clearly explains the relationship between a PCA, ICA,

and ERA?

a. The ERA, ICA, AND PCA use the same basic process, they are just done at different times.

b. The ERA and ICA are similar in that they deal with symptoms, the ICA and PCA are
similar in that they both must be verified and validated.*

¢. The PCA and ICA must be done quickly to avoid damaging the companies relationship
with the customers. The ERA is an optional step that need not be done.

d. The ERA and ICA mask problems and do not deal with the root cause. The
PCA also masks problems, but it does so in a way that matches needs and
wants, but avoids risk.

Which of the following is the first step of the 7-step decision making process?
a. List decision criteria

b. Decide on the PCA

c. Describe the end results*

d. Outline choices
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5.6

6.1

If your team has just finished a risk analysis and found that the number #1 choice
has few risks, what is the next step you should take?

a. Make the balanced choice.*

b. Verify that the solution does in fact work.

c. Review givens to ensure that the choice meets each given.

d. Subtract risks from wants to calculate a total value score.

Use the following table to answer this question:

Choice Given 1 Given 2 Want 1 Want 2
#1 NO YES 10 7
#2 YES YES 6 5
#3 YES NO 2 9
#4 YES YES 4 4

Which of the choices above should be considered in later steps of the process?
Choice #1 only

Choice #1 and Choice #3

Choice #2 and Choice #4*

Choice #1, #2, and #3

e o

Use the following table to answer this question:

Choice Given 1 Given 2 Want 1 Want 2
#1 NO YES 10 7
#2 YES YES 6 5
#3 YES NO 2 9
#4 YES YES 4 4

Which of the choices is the best choice going into the next stage of the process?
a. Choice #1

b. Choice #2*

c. Choice #3

d. Choice #4

Which of the following is an effective way to verify a PCA?

a. Verify with an SME that the proposed solution appears to effectively resolve the Root

Cause.

b. Review the process used by the team to ensure that all assessing questions were answered.

c. Survey customers to ensure they are not experiencing the problem.
d. Conduct an off-line demonstration run.*

What are the first three steps of planning for PCA implementation?

a. State the objective, identify key steps, identify barriers.

b. Identify key steps, identify barriers and prevention actions, identify protection actions.
c. Identify key steps, identify barriers, identify prevention actions.

d. State the objective, identify standards/conditions, identify key steps.*
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6.2

6.3

6.4

7.1

7.2

7.3

8.1

On what two characteristics do you rate key steps of the implementation phase?
a. Severity and probability.*

b. Probability and frequency.

c. Frequency and severity.

d. Importance and probability.

Why is it so important to identify barriers during the implementation process?

a. Because barriers provide information about cues and responsibilities.

b. Because barriers clarify the probability that a particular step will not be completed
successfully.

c. Because barriers identify the problems that prevention and protection actions address.*

d. Because barriers determine how PCA validation can proceed quickly and efficiently.

How is validation in the implementation of a PCA different from validation of the

ICA?

a. Validation of the PCA must address the impact on the customer.

b. Validation of the PCA should prove that the unwanted effect has been totally removed.*
c. Validation of the PCA must include multiple methods.

d. Validation of the PCA should be run by the champion.

Why is it important to focus on problem recurrence, even after implementing a

PCA?

a. Because outdated policies and procedures may cause the similar problems to occur later.*
b. Because the PCA may fail if barriers were identified incorrectly in D6.

c. Because problem recurrence means the G8D effort was wasted.

d. Because the PCA may not have handled the root cause of the problem.

How would you use the Repeated Why's technique to find the root cause of the root cause?

a. Ask why the symptoms occurred, continue asking “why” for every cause and effect
identified.

b. Start with the problem statement and ask how and where did this problem enter our
process.

c. Ask why the symptoms occurred until you get to the root cause.

d. Start with the problem statement, ask why the problem happened until you
begin to answer questions about why the root cause was present.*

How do you identify system improvements for the current/similar problems?

a. Use the Repeated Why's to determine the root cause of the root cause, and remove it.
b. Brainstorm on what can be done to prevent this problem for happening again.*

c. Have the champion use his or her authority to carry out systemic changes.

d. Rate the probability of recurrence for each cause identified from the Repeated Why's.

To be provided most effectively, recognition should be all of the following except:
a. Sincere

b. Timely

c. Tangible*

d. Focused

e. Equal in measure to the contribution of the team or individual
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8.2  The most critical issue during closure is:

a. Express complaints and regrets to team members.

b. Celebrate the achievement.

c. Ensure that external recognition is provided by the Team Champion. This
should involve his/her attendance at the last team meeting and the provision of
recognition.

d. Retain key documents and record lessons learned.*

APPLICATION PRE/POST TEST

1.

Use the information below to answer the next set of questions.

You get a call from one of your customers, a large after-market parts shop. They have had a
number of problems with the last few shipment of parts from your plant. First, the exterior
packaging was ripped open on two or three of the boxes, and a few of the parts were lost.
Second, ever since the new packaging system was implemented, a few parts in each box get
scratched from banging together. Third, one of the twelve boxes in the latest shipment had
parts with seams that were only partially welded. They haven’t had a failure reported yet, but
they only sold a few of the parts before catching the problem. Your boss suggests that you
make the call on whether to form a G8D team, and she charges you with the task of
determining how to proceed.

You do some preliminary investigation and find that a few new processes are being
implemented in your plant. First, a new packaging process was developed and implemented a
few weeks ago. It uses a lighter packing material that reduces shipping cost. Second, a few
new machines were recently rotated into the assembly line, and the parts from these machines
were recently added to inventory. No one seems to know anything about the complaints from
the customer, and no one has a quick answer for why those complaints might have come about.

a. What would you do to develop a problem statement?

b. Based on the information given, write a problem statement.

c. After the problem statement is written, what information would you want to collect to
develop the problem description?
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These questions continue with the same case in the last question.

Your team collects information necessary to fill out an IS/IS NOT worksheet. You
then begin work on a comparative analysis. Part of the comparative analysis is
displayed below. Use this information to answer the next questions.

DIFFERENCES CHANGES DATES
Weld defect only occurs for a ¢ New machinery uses a ¢ New machinery in
seam completed by a set of new slightly different welding limited use over last
machines. process year
Only parts built by one shift ¢ New machinery used on shift | ¢ Brought on-line for
have the weld defect. that shift last week
¢ Two new employees on shift | ¢ Less than two
months
Only occurred in last two ¢ Very high humidity ¢ Last two weeks
weeks, never seen previously.

a. The next step in the process is to develop theories of differences and changes.
b. If you were with your team, how would you do this step? [
c. Start this step using the process identified in the course. Write 3 to 4 sentences/lines.
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Use the following situation to answer the questions below.

The team has identified the root cause and has completed the first steps of the decision-making
process. Below is part of the decision-making worksheet your team completed. Use this sheet to

answer the next questions.

and when to adjust valves.

CHOICE A: Train new employees on how

CHOICE B: Automate valve control by
building sensor and control system.

GIVENS Y/N GIVENS Y/N
a. zero defects Yes a. zero defects Yes
b. keep new Yes b. keep new Yes
machinery machinery
c. cost less than Yes c. cost less than No
monthly product monthly product
profit profit
WANTS SCORE WANTS SCORE
a. implemented by 40 a. implemented by 8
end of month end of month
b. insensitive to 12 b. insensitive to 60
current changes current changes
in process and in process and
personnel personnel

a. Given this information, what choice would you focus on for the next step of the process?

Explain your reason.

b. Start the next step in the process. Write 3 to 4 sentences/lines.

c. Outline how you would plan for implementation.

d. Once implemented, how would you validate the Permanent Corrective Action?
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APPENDIX C

APPLICATION TEST KEY AND SAMPLE CODING SHEET

WEB-BASED TRAINING EVALUATION

APPLICATION TEST CODING MANUAL

This manual provides keys and coding sheets for the 3-item application test used as part of a WBT
training evaluation. The key for each question provides instruction on what grade to provide for
particular responses. The coding sheets can be used so that the values assigned to each response are
simply circled.

The basic logic behind the grading scheme is simple. The test is designed to provide open-ended
questions that tap trainees’ ability to recall and apply information used in the course. For each question
trainees are assigned a score of 0, 1, or 2. The grading scheme is as follows.

0 Incorrect answers or left blank

1 Correct recall of relevant information from the course, or application that is
only partially correct

2 Correct application of course information to the problem at hand.

All answers must be coded with one of these 3 numbers. Judgment calls will often have to be made,
and some of these calls are depicted in the samples. For those that are not depicted in the sample,
follow the basic logic of the scheme employed above. I have tried, to the best of my ability, to provide
guidelines on each key that will help you to make those calls.
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KEY FOR QUESTION #1

QUESTION #1: Use the following situation to answer the questions below. [The first part is the same
as the last question.] You get a call from one of your customers, a large after-market parts shop...

Examples of responses that should be graded as 0, 1, or 2 are provided for each response. Note that
this question actually has 3 parts, separated by blank lines on the page.

Part 1: What would you do to develop a problem statement?
[A problem statement is developed by asking what is wrong with what object. This
essentially provides a simple statement of the issue at hand. ]

0
1
2

No answer provided or answer other than those below
Ask what is wrong with what or determine what is wrong
Ask what is wrong with the_parts or determine what is wrong with the parts

Part 2: Based only on the information given, draft a problem statement.
[A problem statement should be a single issue, so if two issues are mentioned a 2
should not be provided. A problem statement should also be specific, so a 2 should
be provided only if the response mentions both the parts and something about the
faulty welding or weld seam. Also, for this particular question, the issue trainees
should focus on is the welding, not the shipping or packaging.]

0
1

No answer provided or answer other than those below

Welding problem or Quality is poor or Parts have a problem or parts shipped
are bad (too generic) or any statement that includes a specific statement
below AND another statement (because a proper problem statement focuses
on only 1 issue)

Parts have seams that are only partially welded or parts have poor welds

Part 3: After the problem statement is written, what information would
you want to collect to develop the problem description?
[Information about what, where, when, and how big should be collected. Trainees
should provide at least 2 questions/issues from the categories listed in each response
in order to receive that score. This information is usually recorded on an IS/IS NOT
Worksheet. If they mention the worksheet it should be considered a generic response
because they are supposed to know what information is contained on that worksheet.]

0
1

2

No answer provided or answer other than those below

What, where, when, and how big (or generic questions that cover at least two
of these issues) or Fill out the IS/IS NOT worksheet.

At least two specific question for each of the following terms: What, where,
when, and how big. For example, what is wrong with the parts (weld or
seam), where is the problem occurring (one machine, many machines), when
is the problem occurring (time of day, for how long, since when), how big is
the problem (how many parts affected, how serious is the defect)
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KEY FOR QUESTION #2

QUESTION #2: The questions continue with the same case in the last question. Your team completes
an IS/IS NOT worksheet. Then, you begin work on a comparative analysis...

Examples of responses that should be graded as 0, 1, or 2 are provided for each response. Note that
this question actually has 3 parts, separated by blank lines on the page.

Part 1:If you were with your team, how would you do this next step?
Explain.
[The correct answer here is that the group should brainstorm how changes in the
process could have caused or led to the problem occurring. At this stage they should
not be determining which theory is most likely, or otherwise eliminated options.
Trainees who mention that should receive a 0.]
0 No answer provided or answer other than those below or any attempt to rule out
possible explanations by looking at start dates.
1  Brainstorm, or brainstorm explanations/theories about cause of defect or look at
differences and changes and develop theories (generic)
2 Brainstorm how each change could have caused or lead to the seams or parts
being partially welded or defective

Part 2:Start the process of developing theories of differences and changes.
[This process is done by developing a theory for how a change could have caused or
contributed to the problem. For a 2 trainees must use information from the change
column and make a specific statement about how that change could result in bad seam
welds. We are not grading the correctness of these, merely whether or not a plausible
explanation derived from the change column is presented. Also, trainees should not
be ruling out explanations at this point or asking further questions, just developing
explanations in the form of possible causes. If they are ruling out explanations or
asking questions, the highest score should be a 1 (and the 1 should only provided if
they are addressing items from the change column—machinery, employees, or
humidity). Also, trainees should be creating theories, not restating facts. Restating
data from the table should be given a 0.]

0 None mentioned or answer other than those below, or simply restating facts
presented in the table such as problem occurred during high humidity.
1 Ask how could change(s) have caused the problem or weld defect (generic)

or any statement indicating a conclusion rather than a theory. Also generic
responses such as new machinery is cause or questions such as is machinery
new? (which don’t capture the full spirit of developing a theory).
2 At least one specific reference to a theory derived from the “change”

column, such as:

- New machinery causes/leads to/results in...

- New employees don’t know, can’t operate, need training...

- Humidity causes/leads to/triggers/results in...
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KEY FOR QUESTION #3

QUESTION #3: Use the following situation to answer the questions below. The team has identified
the root cause and has completed the first steps of the decision-making process...

Examples of responses that should be graded as 0, 1, or 2 are provided for each response. Note that
this question actually has 3 parts, separated by blank lines on the page.

Part 1:Given this information, what choice would you focus on for the

next step in the process, A or B?
[Correct answer is A because the trainee should select the option that meets all given
criteria, that is there should be all YES's in the Y/N column. The explanation should
clearly indicate either that all givens are met or that cost parameters are acceptable. A
simple note that costs are lower is not sufficient, the response must indicate that cost
meets givens or is acceptable.]
0 No answer provided, B, or answer other than those below
1 A with no explanation or incorrect explanation
2 A because it meets all the givens or criteria or because cost is acceptable

Part 2:Start the next step in the process. Write 3 to 4 sentences below:
[The correct answer is to analyze the risks of their selected choice in order to ensure
that a balanced decision is made. Implementation issues are NOT the next step and
should noted as a 0.]

0 No answer or answer other than those below

1 Analyze, calculate, consider, or identify risks (or similar wording)

2 Analyze risks of the (selected option) to make the best (or balanced) choice
(anything that provides more than just analyze risks)

Part 3:Once implemented, how would you validate the Permanent
Corrective Action?
[Validation requires field testing of this action. Trainees should note that the parts
need to be measured, checked, or otherwise verified for their quality. A 2 should be
provided if the response clearly notes to check on the weld seams.]

0 No answer or answer other than those below

1 Measure quality or ask customers or check the process

2 Measure/check/test weld seams, or follow-up/question customers about the
weld seams



SAMPLE CODING SHEET
QUESTION #1

Each sheet has an ID code in the upper left-hand corer. Find that number and match
it to the number in the left-hand column on this sheet. This sheet is for the sample
practice questions.

ID# Part 1 Part 2 Part 3
Sample #1 012 012 012
Sample #2 012 012 012
Sample #3 01 2 012 012
Sample #4 01 2 012 012
Sample #5 01 2 012 012
SAMPLE CODING SHEET
QUESTION #2

Each sheet has an ID code in the upper left-hand corner. Find that number and match
it to the number in the left-hand column on this sheet. This sheet is for the sample
practice questions.

ID# Part 1 Part 2
Sample #1 012 012
Sample #2 012 012
Sample #3 01 2 012
Sample #4 01 2 012
Sample #5 012 012

SAMPLE CODING SHEET
QUESTION #3

Each sheet has an ID code in the upper left-hand corner. Find that number and match
it to the number in the left-hand column on this sheet. This sheet is for the sample
practice questions.

ID# Part 1 Part 2 Part 3
Sample #1 012 012 012
Sample #2 012 012 012
Sample #3 012 012 012
Sample #4 01 2 012 012
Sample #5 01 2 012 012
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