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ABSTRCACT
DEVELOPMENT OF
EFFICIENT FAULT DIAGNOSABLE DESIGN METHODOLOGIES
FOR ANALOG/MIXED-SIGNAL INTEGRATED CIRCUITS
By

Wei-hsing Huang

More and more mixed-signal devices are being designed recently for the
applications of multimedia, wireless communication, and portable data systems. The
analog circuit technology conventionally employed for such applications has been
gradually switched to analog/digital mixed-signal circuit technology. Even though much
more complicated digital circuits have been widely used in the DSP-based mixed-signal IC,
analog circuits will remain for processing or interfacing analog signals. Integrating both
digital and analog on a single chip has improved performance and reduced board size and
cost. However, the increasing complexity of mixed-signal circuits drastically reduces the
controllability and observability of the circuit on the chip. As a result, testing and fault
diagnosis of such complex circuits becomes very difficult and expensive. Therefore, the
goal of the thesis study is to develop efficient diagnosable design methodologies for analog/
mixed-signal integrated circuits and further integrate the methodologies for the
development of an automated diagnostic test system.

This study develops a framework of the automated diagnostic test system for analog

circuits, including two major analysis tools Diagnosability Analysis and Redesignability



Analysis, and Diagnosable Design Methodologies.

The diagnosability analysis estimates the maximum diagnosability a circuit can
achieve and locates sections of a circuit having poor diagnosability for a given set of test
points, while redesignability analysis derives the input/output (I/O) relations of the portions
having poor diagnosability and reconstructs them for diagnosability enhancement. The
developed diagnosable design methodologies include two major processes: Test Points
Selection and Diagnostic Test Programs Generation. The former process identifies the
number of test points required to achieve the desired diagnosability and their locations,
while the latter process aﬁtomatically generates test programs in analog version hardware

description language, HDL-A.

A system, namely ADTS (Automated Diagnostic Test System), is also developed
to realize the building blocks of the developed framework. A Graphic User Interface (GUI)
environment is developed to allow user to input the circuit description and to conduct the
desired analysis or analyses. The system is written in JAVA, an object-oriented language,

with a data structure that implements spare matrix techniques for efficient memory usage.
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Chapter 1

INTRODUCTION

More and more mixed-signal devices are being designed recently for the
applications of multimedia, wireless communication, and portable data systems. The
analog circuit technology conventionally employed for such applications has been
gradually switched to analog/digital mixed-signal circuit technology. Integrating both
digital and analog on a single chip has improved performance and reduced board size and
cost. Even though much more complicated digital signal processing circuits have been
widely used, analog circuits will remain for processing or interfacing analog signals [1].
For mixed-signal circuit testing today, the digital and analog components are tested
separately. Procedure and equipment for testing stand-alone digital or analog chips have
been well-established and implemented. However, manufacturers have found the costs
associated with high-volume production of mixed-signal integrated circuits (ICs) are
strongly affected by the cost of testing, where the analog circuit testing dominates [2,3].
Thus, developing efficient yet effective testing process for analog/mixed-signal circuits

becomes a critical issue [4].

Why are analog/mixed-signal circuits so difficult to test? In general, a designer
constructs the topological structure of a circuit and then selects a set of nominal parameters

and the associated parameters tolerances to meet the design specifications. Due to the



random fluctuations in fabrication process and variations in the circuit operating
conditions, the parameters and their tolerances are selected in such a way that the designed
circuit has enough margins to pass the acceptability criteria. Statistical design approaches
[5-7] are usually employed to select the nominal parameters and their tolerances for
enhancing manufacturability and maximizing chip yields. As a result, the above design
process guarantees: a designed circuit meets the design specifications if all parameter
values are selected within their tolerances. However, this process does not guarantee: a
designed circuit fails to meet the design specifications when a parameter deviation is far
beyond its tolerance [4,8]. Therefore, analog circuits must be tested by their specifications
instead of their parameters. Since fault behaviors may not be reflected properly even with
performance deviation, what the practical fault models for analog circuits are becomes a
controversial issue. Without such practical fault models, fault simulations, test generation,

and fault coverage evaluation become meaningless.

Testing and fault diagnosis are two important aspects in the design and maintenance
of electronic circuits. Testing is to detect fault(s) in a circuit, while fault diagnosis is to de-
tect and locate the fault(s) [9]. If a circuit has been found to be faulty during design char-
acterization before it is in high volume production, it may be useful to diagnose the causes
of the failure. Once faults are identified and located, a circuit can then be re-designed to be
less sensitive to common failure mechanisms [2]. Fault diagnosis is an inverse problem of
the sensitivity analysis problem. More specifically, the sensitivity analysis problem is to
find the performance deviations from a set of given parameter deviations, while the fault
diagnosis problem is to find the parameter deviations from a set of given performance de-

viations. If a parameter deviation is out of its tolerance, the component associated with this



parameter is then said to be faulty.

Fault diagnosis of analog circuits and systems has been recognized as an extremely
difficult problem because of the lack of failure data, continuum nature of analog circuits,
component tolerance, and high nonlinearity of diagnosis equation [9-11]. A number of
fault diagnosis algorithms have been developed to resolve the problem [9-29]. Among
them, an efficient self-testing approach fault diagnosis algorithm and an analog automatic
test program generator (AATPG) were developed for both linear and nonlinear analog cir-
cuits [16-18].

To develop efficient fault diagnosable design methodologies for mixed-signal ICs,
the following important issues must be addressed: (1) given a circuit topology, how to mea-
sure the circuit’s diangosability for a given set of test points; and (2) given a circuit topol-
ogy, how to select a set of test points that meets the desired diagnosability.

It is important for a designer to know what the maximum diagnosability a circuit
can achieve and which portion of the circuit having poor diagnosability. The information
allows estimation of a circuit’s diagnosability before the fault diagnosis is attempted.
Hence any potential problems can be located early in the design phase, allowing modifica-
tions to be introduced to improve the final diagnosability of the circuit.

For analog circuit design, a designer usually takes a relatively short period time
generating a cicuit topology and spends the remaining design time adjusting design param-
eter values to meet the design specification. Usually , there are some portions having poor
testability/diagnosability which the designer cannot discover beforehand. Once those por-
tions are found, inserting extra test points may be needed for improving the observability

and controllability of the circuit. However, inserting test points can cause the circuit per-



formance to deviate from the design specification due to the loading effect. Therefore, the
designer may need additional design time and efforts to re-adjust the parameter values
again. Evidently, an efficient test selection process can greatly reduce the design time and

efforts.

1.1  Objectives and Research Tasks

The objective of the thesis study is to develop efficient diagnosable design
methodologies and automated diagnostic test system for analog circuits. The developed
methodologies and system will then be extended for mixed-signal circuits [30]. Fig. 1-1
illustrates the framework of the development in this study. Based on the self-testing
approach fault diagnosis algorithm developed in [16-18], the framework is comprised of
two major analysis tools: Diagnosability Analysis and Redesignability Analysis, and the

developed Diagnosable Design Methodologies.

The diagnosability analysis estimates the maximum diagnosability a circuit can
achieve and locates sections of a circuit having poor diagnosability for a given set of test
points [31], while redesignability analysis derives the input/output (I/O) relations of the
portions having poor diagriosability and reconstructs them for diagnosability enhancement
[32]. In addition, at this momemnt, the developed diagnosable design methodologies
include two major processes: Test Points Selection and Diagnostic Test Programs
Generation. The former process identifies the number of test points required to achieve the
desired diagnosability and their locations, while the latter process automatically generates
test programs for fault diagnosis. For the mixed-signal circuit applications, hardware

description languages (HDLs), such as HDL-A [33,34] for analog circuits and VHDL [35]
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for digital circuits, will be used to develop automatic test program generators.

With the successful development of hierarchical testability design system that
define realistic fault models and generate test patterns for analog/mixed-signal circuits in
[4], an automated diagnostic test system is also developed in this study. A software
program, namely ADTS (Automated Diagnostic Test System) [36], as the system window
shown in Fig. 1-2, is developed to realize the functional blocks in Fig. 1-1. A Graphic User
Interface (GUI) environment, as shown in Fig. 1-3, allows user to input the circuit
description and to select the analysis tools. The system contains two major processes:
Circuit Description and Analysis Engine. The former process constructs the database for
the analysis use, while the analysis engine performs the desired analysis/analyses. The
system is written in JAVA, an object-oriented language, with a data structure that

implements spare matrix techniques for efficient memory usage.

1.2  Thesis Organization

The dissertation is organized as follows: Chapter 2 reviews some of existing analog
fault diagnosis techniques and the self-testing approach fault diagnosis algorithm.

Chapter 3 presents the diagnosability analysis process. Given a circuit topology and
a set of test points, the upper-bound diagnosability of the circuit can be estimated. If the
upper-bound diagnosability is less than the desired one, then redesign or adding extra test-
ing points may be needed. Otherwise, the diagnosability analysis process will take place.
Two major tasks are involved in this process: Component Assignment and Diagnosable
Configuration Generation. The former generates the candidate diagnosable configurations

based on the given circuit topology and test points information, while the latter selects the
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one with the maximum diagnosability from the candidates. The process will also identify
the portions having poor diagnosability.

Chapter 4 describes the redesignability analysis process which checks if the rede-
sign is feasible. An efficient algorithm for the redesign analysis will be presented.

Chapter S presents the test points selection process, while Chapter 6 discusses the
test program generation process. The test points selection problem is formulated as a min-
imum covering problem. Thus, efficient algorithms are developed to resolve the problem
and to speed up the selection process. Chapter 6 describes the development of automatic
test program generation prbcess using HDL-A.

Finally, Chapter 7 summarizes the thesis, gives a concluding remark and some

future research directions.



Chapter 2

BACKGROUND

With the ever-increasing complexity and compactness of analog/mixed-signal inte-
grated circuits, analog testing and diagnosis has become more and more important. Con-
ventionally, analog circuits are tested with bed of nails, i.e., every component on the unit
under test (UUT) is probed and measured. However, with the progress of the modern
packaging technology, as well as the increasing density of the number of components in a
UUT, it is impractical to provide proportionally more I/O pins. As a result, the number of
test points that can be externally accessible will be limited for modem circuit testing. Fault
detection and location in electronic systems are performed with measurement done on
these limited number of test points. Thus, an effective algorithm which utilizes these test
points efficiently plays a key role in fault analysis.

Section 2.1 reviews some of existing analog fault diagnosis algorithms. Section 2.2
discusses salient features of the self-testing approach fault diagnosis algorithm developed
in [16-18]. Section 2.3 presents the circuit modeling schemes using HDL-A. Finally, Sec-

tion 2.4 addresses some issues related to the thesis research.

10



2.1

Existing Analog Fault Diagnosis Methodologies

Until recently, effort at producing algorithms for automatical diagnosis process has

concerned mainly digital circuits for which more or less satisfactory solutions have been

reached. Analog circuits, on the other hand, have received much less effort. The difficul-

ties and problems are due to the following [37].

Relations among input and output signals in analog circuits are somewhat intricate
and not “exact”. For instance, the truth tables of digital circuits will not work for
analog circuits where only approximations allow modeling.

Analog systems are frequently nonlinear. The noises and the values of parameters
of the components exhibit large deviations. Consequently, the tolerance problem
has to be considered even for a good circuit and deterministic approaches are most
often inefficient.

Fault categories as well as their statistical distributions and correlations are not

known with precision. Thus, fault classification and modeling based on statistical

~ result need more elaboration.

Use of analog components is not as systematic as is the case for digital compo-
nents.

To alleviate the above limitations, two approaches are often employed in analog

fault analysis [11,37]: the simulation-before-test (SBT) approach and the simulation-after-

test (SAT) approach. The SBT approach requires the simulation of different possible faults

and storage of the results as a fault dictionary. The faulty subnetwork responses are com-

pared with the dictionary entries and the closest entry to the responses determines the pos-

11



sible faults. The method is usually suitable for single catastrophic fault location. For

multiple faults situation, the size of the dictionary becomes very large and the method is

impractical. In the SAT approach, diagnosis algorithms are deployed so that the faulty net-

work responses can be conducted to locate the faulty components. In both cases, there

exists a trade-off between the computational effort and the number of accessible nodes.

Based on these two categories, a number of analog fault diagnosis techniques have

been proposed [37]. They can be roughly categorized as the following three methods:

Estimation Methods: These methods address detection, location, and identification.
Two general classes of methods belong to this category: deterministic (or quasi-
deterministic methods) and probabilistic methods. The former methods consist of
determining from measurements as well as the actual values of the parameters of
the system under test. In the latter methods, the distribution laws of measured
responses are determined from the tolerances on the parameter values and their
associated statistical distributions.

Topological Methods: The basic data to be handled are the system’s structure and,
possibly, analytic relations between input variables and measured responses. Such
methods apply to detection and location. These methods rely on some graphical
analysis techniques.

Taxonomic Methods: The system’s reference responses corresponding to each
potential fault condition are stored into fault dictionary. During actual testing; mea-
surement results are compared to the responses recorded and the detected fault is
the one for which the set of measurements differs the least. The accuracy of such

methods is directly dependent on how comprehensive the fault dictionary is.

12



2.2 Self-Testing Approach Fault Diagnosis Algorithm

The self-testing approach fault diagnosis algorithm developed in [16-18] is a SAT
approach with a single test vector. This sub-section describes the system model, the self-
testing approach, and its implementation. In addition, the parallel processing capability

[38] and diagnosability enhancement [39,40] are also discussed.

2.2.1 Component Connection Model

The fault diagnosis algorithm developed in [16,17] is based on an interconnection
system model known as the component connection model (CCM), as shown in Fig. 2-1.
Assume that the UUT is comprised of n components, k external test inputs, and m external
test points. The UUT characterizes its components together with a connection equation as
follows,

a= Lllb + lel.l
-1
y=Lasb+Lyu

where a=col(a;) and b=col(b;), i=1,2,..,n, are the column vectors of component input and

output variables, respectively, and u and y are respectively the column vectors of external
test inputs applied to the system and the system responses measured at the various test
points. The connection matrix, L-matrix, is generally sparse and its entries are 1, 0, or -1.
The entries of vectors a and b are either node voltages or branch currents. For analog lin-
ear circuits, the component equations is modeled in the frequency domain [16], while
those in nonlinear circuits are modeled in the time domain [17]. Note that the components

in the CCM model can be either discrete components, individual chips, or subsystems.

13
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Thus, the system model can be applied for analog, digital, and mixed-signal integrated cir-
cuits and systems.

To construct the connection matrix, given a circuit schematic diagram, as shown in
Fig. 2-2(a), an incidence matrix A, as shown in Fig. 2-2(b), describes the interconnections
between each component, where a directional notation is used where branch current flow
out of node labeled as “-1” toward node labeled as “1”. By performing Gaussian elimina-
tion process on matrix A, the fundamental cut-set matrix S¢ can be obtained. S¢ describes
the relations between the current flow through each components and the nodes it is con-
nected. It satisfies the Kirchoff’s current law (KCL) and has the form of S¢= [I; | D], as
shown in Fig. 2-2(c), where D is a r x (b-r) matrix and I is a r x r identity matrix. Simi-
larly, the fundamental loop matrix which describes Kirchoff’s voltage law (KVL) can be
obtained by simply transposing D matrix as B¢ = [-D' | I,,;], where D' is the transpose
matrix of D and I, is a (n-r) x (n-r) identity matrix.

C c

LetI= [:'] and V=[:‘} , where I; and I, are the currents in the tree and co-tree edges,

respectively, and V, and V, are the voltages in the tree and co-tree edges, respectively.

According to KCL and KVL, we obtain

0=S;I=L,+DI;and0=B;V=-DV,+V,  (2-2)

|-Gl

If we choose the component input vector a= [",'] and the component output vector

Therefore,

C

15



b= [:/'} , then we have the matrix L;;= l OT -b ] . If all test points are chosen from either I, or
: D' 0

C

V., then the matrix L,; can be constructed from the L,; matrix. Fig. 2-3 illustrates the

connection matrix L for the example circuit in Fig. 2-2(a).
For linear circuits, the component equation is modeled in the frequency domain as

follows,
b=Za (2-4)

where Z=diag(Z;), i=1,2,..,n, is a frequency domain composite component transfer matrix.
Each Z;=Z;(s,r) describes the i-th component of the UUT, where r=col(r;) is the column
vector of unknown component parameters and s is the complex frequency variable [16].
Typically, the unknown component parameters take the form of resistance, capacitance,

inductances, and amplifier gain, etc.
For nonlinear circuits, the component characteristics are expressed as follows,
x; = Fi(x;,3;); b; = Gj(x;,3); x;(0)=0; i=1,2,..,n (2-5)

where x;’s are the component state variables. The component equations in (2-5) are
modeled in the time domain [17]. For notational purpose, we stack the individual

component equations together to form the following composite component equations;

x = F(x,a); b = G(x,a); x(0)=0; (2-6)
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2.2.2 Self-Testing Approach

Conceptually, at each step of the diagnosis process, the components are subdivided
into two groups, namely Tester Group and Testee Group. Assuming that the components
in the Testee Group, i.e., components #(m+1) to #n, as shown in Fig. 2-4(a), are all good,
(The assumption will be justified from the test results) and thus their component
characteristics are known. From these known component characteristics and both known u
and y, we estimate the function behaviors of the components in the Tester Group, i.e.,
components #1 to #m. For a given component subdivision, the circuit in Fig. 2-4(b),
referred to as "pseudo circuit", is reconstructed from the original one in Fig. 2-4(a). Since
we use the components in the Tester Group to test those in the Testee Group, hence it is
"self-testing" approach. A number of component subdivisions may be needed and a
decision algorithm is required to identify the faulty component(s).

Mathematically, at each step, the connection equations in (2-1) are partitioned as
follows, where Tester Group and Testee Group are represented by superscripts "1" and "2",

respectively.

al =L, ;Mo +L; ;262 + L5l u (2-7a)
a?=L;;2 bl +L;;22b%+L;5%u (2-7b)
y =Ly bl +L,2b%+L,, u (2-7¢c)

the component equations for linear case are also partitioned as follows,

bl=z!lal (2-8a)
b%=Z2a2 (2-8b)
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and those for nonlinear case are

il= Fl(xl,al); bl = G](x’,al); x‘(0)=0 (2-9a)
%2 = F2(x,a%); b% = G*(x%,a%); x2(0)=0 (2-9b)

Therefore, a pseudo circuit can be derived and expressed as follows [16,17]

al =K;; bl + K, uP (2-10a)
yP = KZI bl + K22 uP (2-10b)

Where uP=col(x,y) and yP=col(a?,b?) are the external input and output vectors of the pseudo

circuit, respectively, and the K-matrix is the connection matrix.

1 12,2 . 12 - 12 2L |
K1 Ky2 LiLadptd, | Lt @iy, LAt
E 2 . 220 2.
Ky Ky L1201, 13,83 @i, L) (-1
2.
A L -aaptg - LAM,, @iyt

Consider a component subdivision of the circuit in Fig. 2-2(a), where the Tester
Group contains D1, C2, L1, and RL, and the Testee Group includes R1, C1, and C3. The
corresponding K-matrix is shown in Fig. 2-4(c). By (2-7), b! can be derived from the given
uP and the component characteristics of the Tester Group. Then, by (2-7b), both a? and b?
are computed. Note that a;2 and b;? are the input and output variables of the i-th component
in the Testee Group. Therefore, the derived characteristic of each component in the Testee

Group is compared with its nominal value to determine the component status.

19



Note that components in a circuit cannot be subdivided arbitrarily. In (2-11), it has
been shown that the K-matrix exists if the matrix L2,2 is left invertible. In other words, both
a® and b? in (2-10) are solvable if 1412 is left invertible. For example, in the connection

matrix of Fig. 2-3, the 1412 matrix with respect to R1, C1, and C3 is equal to

0 -1
0 01
-1 0 0

which is invertible, i.e., the K-matrix exists. Thus, the corresponding pseudo circuit can be
constructed and simulated to derive the characteristics of components in the Testee Group.

Using the K matrix, the analog properties of yP can be interpreted as linear
combination of those of uP. Diagnosis is performed by comparing responses in yP with their
nominal responses.

In the linear case [16], yP can be represented as

yP=MuP 2-12)
where
M =Ky Z'(-K},Z)) 'K 5 + Kpy
Specifically,
82 = M“ll + Mlzy
b? = Mpju + My
With

b2 = 2%a2 (2-13)
A component can be identified non-faulty if
®2-b?) <k, (2-14)

where € is the predefined tolerance.
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For the nonlinear circuits, component characteristics are represented by a set of
decoupled state models, control sources are used to obtain the value of these state variables
[17]. By (2-2), the i-th element of al is the sum of the products of the i-th row of K, and
b!, and the i-th row of K, and uP. Since the elements in a! and b! are either currents or
voltages, they can be modeled by using "control sources." More specifically, assume that
the vectors b! and uP in the pseudo circuit are

b! = col[Vb1,Ib2,Vb3,Ib4,Vb5];
uP = col[Vul,Vu2,Iu3,Vud];
and the i-th element of a' is a voltage measurement, say V- Let the i-th row of K;; and

K3 be [1,0,-1,0,0] and [1,0,0,-1], respectively. Therefore, V,; is expressed as
V,i; = Vbl - Vb3 + Vul - Vu4 (2-15)

Here V; acts as a dependent voltage source controlled by the voltages across bl, b3, ul,
and u4, i.e., V,; is the voltage across the serial connection of these components shown

below,

Vb1 -Vpz VY -V Ve

where four voltage controlled voltage sources (vcvs), Vbl, Vb3, Vul, and Vu4 are used.
Once the voltage V,; is derived, the box is filled by the component "ai" to generate "I;" in

bl.
Similarly, if the j-th element of al is a current measurement and
Iyj =Ib2 - Tbd + Iu2 (2-16)

then I,j is the sum of three current controlled current sources (cccs) which are connected in
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parallel as below,

aj

2.2.3 Parallel Processing

In the self-testing approach, a number of component subdivisions are needed to
identify the faulty components, where the corresponding pseudo circuits are simulated.
Due to the independency of the component subdivisions, the corresponding pseudo circuits
can be simulated simultaneously. Therefore, a number of parallel algorithms with various
decision-making processes have been presented in [38] to speed-up the fault diagnosis

process.

2.2.4 Diagnosability Enhancement

As mentioned, a pseudo circuit exists if the corresponding matrix Lz,2 has a full
global column-rank [39]. For a full global column-rank, L,,2 cannot have a zero column,
nor two identical column. Since L,,? is a sub-matrix of L, which is defined by the selected
test points, the test points must be selected in such a way that the above cases can be
avoided. A simple set of rules have been presented in [39, 40]. For parallel components,
they have the same voltage across them and the total current that flows through them is
known. Thus the measurement quantity has to be the current through all but one of the

components to diagnose any fault, i.e., one of these parallel components has to be placed
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on the cotree edges and those whom are placed on tree edges must be chosen as test points.
On the other hand, for series components, they have the same current through them and the
total voltage across them is known. Thus the measurement quantity has to be the voltage
across each but one of the series element to diagnose any fault, i.e., one of the series
component has to be placed on the tree edges and those whom are placed on the cotree
edges must be chosen as test points. Finally, to avoid L, with a zero column, the number
of test points must be at least t+1 for a t-diagnosable circuit [39], where t is the maximum
number of the allowable faults in the UUT.

Adding extra test points may enhance the circuit’s diagnosability. However, adding
extra test points also implies the need of extra pins in the IC which may be very costly in
many cases. Therefore, Built-in Self-test (BIST) design methodologies may be practical

alternatives for diagnosability enhancement [41-47].

2.2.5 Automatic Diagnosis System

Based on the self-testing approach fault diagnosis algorithms, an automatic
diagnosis system was developed in [18], as illustrated in Fig. 2-5. The system can be
divided into off-line and on-line components. The former, corresponding to the test system
design stage, is used by test system designer to input nominal system specifications to
generate a database which is used later by the on-line component. To implement the actual
test, the field engineer invokes the on-line component input data describing the UUT; the
assumed maximum number of simultaneous failures, the type of decision algorithm to be
employed, and the source of the test data. The actual test can then be run in a fully automatic

mode or interactively.
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A circuit description and test objectives, including circuit schematics, component
values, accessible terminals and input frequency for linear circuits or time steps for
nonlinear circuits, are given to the off-line component to generate the test programs. For
test program verification, fault(s) are injected to detect the diagnosis ability of the test
programs. At the validation stage, automatic test equipment (ATE) is used to generate test
signals and store the measured test results. For linear circuits, these data are used to obtain
test results via simple matrix multiplication of equations in (2-12). In the nonlinear case,
the SPICE codes are used to evaluate via the on-line simulation of an appropriate pseudo
circuit. Once the test programs are verified and validated, they can then be used for circuit

fault diagnosis.

2.3  Analog Hardware Description Language (HDL-A)
In this section, the hardware description languages (HDLs), such as HDL-A and

VHDL, are introduced and the software system, AATPG, are upgraded for analog circuits
for analog/mixed-signal circuits. The HDL-A is primarily a language to be used to
develop analog and mixed-signal models [48]. The language also allows the modeling of
digital logic, either stand alone or embedded in analog models, using a subset of VHDL.
HDL-A is primarily used for creating behavior models. Models written using the HDL-A
are intended to interface to (called from) SPICE-like simulator, or alternatively VHDL
simulator [49,50]. In electrical circuits, the fundamental principle is typically expressed as
KCL and KVL. The connections of a model carry “across” and “through” quantities, i.e.,
voltage and current, rather than the single directional signal associated with a port in

VHDL. The behavior of lumped analog devices is described by expressing the relations
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between voltages and currents at all connections of the device. Such relations can be
described with linear, or non-linear, algebraic equations or ordinary differential equations.
Each equation relates to the voltage across and the current through a component and
imposes the constraint that the specified relation be satisfied by the analog solver at all
times. Since HDL-A models are analog behavioral models, and thus, both time domain
and frequency domain apply.

Since HDL-A is a behavioral language that has been targeted to satisfy the [EEE
Design Objectives Document for VHDL 1076 B, their syntax and design methodologies are
quite similar. A HDL-A model contains two sections: the ENTITY block and the
ARCHITECTURE block. The ENTITY block contains the view of the model that the
external world sees, such as parameters, pins, ports, and couplings. The ARCHITECTURE
block contains the behavioral descriptions. In most of the cases, the internal calculations
are known only within the model description, but the results are made available at the
terminals listed in the PIN and PORT statements of the ENTITY block. However, internal
quantities of a HDL-A model can still be accessed using the COUPLING statement.
COUPLING is an OBJECT of TYPE STATE which is shared between more than one
HDL-A model. Moreover, a COUPLING quantity can refer to another COUPLING

quantity in a model outside the one in which the quantity is found.

Fig. 2-6. shows an example of HDL-A modeled resistor. The voltage across and the
current flows through this resistor are coupled so that others can access these quantities
with associated coupling variables used in their ENTITY statement. For more complicated
modeling, many behavior or symbolic techniques have been proposed [51,52]. HDL-A

based macromodel can be constructed accordingly for hierarchical fault diagnosis.
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ENTITY resistor IS
GENERIC (rval: analog);
COUPLING (irl,vrl: analog);
PIN (pos,neg: electrical);

END ENTITY resistor;

ARCHITECTURE res OF resistor IS
BEGIN
RELATION

PROCEDURAL FOR INIT =>
rval:=1.0e3;

PROCEDURAL FOR ac, dc, transient =>
irl:=[pos,neg].v/rval;
pos.i%-=irl; neg.i%=-irl;
vrl:=[pos,neg].v;

END RELATION;
END ARCHITECTURE res;

Fig.2-6. A HDL-A Modeled Resistor
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24  Discussion

As discussed in Section 2.2.1, the connection matrix L1 and the parameters in both
a and b are derived from the transformation of the incident matrix of a given circuit. Since
the transformation is not unique, a number of differnt connection matrices may be gener-

ated. In other words, for a circuit topology and a set of test points, a number of L,; matri-

ces may be generated. Interestingly, some transformations may be t-dignosable, but others
may be not [31]. For simplicity, a transformation which makes the circuit to be t-diagnos-
able is referred to as diangosable configuration. This implies that, for the same circuit tol-
oplogy and test points, due to non-unique transformations, some configurations are
diagnosable. Therefore, the question is how to generate a diagnosable configuration from
the given circuit topology and test points. In addition, given a set of test points, it is impor-
tant to know what the maximum diagnosability a circuit can achieve? which configuration
achieves the maximum diagnosability? and which configurations have poor diagnosabil-

ity? These issues will be addressed and investigated in the next chapter.
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Chapter 3

DIAGNOSABILITY ANALYSIS

This chapter presents the diagnosability analysis of a circuit from its topology and
test points. Section 3.1 discusses the upper bound of the diagnosability given a set of test
points. Section 3.2 presents a component assignment algorithm that makes L,; matrix with
the highest global column-rank. Example is provided to demonstrate the procedures of
developed analysis process. Finally, summary and discussion for the diagnosability

analysis are given in Section 3.3.

3.1  Upper Bound of Diagnosability

Consider a circuit that has n components and m test points. A test point can be either
current measurement, referred to as IM-test point, or voltage measurement, referred to as
VM-test point. Let m; and my be the number of IM- and VM-test points, respectively,
where mp+my=m. For the L,; matrix, since it is extracted from L;; matrix given in (2-3),

it will have the form of L= [Ig i‘] , where E; is an my-by-n; matrix, E, is an my-by-n,

2
matrix, and ny+ny=n. In general, n; 2 m and ny 2 m. Let r; and r, be the global column-
ranks of E; and E,, respectively. Apparently, m; > r; and my 2 r,. The following lemma

and theorems result.
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Lemma 3-1. The global column-rank of L, is r = min{r,r,}.
Proof: It is obvious that any columns in [g] are linearly independent of those in [E '] . The
2 0
global column-rank of [g] is the same as that of E,, and both [E 'J and E; have the same
0

2

rank. This concludes r = min{r;,r,}.

Theorem 3-1. The upper bound of the diagnosability of a circuit is min{m;,my}.
Proof: Since E; is an my-by-n; matrix, its global column-rank r; < m;. Similarly, r, < my,.
Therefore, by Lemma 3-1, the global column-rank of L,, is r=min{r;,r;} <r; <mjandr <

r, < my. This concludes r < min{mp,my}.

Theorem 3-1 shows that diagnosability is limited by min{m,my}, instead of the
number of test points, m, in [39]. In fact, a tighter upper bound can be obtained from E; and

E, [31].

Lemma3-2. The global column-rank of E is r; <my-1, if n; > C(myJ my/2 h+x, where k=1

for m=2, 3; and k=0 for m; > 4

Note that C(x,z) is the combinations of taking z out from x, and [ | is the ceiling
function, i.e., [ my/2]is the maximum integer > my/2. For m=4, each column vector in E,

is one of the following 16 patterns,

Pattem— 0 1 2 3 4 S 6 7 8 9 10 11 12 13 14 I5

Index 0 0 0 0 1 0 01 0 1 1 0o 1 1 1 1
0 0 01 0 01 01 0 1 1 0 1 1 1
0 01 0 O 1 0 01 1 O 1 1 0 1 1
0 1 0 0 O 1 1.1 0 0 O 1 1 1 0 1
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groups, referred to as p-Group, 0 < p < 5. For simplicity, 0-Group and 5-Group are called
trivial-p-Groups, and the remaining ones are non-trivial-p-Groups. It can be easily shown
that the global column-rank of the matrix formed by any non-trivial p-Group is r;=m;=4.
However, if a matrix is formed by any non-trivial p-Group with a column vector from the
other p-Groups, it will not have a full global column-rank, i.e., r; < m;. Therefore, we con-
clude that the global column-rank of a matrix formed by two or more p-Groups is r; < mj.
An interesting question is: if a matrix is formed by the distinct column vectors selected
from the 16 patterns, what is the maximum number of column vectors the matrix has a full
rank, i.e., r;=m;=4? Note that the number of column vectors in a p-Group is C(my,p), and
the maximum C(my,p) occurs at p=| m1/2]. Therefore, the solution to the above question is
C(ml,l- m1/2-|) = (4,2) = 6. In other words, E; does not have a full rank, r; <4, if n; > 6. This
has been verified by simulation, where all possible E; with more than 6 distinct column
vectors selected from the 16 patterns are simulated and the resultant ranks are less than 4.

For my=2, each column vector will be one of the following four patterns,
Patternindex— 0 I 2 3

0 0 1 1

0 1 0 1

Since the global column-rank of the matrix formed by Patterns #1-#3 is 2, the maximum

number of column-rank is C(mlf mI/2-b+l=C(2,l)+l=3. Similarly, for m;=3, the maximum

number is also C(my my/2 h+1, i.e., C(3,2)+1=4.

Similar to Lemma 3-2, the following lemma also concludes.

Lemma3-3. The global column-rank of E, is r, < my-1, if n, > C(my,| my/2 h+x,where

k=1 for my=2, 3; and x=0 for my > 4
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The maximum number of column vectors for various my are tabulated in Table 3-1.

Table 3-1. Maximum Number of Column Vectors

my (or my) 2 3 4 5 6 7

# of col. vectors 3 4 6 10 20 35

Theorem 3-2. (a) The upperbound of the diagnosability of a circuitis (my-1) if my, 2 myand
n, > C(my,] my/2 D+x; where k=1 for my=2, 3; and k=0 for my 2 4; and
(b) The upper bound of the diagnosability of a circuit is (my-1) if m; 2 my

and n; > C(my] my/2 h+x, where x=1 for m;=2, 3; and x=0 for m; > 4.

Consider the example circuit in Fig. 3-1 with the selected four test points. Fig. 3-2
illustrates a graph that describes the example circuit in Fig. 3-1(c) and test points. The edges
in the graph represent the components in the circuit. The VMTP components for both VM-
test points, V13 and V45, are not the real components in the circuit, and the edges repre-
senting these components are referred to as virtual edges. In this figure, the graph has 11
real edges and two virtual edges, where n;=5, n,=6, and m=my=2. By Theorem 3-2, the
upper bound of diagnosability is 1, i.e., the set of test points is only good for at most 1-diag-
nosability. In fact, the circuit with the connection matrix in Fig. 3-1 is 1-diagnosable, while

that with the connection matrix in Fig. 3-3(f) is O-diagnosable.
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IM-Test Points
(] VM-Test Points

Fig. 3-2. A graph for the circuit in Fig. 3-1(b) with test points.
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3.2  Diagnosability Analysis: Component Assignment Algorithm

The connection matrix of a circuit is derived from the incidence matrix A of the cir-
cuit together with the component assignment. Our objective is to develop an efficient com-
ponent assignment algorithm that provides a connection matrix with the maximum
diagnosability [31]. These assignments are based on the circuit topology, which is applica-
ble to not only the diagnosability analysis, but also the redesignability analysis presented
in next chapter.

Consider a circuit consisting of n components and m test points which includes my
IMTPs and my VMTP. According to (2-2), nodal analysis and loop analysis are performed
for tree and co-tree elements, respectively. Therefore, the first assignment rule is obtained

as follows,

Rule 1. (a) All IMTP components are assigned to the tree; and

(b) All VMTP components, except the virtual ones, are assigned to the co-tree.

Each component of an electrical network can be constructed so that it is included in
at least one loop. Thﬁs, two types of loops are then defined in this implement.ation: T-loop
and M-loop. A T-loop is a loop associated with a VMTP component, while an M-loop is a
loop associated with a non-TP component, i.e., neither an IMTP nor VMTP component. A
T-loop, associated with a VMTP component, may contain IMTP components(s) and non-
TP components, but not the VMTP components. On the other hand, an M-loop includes the
non-TP component it is associated with and at least one IMTP component. An M-loop may

include IMTP components and the other non-TP components, but not the VMTP compo-
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nents. This concludes that a VMTP component is included only in the T-loop it is associated
with, but never in any other T-loops, nor M-loops.

By Rule 1(b), a VMTP component is assigned to the co-tree. Therefore, the remain-
ing components in a T-loop associated with this VMTP component are assigned to the tree.
On the other hand, the non-TP component associated with an M-loop is assigned to the co-
tree, and the remaining components in the M-loop are assigned to the tree. The following

rule results.

Rule 2. (a) In a T-loop, its associated VMTP component is assigned to the co-tree,
and the remaining ones are assigned to the tree.
(b) In a M-loop, its associated non-IMTP component is assigned to the co-
tree, and the remaining ones are assigned to the tree.

A graph has (N4-1) tree edges, where Ny is the number of nodes in the graph.
Excluding the IMTP components which, by Rule 1(a), are assigned to the tree, the graph
has only (N4-1-my) tree edges available. Suppose that a T-loop includes N, non-TP compo-
nents, by Rule 2(a), the N, non-TP components are assigned to the tree. This implies that
the number of non-TP components in a candidate T-loop cannot exceed (N4-1-my). Simi-
larly, the number of non-TP components in a candidate M-loop, excluding the non-TP com-

ponents which the M-loop is associated with, also cannot exceed (Ng4-1-my).

Rule 3.  The number of non-TP components in a candidate T- or M-loop cannot exceed

(Ng-1-my).
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The L,; matrix can be represented in terms of test points and components as fol-

lows,

B
w0 S
el | o 0 .. 0! ////////A G-1)

m——

TPV, } 0 w04
TPV, o w0}
] '
TPV v o S 0,

where TPV, TPV,, ..., and TPV ,y are the VM-test points, TPI,, TPI,, ..., and TPI; are
the IM-test points, PT, PT,, .., and PT, are the tree-components, and PC,, PC,, .., and

PC,,; are the co-tree components. Let T} ¢,be a T-loop set which is defined as

Trs = {(T1.T,, ....Tpy) | Tj is a candidate T-loop associated with TPV;} (3-2)
A candidate T-loop T; constitutes the i-th row of the matrix E,. A candidate T-loop set is

the Ty g whose corresponding E, matrix has a non-zero global column-rank. In addition, by

Rule 3, the total number of non-TP components included in a candidate T-loop set must not

exceed (Ng-1-my).

Rule4. A candidate T-loop set must satisfy
(a) The total number of non-TP components is (N4-m;-1), and

(b) The global column-rank of E, isry 2 1.

By definition, an IMTP component contributes to a column vector of E,. If an IMTP
component is not included in a T-loop set, a zero column results in E, and violates Rule

4(b). Since all the (N4-m;-1) non-TP components and m; IMTP components, i.e., PT, PT,,
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.., and PT,,», included in a candidate T-loop set are assigned to the tree, the remaining com-
ponents in the circuit, i.e., PC|, PC,, .., and PT,,;, are assigned to the co-tree. Therefore, an

M-loop set, M| g, is defined as
Mis = {(M,My, ...My;) | M; is a candidate M-loop associated with PC;} (3-3)

A candidate M-loop M; constitutes the j-th column of the matrix E; corresponding to PC;.
A candidate M-loop set associated with a candidate Ty g is the M| g whose corresponding

E; matrix has a non-zero global column-rank. Similar to Rule 4, the following rule results

Rule 5. A candidate M-loop set must satisfy
(a) The total number of non-TP components in (T} g,Mj g) is (Ng-my-1), and

(b) The global column-rank of E; isry > 1.

Based on Rules 4 and 5, we derive pairs of (T_s,Mj g) with nonzero ranks ry and r,.
By Lemma 3-1, the global column-rank r=min{ry,r,}, the pair (T g,Mj g) with the maxi-
mum rank r is then chosen for constructing the connection matrix which achieves the max-
imum diagnosability. The component assignment procedure is summarized in Algorithm 3-
1. The following example illustrates the stepwise procedure of this algorithm and the
detailed implementation.

Consider the circuit of Fig. 3-1(b), where n=11, m=4, mj=my=2, N4=6, N4-m;-1=3,
n;=5, and n,=6. The VM-test points are V45 and V13, the IM-test points are IC1 and IR1,
and the non-TP components include QBE, QCE, RL, RC, C2, R2, R3, RE, and CE. In Step

1, both IMTP components C1 and R1 are assigned to the tree. In Step 2, both T- and M-
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loops are generated using following symmetric matrix, referred to as the adjacency matrix,
which describes the relationship between any two nodes, where "1" means connection and

"0" means no connection.

Nodle —» 0 1 2 3 4 5
Index Mo 1 1 0 1 1
™S fl 0101 0
211 1 01 0 0
310 01 0 1 1
4l1 1 01 0 0
s/t 0 01 00

For V45, we generate a number of loops starting from node 4 to node 5. A path is
invalid if a node is re-visited. This implementation chooses the next node to visit in an
ascending order of the assigned node number, for simplicity. Thus, we start with node 4
which connects to nodes 0, 1, and 3. We first select node 0 which connects to nodes 1, 2, 4,
and 5, where node 4 has been visited, and only nodes 1, 2, and 5 are valid. Consequently,
we select the next valid nodes in the sequence of nodes 2, 3, and 5. Therefore, a path 4-0-
1-2-3-5 connects node 4 to node 5, and the path with the VMTP component for V45 form
a T-loop for V45. From Fig. 3-2, the path includes the following components: both edges
for RE and CE in "4-0", R2 and C1 in "0-1", R1 in "1-2", RC in 2-3, and C2 in "3-5". Sim-

ilarly, all T-loops for V45 can be generated as follows,

4-0-1-2-3-5 (RE,CE},{R2,C1},R1,RC,C2 4-1-2-0-5 QBE,R1,R3,RL
4-0-2-3-5 {RE,CE},R3,RC C2 4-1-2-3-5 QBE,R1,RC,C2

4-0-5 {RE,CE},RL 4-3-2-0-5 QCE,RC,R3,RL
4-1-0-2-3-5 QBE,{C1,R2},R3,RC,C2 4-3-2-1-0-5 QCERC,R]{C1,R2},RL
4-1-0-5 QBE,{C1,R2},RL- 4-3-5 QCE.C2

By Rule 2, the non-TP components must be less than or equal to 3. Thus, all candidate T-
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Algorithm 3-1. Component Assignment for Diagnosability Analysis

Step 1. Assign the VMTP and IMTP components by Rule 1.

2. Generate all candidate T-loops and M-loops by Rule 2, and
assign the components by Rule 3.

3. (Generate matrices E; and E,)
3.1 Select a candidate T-loop T; for each TPV; to construct a T-loop set
Ty s as in (3-2). IF end-of-selection, GOTO Step 4
3.2 IF the Ty g does not satisfy Rule 4, GOTO Step 3.1

3.3 Select a candidate M-loop M; for each PC; to construct a M-loop set
M| as in (3-3). IF end-of-selecuon, GOI!O Step 3.1
3.4 TIF the M| g does not satisfy Rule 5, GOTO Step 3.3

3.5 The component assignment is recorded as well as r; and r,.

4. (Maximum Diagnosability)
4.1 Find the maximum t, where t=min{r,,r,}, for each candidate com-
ponent assignments.
(The component assignment generates a connection matrix which
achieves t-diagnosability.)
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loops for V45 are listed below.

1. RECIRILRC,C2 5 QBECIRL 9 QCE,RC,R1,Cl1,RL
2. CECIRI,RC,C2 6 QBER2RL 10 QCE, C2

3 .RL 7 QBE,R1,R3,RL

4 CERL 8 OBE,RI,RC,C2

A candidate T-loop set is selected from Ty, in (3-1), and must satisfy Rule 4. In
order to reduce the complexity of searching process, the T-loops, as shown in Table 3-2, are
sorted in an ascending order for the numbers of non-TP components. Similarly, the sorted
T-loops for V3 and the sorted candidate M-loops for all non-TP components are also listed
in Table 3-2.

In Step 3.1, the first T-loop, (RE,RL), in V45, and the first one, (R1,RC), in V13,
are selected. Since the IMTP-component C1 is not included in either T-loop, a zero column
occurs in E, and violates Rule 4(b). Thus, the pair cannot be a candidate T-loop set. The
procedure is repeated. The first candidate T-loop set is obtained by selecting the fourth T-
loop, (QBE,C1,RL), of V45, and the first T-loop, (R1,RC), of V13. It generates the follow-
ing E, matrix

QBE C1 RL Rl RC
v4s5 1 1 1 0 0
vi3 0 0 0 1 1

which satisfies Rule 4 with ry=1. Similarly, we also obtain two other candidate T-loop sets:
the eighth T-loop, (QCE,RC,R1,C1,RL), of V45, and the first T-loop, (R1,RC), of V13; and
the tenth T-loop, (CE,C1,R1,RC,C2), of V45, and the first T-loop, (R1,RC), of V13. Both

also satisfy Rule 4 with ry=1.
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Table 3-2. T- & M-loop Candidates.

1. RERL 5 QBE,R2,RL 9 RE,CI1,RI,RC,C2
vas | 2 CERL 6 QBERIR3RL 10 CE.C1,R1,RC,C2
3 QCEC2 7 QBE,RI,RC,C2
4 QBECIRL 8 QCE.RC,RI1,C1,RL
1. RIL,RC 6 R2,RE.QCE 11 R1,R3,RE,QCE
2. QBE,QCE 7 CI,CE,QCE 12 R1,R3,CE,QCE
Vi3 | 3 CILR3RC 8 R2,CE.QCE 13 R1,R3,RL,C2
4 R2R3,RC 9 CI1,RLC2
5 C1,RE.QCE 10 R2,RL,C2
1. CLRE 4 RI1,R3CE 7 CI1,R3,RC,QCE
QBE | 2. CI1,CE 5 RI,RC,QCE
3  RI.R3,RE 6 CI1,RL,C2,QCE
ocE | I RCRLQBE 4. RC,R1,R2,CE 7. RC,R3,C1,QBE
2. RC,RI,C1,CE 5. RC,RI,R2.RE
3. RCRI,CI,RE 6. C2,RL.C1,QBE
RL | 1. C1,R1L,RC.C2 2. R2,R1,RC,C2 3. C1,QBE,QCE,C2
1. R1,QBE,QCE 5. R3,C1,RE,QCE 9. C1,R3,QBE,QCE
rc | 2 RLCLREQCE 6. R1,C2.RE.QCE 10. R1,R2,RE,QCE
3. R1,C1,CE,QCE 7. R1,R2,CE,QCE
4. RI1,C1,RLC2 8. RI,R2,RL,C2
C2 | 1. RCRI,CIRL 2. RCRI,R2,RL 3. QCE,QBE,CI,RL
1. Cl 3. CE,QCE,RCRI 5. RL,C2,RC,RI
R2 | 2. R3RI 4. RE,QCERCRI
1. CLRI 3. CE,QBERI s. C1,QBE,QCE,RC
R3 2. R2RI 4. RE,QBERI
RE | 1. CI1,QBE 3. C1,R1,RC,QCE 4. R2,R1,RC,QCE
CE 2. R3,R1,QBE
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Consider the first candidate T-loop set, where the IMTP components, R1 and Cl1,
and the non-TP components, QBE, RL, and RC, are assigned to the tree. Since the total
number of tree components is 5, the remaining components, C2, RE, CE, R2, R3, and QCE,
must be assigned to the co-tree. In Step 3.3, the M-loop sets associated with the candidate
T-loop set are formed by the M-loops for the non-TP components C2, R2, R3, QCE, RE,
and CE. Note that the non-TP components in an M-loop are assigned to the tree. Since the
candidate T-loop set has already contained all 5 trée—componcnts, a candidate M-loop must
be the one that includes only the tree components. More specifically, consider the M-loops
of C2 in Table 3-2, where it has 3 possible M-loops. The second M-loop, (RC,R1,R2,RL),
cannot be chosen because it contains a co-tree component R2. Similarly, the 3rd M-loop is
also rejected because it contains a co-tree component QCE. For the first M-loop, (RC,
C1,R1,RL), it contains only the tree components and is then chosen. Similarly, the first M-
loops of all other co-tree components, RE, CE, R2, R3, and QCE, are selected, and the cor-
responding matrix E,; is,

C2 RE CE R2 R3 QCE

IC1 1 1 1 1 1 0
IR1 1 0O 0 O 1 1

which satisfies Rule 5 with ry=1. Thus, the component assignment, C1, R1, QBE, RL, and
RC in the tree, and C2, RE, CE, R2, R3, and QCE in the co-tree, generates the partition in

Fig. 3-4 and Connection matrix Y in Fig. 3-1(c) which has 1-diagnosability.
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Fig. 3-4. Graph Representation: (a) Components and Test Points;
(b) T-loop for V45; and (c) M-loop for C2.
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For the second candidate T-loop set, it contains the tree-components, QCE, RC, Cl1,
R1, and RL, and the corresponding E, matrix has r,=1. Similarly, an associated candidate
M-loop set is constructed by selecting the first M-loops of C2, R3, and R2, the third M-
loops of RE and CE, and the fifth M-loop of QBE, and the corresponding E; matrix has
r;=1. Finally, for the third candidate T-loop set containing the tree-components, CE, Cl,
R1, RC, and C2, the corresponding E, matrix has r,=1. However, since each M-loop in RE
contains at least one co-tree component, a zero column vector occurs in E, at the column
corresponding to RE, and thus no candidate M-loop sets exist. Therefore, only two different

component assignments are concluded. In Step 4.1, both achieve the same 1-diagnosability.

3.3 Discussion

Given a circuit topology and test points, Algorithm 3-1 selects a connection matrix
whcih achieves the maximum diagnosability that the circuit can achieve. The algorithm
has been implemented to the system ADTS as a “Diagnosability Analysis” process. The
algorithm also identifies the components having poor diagnosability from the connection
matrix. To enhance the circuit diagnosability, the portions having poor diagnosability may

be redesigned using the redesignability analysis discussed in the next chapter.



Chapter 4

REDESIGNABILITY ANALYSIS

The redesign problem can be formulated as follows: assume that the schematic cir-
cuit diagram is given, but some parts of the circuit are unknown or missing, the circuit is
re-designable if the input/output (I/O) relation of each missing part can be traced, and the
derived /O relations can then be implemented. Note that we do not intend to discover the
exact circuit schematic and components that were present in the circuit originally imple-
mented [32,53]. Rather, the functions originally intended to be present will be identical.
Thus, many possible implementations exist to recover their I/O relations.

Based on our system model, CCM, with the known test input signals # and system
responses y and the characteristics of the components in the Tester Group, as in (2-13), the
I/O relations of the components in the Testee Group can be derived and evaluated. That is,
the /O relation Z? can be derived as long as b2 and a2 exist. The redesign problem can be
stated in a similar way, as illustrated in Fig. 4-1, where the I/O relation of each Missing Part
is derived using the characteristics of the Known Parts together with the applied input sig-
nals and the measured responses. Thus, both fault diagnosis problem and redesign problem
share some similarities. Based on the system model and fault diagnosis algorithm, the Miss-

ing Parts of the redesign problem in Fig. 4-1 are equivalent to the components in the Testee

Group as in Fig. 2-4, while the Known Parts are equivalent to those in the Tester Group.
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Fig. 4-1 Redesign problem.

l Missing component

Fig. 4-2 Example circuit with four missing components.
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Therefore, the process of deriving the I/O relations for the components in the Testee Group
can be applied to derive the I/O relations for the Missing Parts in the redesign problem.

Our proposed redesign process is comprised of two steps: (1) redesignability check:
and (2) redesign solution. Based on a set of rules derived from circuit topology, the former
step checks whether a given circuit is redesignable with respect to a set of Missing Parts,
given some test points. In this step, neither circuit simulations nor test vector applications
are needed. Once the circuit is found to be redesignable, the I/O relations of the Missing
Parts are derived to recover the Missing Parts. This aim is to develop an algorithm that ef-
ficiently determines whether the circuit is redesignable.

In the next section, rules for redesignability check are discussed. Section 4.2 pre-
sents the development of the proposed redesign process. Finally, discussion is given in Sec-

tion 4.3.

4.1  Unredesignability/Redesignability

Given a target circuit with the selected test points, one can derive the connection
matrices L;; and L5, in (2-1), from the circuit topology, and L,; and L,, from the test
points. Suppose that the circuit consists of n components and m test points, the L,; matrix
is an m-by-n matrix. Suppose also that there exist q missing components in that circuit, a
matrix, referred to as MP-matrix, is formed by those columns in L,; which are

corresponding to these q missing components. Therefore, the following lemma results.

Lemma4-1. A target circuit is redesignable if the corresponding MP-matrix has a full

global column-rank.
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Proof: A full global column-rank MP-matrix is left invertible. Thus, the /O relation of each
missing component can be derived as shown in (2-10a). This concludes that the circuit is

redesignable.

Example .
Consider the example circuit and test points in Fig. 3-1(b). Suppose that C1, RC,
CE, and R3 are four missing components, as the shaded blocks indicated in Fig. 4-2. The

following MP-matrix is extracted from the columns 1,4,8 and 11 of the L,; matrix in Fig.

3-3(a),
0011
0 0 0 -1
-1 0 00
0-100O0

and it has a full global column-rank. By Lemma 4-1, the circuit is redesignable.

By definition, a circuit is ¢-diagnosable if, given the results of all allowable tests,
one can uniquely identify all faulty components provided that the number of faulty
components does not exceed t [54,55]. The following theorem results.

Theorem 4-1. A t-diagnosable circuit is definitely redesignable if the number of missing
components in the target circuit is less than t.

Proof: If the circuit contains less than t missing components, then the corresponding MP-

matrix is contained in a Lle matrix which has a full global column-rank because the circuit

is t-diagnosable. Thus, the MP-matrix also has a full global column-rank. By Lemma 4-1,

the circuit is redesignable.
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The circuit in Fig. 4-2 has been shown as 1-diagnosable [39] if partitioned properly.
By Theorem 4-1, the circuit with any single missing component is definitely redesignable.
The t-diagnosability in Theorem 4-1 ensures the circuit redesignability if the circuit has at
most t missing components. However, a t-diagnosable circuit may still be redesignable even

when it has more than t missing components.

Example 2.
Consider the same circuit with the same connection matrix in Example 1, except

changing the missing components as RC, QBE, C2 and RL, as shown in Fig. 4-3(a). The

MP-matrix,
0 0 0 1
0 0 0 -1
0-1-10
-1 0 0O

does not have a full global column-rank. However, with an alternative connection matrix

shown in Fig. 4-3(b), the MP-matrix corresponding to the missing components, RC, C2,

RL, and QBE is
001 1
0 0- 0
1-100
1000

and it has a full global column-rank. Thus, the circuit is redesignable.
Example 2 shows that the corresponding MP-matrices for different connection

matrices may be different. The MP-matrix for one connection matrix may not be full global

column-rank, but it may be full global column-rank for other connection matrices. There-
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Fig4-3. Example circuit: (a) with missing components;

(b) a connection matrix; and (c) a graph.
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fore, a circuit is redesignable if there exists at least one connection matrix in which the cor-
responding MP-matrix has a full global column-rank. Otherwise, the circuit is

unredesignable.

Theorem 4-2. A circuit is unredesignable if there exist no full global column-rank MP

matrices for all possible connection matrices.

If a circuit has more than m missing components, where m is the number of test
points, then we will never be able to find a full global column-rank MP-matrix. Thus, the

following theorem results.

Theorem 4-3. A circuit is unredesignable if the number of missing components exceeds m.

It is impractical to check the rank of the corresponding MP-matrices of all possible
connection matrices of a target circuit. An efficient algorithm is developed to find a
connection matrix whose corresponding MP-matrix has a full global column-rank from

circuit topology, which will be presented in the next section.

4.2  Redesignability Analysis: Component Assignment Algorithm

Consider a target circuit that has n components, m test points, and q missing com-
ponents. Let m; and my be the numbers of IM- and VM-test points, respectively, where
mp+my=m. Fig. 4-4 illustrates a graph that describes the example circuit in Fig. 4-3(a),

where both test points and missing components are indicated. Similar to the partitioned L,
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Fig. 4-4 A graph for the circuit in Fig. 4-3(a)
with test points and missing components.
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matrix in (3-1), the MP-matrix can be partitioned as follows,

MP-Matrix

MC, MC, .. MCiv | MCgy,; .. MCq
m | o o o | 1(4/?
TPLy 0 0 .. 0 0 //
wi | 770 | « o o

X
s |\ 20 1 .

where TPV, TPV,, ..., and TPV y are the VM-test points, TPI;, TPI,, ..., and TPI; are

N

the IM-test points, and MC;,.. MCgy, MCqy,,...MC, are the missing components. Con-
structing linearly independent columns in a MP-matrix is equivalent to constructing lin-
early independent columns in both matrices MX and MY. Without loss of generality, we
assume that the matrix MX includes qy’s missing components, and MY includes the
remaining ones. Let a T-loop set, Ty ¢, be defined as (3-2), we define a candidate T-loop set
as the Ty g which constitutes a MX matrix with a global column-rank of qy The necessary
condition for MX to have a global column-rank of qy is my = qy. Also, the necessary con-
dition for MY to have a global column-rank of (q-qy) is m-my, 2 g-qy. Thus, the number of

missing components in a candidate T-loop set is ranged between my and q-m+my.

Rule 4-1. A candidate T-loop set with qy’s missing components must satisfy
(a) my2qy2qg-m+my;
(b) All candidate T-loops constitute MX with a global column-rank of qy.

(c) Rule 4(a).
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Given a candidate T} g which includes the missing components MC;, i=1,2,..,qy; let
a M-loop set, M g, be defined as (3-2) and a candidate M-loop Myv.j constitutes the j-th
column of the matrix MY. Therefore, we define a candidate M-loop set associated with a
candidate Tj g as the My g which constitutes a MY matrix with a global column-rank of (q-

qy)- Similar to Rule 4-1, the following rule results

Rule 4-2 A candidate M-loop set with (q-qy)’s missing components must satisfy
(a) All candidate M-loops constitute MY with a global column-rank of (q-qy).

(b) Rule 5(a).

Consequently, a MP-matrix formed by a pair of a candidate Ty g and its associated
candidate M s, (T_g,M[ s), has a full global column-rank q.

The component assignment procedure is summarized in Algorithm 4-1. The follow-
ing example illustrates the stepwise procedure of Algorithm 4-1 and the detailed implemen-

tation.

Example 3.

Consider the circuit of Fig. 4-3(a) which has 11 components. The VM-test points
are V45 and V13, and the corresponding VMTP components are virtual components. The
IM-test points are IC1 and IR1, and the IMTP components are C1 and R1. The missing
components are RC, C2, RL, and QBE. In Step 1, g=m=4, and, by Step 2, both components
C1 and R1 are assigned to the tree. In Step 3, both T- and M-loops are generated using sym-

metric adjacent matrix described in section 3.
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For V45, all T-loops can be generated as follows,

4-0-1-2-3-5 (RE,CE},{R2,Cl1},R1,RC,C2 4-1-2-0-5 QBE,R1,R3,RL
4-0-2-3-5 {RE,CE},R3,RC C2 4-1-2-3-5 QBE,R1,RC,C2

4-0-5 {RE,CE},RL 4-3-2-0-5 QCE,RC,R3,RL
4-1-0-2-3-5 QBE,{CI1,R2},R3,RC,C2 4-3-2-1-0-5 QCERCRI{CI1,R2},RL
4-1-0-5 QBE,{C1,R2},RL 4-3-5 QCE,C2

In Fig. 4-4, the number of non-IMTP components is N4-my=6-2=4, where the IMTP com-

ponents are C1 and R1. By Rule 2, all candidate T-loops for V45 are listed below.

1. RECLRLLRC,C2 5 QBECIRL 9 QCE,RC,R1,C1,RL
2. CECILRLRC,C2 6 QBER2RL 10 QCE, C2

3 RERL 7 QBE,RL,R3,RL

4 CERL 8 OBE,RI1,RC,C2

According to Step 4.1, a candidate T-loop set is selected from Ty g in (4-1) which
satisfies Rule 4-1, where the total non-IMTP components in the candidate T-loop set cannot
exceed (N4-my-1). Therefore, we sort the above table so that the number of non-IMTP
components is in an ascending order. In this arrangement, we may have a better chance to

derive a candidate T-loop set which meets Rule 4-1(b).

1. RERL 4 QBECIRL 7 QBE,Rl],RC,C2
v4s| 2. CERL 5 QBER2RL 8 RE,C1,R1,RC,C2
3 QCEC2 6 QBE,R1,R3,RL 9 CECLRLRC,C2

Similarly, the sorted T-loops for V13 and M-loops for QBE, RL, RC, and C2 are listed as

follows.
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1. RL,RC 4 CI,RE.QCE 7 RI,R3.RE,QCE
vi3| 2. QBEQCE 5 CI.CE,QCE 8 RI1,R3,CE,QCE
3 CI,R3,Rc 6 CLRLC2 9 RIR3R.,C2
1. CLRE 4 RIR3,CE 7 C1,R3,RC,QCE
QBE| 2. CICE 5 RI1.RC,QCE
3 RI,R3,RE 6 CI.RL,C2,QCE
RL| 1. CLRIRCC2 2. R2RI,RC.C2 3. C1,QBE,QCE,C2
1. RI1,QBE.QCE 4. RI,C1,RL.C2 7. R1,R2,CE,QCE
RC| 2. RI1,C1,RE,QCE 5. R3,C1.RE.QCE 8. RI,R2,RL.C2
3. RI,C1,CE,QCE 6. R1,C2.RE.QCE
c2| 1. RCRICIRL 2. RC,RI,RZ,RL 3. QCE.QBE.CIRL

In Step 4.1, we choose the first T-loop, {RE,RL}, for V45, as shown in Fig. 4-5(a),
and the first T-loop, {R1,RC}, for V13, as shown in Fig. 4-5(b), to form a candidate T-loop
set which satisfies Rule 4-1. The matrix MX has a global column-rank of 2, where the
matrix is

R
V45 0
Vi3 1

C RL

1

0
The uncovered missing components are C2 and QBE. In Step 4.3, the first M-loops for both
C2 and QBE, as shown in Fig. 4-5(c) and Fig. 4-5(d), are chosen to form a candidate M-
loop set which satisfies Rule 4-2. The matrix MY is

C2 QBE
RI 1 0
Ic1 11

This concludes that the components {R1,C1,RE,RL,RC} are assigned to the tree and the
remaining ones to the co-tree, as shown in Fig. 4-5(e).

In fact, the component assignment for the graph in Fig. 4-5(e) is derived by taking
the 8-th T-loop for V45, the first T-loop for V13, the first M-loop for QBE, and the first M-
loop of RL. Thus, RE, C1, R1, RC, and C2 are assigned to the tree and the remaining ones

are to the co-tree. Algorithm 4-1 has been implemented to the test system, ADTS, as a
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Figu. 4-5. Component Assignment Procedure: (a) A T-loop for V45;
(b) A T-loop for V13; (c) A M-loop for C2;
(d) A M-loop for QBE; and (e) Component Assignment.
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Algorithm 4-1. Component Assignment for Redesignability Analysis

Step 0.

Let n, m, and q be the number of components, test points, and
missing components.

. IFq>m, GOTO Step 5

Assign the VMTP and IMTP components by Rule 1.

3. Generate all candidate T-loops and M-loops by Rule 2, and

5.

assign the components by Rule 3.
(Generate matrices MX and MY)

4.1 Select a candidate T-loop T; for each TPV; to construct a candi-
date T-loop set Ty s. IF end-of-selection, GOTO Step 4-5
4.2 IF the T g does not satisfy Rule 4-1, GOTO Step 4.1

4.3 Select a candidate M-loop M; for each MC; to construct a candi-
date M-loop set M; . IF end-of-selection, GOTO Step 4.1
4.4 IF the M g does not satisfy Rule 4-2, GOTO Step 4.3

4.5 The component assignment is done, and the circuit is redesign-
able.
EXIT

The circuit is unredesignable.

&n\'
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“Redesignability Analysis” process. It should be mentioned that, with exhaustive search of
the possible component assignments, we have identified 5 different assignments for the

example circuit in Fig. 4-4.

4.3 Discussion

This chapter presents the redesignability analysis process for analog circuits. One
of the most difficult aspects of redesign is the recognition of the functionality of existing
implementation. The developed redesign process is comprised of two steps: (a) redesigna-
bility check; and (b) redesign solution. Based on circuit topology, a set of rules is developed
to assign the edges in a graph to either tree or co-tree so that the associated MP-matrix with
generated L-matrix is left invertible. Consequently, the I/O relations of the missing compo-
nents can be reconstructed from the corresponding pseudo circuits. If a valid component
assignment exists by Algorithm 4-1, the target circuit is redesignable. Otherwise, it is unre-
designable with respect to the missing components. Note that the circuit may be possibly
modified to become redesignable by decreasing the number of missing components. (we
assume that the number of test points is fixed during the redesign process.) This can be
achieved by combining some missing components as a bigger component, as shown in Fig.
4-6, referred to as missing circuit augmentation [56]. A combined missing component may
include a number of missing components and/or known co;xlponents. As the number of
missing components is decreased, the number of test points may also decrease if IMTP- or
VMTP component(s) are included by combined missing components.

Once circuit is found redesignable, the I/O relations of missing components can be

derived by (2-10): the redesignable configuration is used to construct the L-matrix in (2-7)

61



Fig. 4-6. Missing Component Compaction examples.

62



first. Since the corresponding MP-matrix is left-invertible, by the K-matrix for the pseudo
circuit in (2-11), we can find aiz and bi2 of the i-th missing component to construct its /O
relation, where both aiz and biz are functions of the system input vector u, the system
response vector y and characteristic functions of the known parts. In fact, the I/O relation
of the i-th component can also be derived using Sspice, a symbolic version of Spice [57,58].
With appropriate selection of input signal vectors u and the generated system response vec-
tor y, the missing components can be constructed from the I/O relations.

As mentioned, the component assignment for a given graph (or circuit) is not
unique. Which component assignment may provide the lowest cost for redesign is very
important for further exploration. In addition, the complexity of the symbolically repre-
sented I/O relations [58] is an important issue. Selecting appropriate input vector u is also

essential for generating redesign solution(s) [56].
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Chapter 5

TEST POINTS SELECTION

This chapter presents an efficient test points selection (TPS) process for easily test-
able analog circuit design. The selections of both VMTPs and IMTPs are discussed. The
selection of VMTPs can be formulated as to find a minimum set of fundamental loops that
cover all nodes in the circuit graph, while the selection of IMTPs is to find a minimum
number of cut-sets that cover all co-tree edges in the graph. Section 5.1 describes the prob-
lem statement of the test points selection. Section 5.2 presents the development of TPS
algorithm which finds the minimum number of test points and identifies their locations
from circuit topology. Section 5.3 introduces a heuristic algorithm to speed up the selec-
tion process for larger circuits. Finally, summary and concluding remarks are given in

Section 5.4.

5.1  TPS Problem Statement

According to Rule 1 ~ Rule 3 in Chapter 3, the edges included in the fundamental
loops associated with the selected VMTPs are assigned to tree edges, and the remaining co-
tree edges must be included in the cut-sets associated with the selected IMTPs [31]. In otﬁcr
words, given a tree, the test points must be selected in such a way that the fundamental
loops associated with the given VMTPs cover all tree edges, and the cut-sets associated

with the selected IMTPs cover all co-tree edges. Therefore, the TPS problem for VMTPs,




referred to as TPS_V problem, can be stated as follows,
"to find a minimum number of fundamental loops that cover all tree edges"

Similarly, the TPS problem for IMTPs, referred to as TPS_I problem, is stated below,

TPS_I Problem:

"to find a minimum number of cut-sets that cover all co-tree edges"

Unfortunately, the number of possible trees in a graph is Nde'2 for circuit graph
with the number of nodes Ny = 3 [59]. Thus, exhaustively searching for all possible trees
for test points selection problem is impractical particularly for large N.

For each VMTP, there exists a unique fundamental loop associated with it. The fun-
damental loop includes at least two nodes, i.e, the terminal nodes of the VMTP component.
Since a fundamental loop visits the nodes it includes only once, the loop across these two

terminal nodes is a valid path. Therefore, the TPS_V problem can be re-stated as follows,

TPS_V Problem:

"to find a minimum number of valid paths that construct a tree and

cover all nodes in a graph"

It should be mentioned that (1) any node in a valid path cannot be visited twice or
more. However, one node can be visited by two different valid paths as long as no close
loops are formed; (2) the valid paths define a tree in the given circuit graph. (3) the selected
VMTPs construct the E, matrix in Table 3-2 and must satisfy r, > 1. Therefore, the TPS_I
problem then selects a minimum number of cut-sets that covers all co-tree edges. The tree

edges associated with the selected cut-sets are selected as the IMTPs which construct the
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E| matrix satisfying r; > 1. For an example circuit and given tree/co-tree partition shown in
Fig. 5-1(a), Fig. 5-1(b) illustrates the two fundamental loops associated with V45 and V13.
while Fig. 5-1(c) shows the cut-sets associated with IC1 and IR1. Since all circuit elements
can be covered by either fundamental loops associated with VMTPs or cut-sets associated

with IMTPs, this configuration is at least 1-diagnosable.

5.2  Algorithm Development

A Hamilton path is a valid path in a graph such that it contains all the nodes [60]. If
there exists a Hamilton path in a graph, by the TPS_V problem, the circuit needs only one
VMTP, which is across two terminals of the Hamilton path, to diagnose. A simple suffi-
cient, but not necessary, condition for checking the existence of a Hamilton path in a graph
can be found in [59]. In general, not all circuits contain the Hamilton paths.Thus, efficient
algorithm are developed to resolve the TPS_V problem.

To reduce the complexity of searching valid paths in a graph, the original graph G
is simplified as G’, a simple graph, by merging the parallel edges and/or series edges as fol-

lows,

Rule 5-1. (a) if two or more edges are connected in parallel, they are merged as one in G’;
and

(b) if two or more edges are connected in series, they are merged as one in G’.

Consider the graph G in Fig. 5-2(a), the parallel edges R2 and C1 in G are merged
as the edge g; in G’, as shown in Fig. 5-2(b). Similarly, the parallel edges RE and CE are

merged as g¢, while the series edges C2 and RL are merged as g, where node "5" is elim-
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Fundamental
loop for V13

Fundamental
loop for V45

Fig. 5-1. Example Circuit: (a) Tree in A circuit Graph;
(b) Fundamental Loops; and (c) Cut-sets.

Fig. 5-2. Example for Test Point Selection Process: (a) Circuit Graph;
(b) Simplified Version; (c) Path Selection; (d) Selected F-loop(s);
(e) Cut-set Selection; and (f) Test Point Locations.
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inated. As a result, the number of edges and nodes in G are 11 and 6, and they are reduced
to 8 and 5 in G’, respectively.
The next step is to search for the possible valid paths from the adjancecy matrix of

the graph, where the adjacency matrix of G’ is as follows:

Node _, o | 2 3 4
Index ofo 1 1 1 1
I
211 1 0 1 0

3l1 0 1 0 1

41 1 0 1 o0

Consider the construction of all valid paths between node 1 to node 2. all valid paths
between nodes 1 and 2 can be generated as follows, where the paths with "*" indicate the

Hamilton paths:

1-0-2 1-4-0-2
1-0-3-2 * 1-4-0-3-2

* 1.0-432 | *1-4-3-02
12 1-4-3-2

Once the valid paths are constructed, a minimum set of valid paths that cover all
nodes is selected, where the valid paths construct a tree in G’. The parallel and series edges

in G are assigned based on the assignment in G’ and the following rule.

Rule 5-2. (a) For parallel edges in G, if the corresponding edge in G’ is assigned to tree,
we assign any one of the parallel edges to tree and the remaining ones to
co-tree; if the correspoﬁding edge in G’ is assigned to co-tree, we assign
all parallel edges to co-tree.

(b) For series edges in G, let the terminal nodes of the series edges be o and

B, respectively, if the corresponding edge in G’ is assigned to tree, we
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assign all series edges to tree, if the corresponding edge in G’ is assigned
to co-tree, we assign the edge with a to co-tree, and the remaining ones to

tree, where a is the terminal node of the valid path.

Consider a simple G’ with a Hamilton path 1-4-0-3-2, as illustrated in Fig. 5-2(c),
where the tree edges are g3, g¢, g7, and g4, and the co-tree edges include g,, g;, g5, and gg.
By Rule 5-2, the parallel edges C1 and R2 are assigned to co-tree, as shown in Fig. 5-2(d).
Similarly, for tree edge gg, the parallel edges RE and CE are assigned to tree and co-tree
edges, respectively. Finally, for the tree edge g, the series edges RL and C2 are assigned
to tree. This concludes that the circuit needs only one VMTP at the voltage across nodes 1
and 2, i.e., V12. In general, if there exist a minimum set of my,’s valid paths that include all
nodes in G, then the circuit requires my’s VMTPs.

For the TPS_I problem, it is to find a minimum number of cut-sets that cover all co-
tree edges. The problem can be formulated as a minimum covering problem. More specif-
ically, consider a matrix D=(Dj;)exy, Where e=Ny4-1 and k=n-e. The selected VMTPs define
the tree edges {PT, PT,,..,PT.} and the remaining edges in the graph are co-tree edges, say,
{PC,, PC,, .., PCy}. The j-th column of D is associated with PC; and describes the funda-
mental loop associated with PC;. Similarly, the j-th row means the cut-set associated with
PT;. Therefore, if the co-tree edge PTi; is included in the fundamental loop associated with
PC;, then Dji="x". Otherwise, Dji=" " (blank). For example, consider the tree in Fig. 5-2(d),

where the tree edges are RC, C2, RL, RE, and QBE, and the co-tree edges include R1, R2,
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R3, C1, CE, QCE. Thus, the corresponding matrix D can be constructed as follows

R1R2R3 C1 CE QCE
RC

X X
C2 x X X
RL x X X
RE x x X X X
QBE x «x X

For example, there exists a fundamental loop associated with co-tree edge R1 including the
tree edges RC, C2, RL, RE, and QBE. Thus, the x’s in the first column indicate the tree
edges that are included in the fundamental loop associated with R1. Therefore, the TPS_I
problem is to find the minimum number of rows that cover all co-tree edges R1, R2, R3,
Cl1, CE, and QCE. In other words, the TPS_I problem is to find the minimum number of
rows that cover all co-tree edges, i.e., all PC;’s.

The minimum covering problem can be resolved using the prime implicants chart
used in the Quine-McClusky method [60] for two-level logic minimization. In that chart,
we first find the essential prime implicants, equivalent to essential cut-sets here. These are
immediately apparent whenever there is a single "x" in any column. This means that there
is a co-tree edge which is covered by one and only one cut-set. For example, the column
with respect to CE has a single "x", where the cut-set associated with the tree edge RE is
the one and only one which covers CE. The essential cut-sets must participate in the final
cover. A reduced prime implicant chart can be obtained by deleting the column and row
associated with the essential cut-set. Since the essential cut-sets usually cover additional
co-tree edges. Any columns that have an "x" in a row associated with an essential cut-set

are also deleted. In case that there exist cyclic prime implicant tables, the Patrick’s method

can be applied to find a set of minimum covers [60].
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An essential cut-set associated with RE was found in the above chart and it covers
the co-tree edges R1, R2, C1, and QCE. Only one column R3 is remained and can be cov-
ered by any one of the cut-sets associated with RC, C2, or RL. Fig. 5-2(e) shows the two
cut-sets associated with RE and RC which cover all co-tree edges. Fig. 5-2(f) illustrates that
the circuit can be diagnosable with a VMTP, V12, and two IMTPs, IRE and IRC. Based on

this edge assignment, we obtain the following matrices E; and E,:

QBERE RL C2 RC|R1 R3 QCECE R2 C1
IRC 0 0 0 0 0j1 1 0 0 OO
IRE 0 0 0 0o 0fOo O 1 1 1 1
VRI 1 1.1 1 1]0 0 0 0 O O

It can be easily verified that both r; and r, are equal to 1. Algorithm 5-1 summarizes the
above test point selection process.

Consider the simple graph G’ with a Hamilton path 1-4-3-2-0, as shown in Fig. 5-3
(a). Since the edge g7 in G’ is assigned to co-tree and node O is a terminal node of the valid
path, by Rule 5-2, RL is assigned to tree and C2 to co-tree, as shown in Fig. 5-3(b). As a
result, the edge V15 is chosen as the only VMTP, and the tree edges include QBE, QCE,
RC, R3, and RL, while R1, R2, RE, Cl, C2, and CE are in co-tree. The corresponding D
matrix can be generated as follows.

R1R2REC1 C2CE
QBE x x X

QCE x x x x X
RC x x x x x x
R3 X X X X X
RL X

Obviously, the cut-set associated with RC covers all co-tree edges and can be illustrated in

Fig. 5-3(c). Thus, the circuit is diagnosable with two test points: the VMTP V15 and the
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Fig. 5-3. Example for TPS Process: (a) Circuit Graph G’ with Tree;
(b) G with Tree and Cut-set; and (c) Test Point Locations.
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IMTP IRC. Based on the edge assignment, we obtain the following matrices E, and E,

1 R2RE C1 C2 CE

QBE QCERCR3 RL R C
IRC 0 000 OjJ1 1 1 1 1 1
VR1 1 111 170 0 O O O O

where both E; and E, have global column-rank of 1.

5.3 Improvement

As presented in the previous section, a simple adjacency matrix was used to find the
possible valid paths. Among the possible valid paths, a minimum set is chosen to cover all
nodes in the graph and to determine the VMTPs. However, finding all possible valid paths
from the adjacency matrix of a graph for a reasonably large circuit may have very high
searching complexity. Therefore, this chapter presents a simple heuristic algorithm, as sum-
marized in Algorithm S-2, for finding a near minimum set of valid paths that covers all
nodes in the graph. For simplicity of this discussion, a challenge graph given in Fig. 5-4(a)
is used to illustrate the stepwise procedure, and its adjacency matrix is given in Fig. 5-4(b),
where the degree of a node is the number of its adjacent nodes. The node degree can be
computed by summing up the number of 1’s in the associated row.

The developed algorithm finds a valid path at a time. For the first valid path, the
node degrees are first computed and the node with the highest degree is selected as the ini-
tial node. If more than one nodes with the highest degree exist, the node with the lower
index has the higher priority to be selected. For simplicity, the node with highest priority is
the one to be selected, NTBS node, for short. For example, the highest node degree in the

adjacency matrix is 5, where nodes 8, 10, and 12 have the same highest node degree. Thus,
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Fig. 5-4. Example: (a) Graph; and (b) Adjacency Matrix.
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the NTBS node is the node 8. Let the initial node of the first valid path be denoted as node
o, i.e., the valid path start with the node o.. The next step is to find the NTBS node, B, of c.
For example, node 8 has 5 adjacent nodes 2, 7, 9, 13, and 15 that have the same degree of
3. Thus, the NTBS node of a is node 2, i.e., B=2. It should be noted that the degree of a
node must be updated if its adjacent nodes have been visited. Once B is selected, the next
step is to find its NTBS node. The same process is repeated until no more NTBS node
exists. Let ¥ be the node which does not have NTBS node, i.e., y is the terminal node of the
valid path. The process generates the following valid path, as shown in Fig. 5-5(a),
8525195655-493-59-10-11-12-7
where y=7. Once the terminal node is found, the valid path may be extended from the initial
node o if its NTBS node exists. Let n be the NTBS node of a in the extended valid path.
For example, at this moment, node 8 still have two adjacent nodes 13 and 15 which are not
yet visited. Thus, node 13 is chosen as its NTBS node, i.e., n=13. The next step is to find
the NTBS node of 1, and the same process is repeated until no more NTBS node exists. Let
p be the terminal node of the extended valid path. The extended path for the example is
8131614
where p=14.

In summary, the first valid path is constructed from o to y if no extension exists, and
thus the VMTP is selected at V(c,y). On the other hand, if extended path exists, then the
valid path starts from p to y and the VMTP is selected at V(p,y). In the above example, the
path is from node 14 to 7, i.e., the VMTP is either V(7,14) or V(14,7).

Once the first valid path is constructed, the remaining valid paths are generated from

the unvisited nodes. Note that loops are not allowed in a tree. In order to avoid forming
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(a) VMTPS: V(7,14), V(8,15) (c) IMTP: g3 and g22

2 7 10 11 12 14 15 19 20 23 24 26
1 x X X X X X X
3 x x x x X X X X X X X
4 x x X X X X X X X X
5 x x X X X X X X X
6 x x X X X X X X
8 X X X X X X
9 X X X X X X X X X X
13 X X
16 X X X X X X X X Xx
17 X X X X X X
18 X X X X X
21 X X
122 X X X X
25 x x
27 x X X
(b)

Fig. 5-5. Example Graph: (a) Tree and Co-tree Edges;
(b) Prime Implicant Chart; and (c) Cut-sets for g3 and g22.
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W TTPER ALY S s

Algorithm 5-1: Algorithm for Test Points Selections
Step 1. Generate simple graph G’ using Rule 5-1.

2. (Select VMTPs)
2.1 Generate all valid paths
2.2 Select a candidate set of valid paths that cover all nodes in G’.
2.3 Assign edges in G using Rule 5-2.

3. (Select IMTPs)
3.1 Generate the prime implicant table or reduced table
3.2 Find essential cut-sets
3.3 If exist, GOTO Step 3.1;
3.4 Apply Patrick’s method if necessary.
3.5 m=mp+my;
IF m is not minimum, GOTO Step 2.2.
3.6 DONE.
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loops, any nodes in a valid path cannot be revisited. However, a node may be visited by two
different valid paths as long as no loops are formed. Therefore, the nodes included in the
first valid path may be re-visited by the other valid paths.

In this algorithm, a flag, FLAG(i), is used to define the status of the i-th node. More
specifically, FLAG(i)=0 if the i-th node has not yet been visited, FLAG(i)=1 if the i-th node
is visited by the current path, and FLAG(i)=2 if the i-th node is visited by the previous
paths. The flags are initialized as 0’s before the first valid path is constructed. Once the first
path is generated, FLAG(i) is set to a 2 if FLAG(i)=1. When the second path is constructed,
the candidate nodes for the NTBS node are those adjacent nodes with FLAG(i)=0 or 2.
However, the ones with FLAG(i)=0 has higher priority to be chosen than those with
FLAG(i)=2 so that more unvisited nodes can be covered. Once the i-th node is chosen as
the NTBS node, the flag, FLAG(i)=0 or 2, will be set to a 1. The node with FLAG(i)=1 is
always disqualified as the candidate NTBS node. Thus, no loops will be formed in this
selection process.

For the above example, after constructing the first valid path, there exists only one
node which is unvisited, i.e., node 15. By Algorithm 5-2, its NTBS node is node 8 and no
more unvisited nodes. The second valid path is from node 15 to node 8 and thus the second
VMTP is V(8,15) or V(15,8). Since no unvisited node exists, the process terminated and a
tree is constructed and shown in Fig. 5-5(a). Therefore, the tree and co-tree edges are listed
as the indices shown in Fig. 5-5(b). Based on the row covering scheme in Algorithm 5-1,
both rows 3 and 22 cover all co-tree edges. Therefore, the IMTPs are selected at g3 and g,.
Fig. 5-5(c) illustrates the cut-sets for g3 and g,,. This concludes that the circuit needs only

four test points to make it easily testable.
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/*

*/
Step

Algorithm 5-2: Improved Algorithm for Test Points Selections

Node(i): i-th node in the graph, i=1,2,..,n;

Adj(x): the adjacent nodes of the node x;

FLAG(i): the status of the i-th node;

0- unvisited; 1- visited in current path; 2- visited in previous paths.
V_path(v)[]: an array of nodes in the v-th valid path.

NTBS() is a function for finding NTSB node.

NTSB(0,v,j) - from all nodes with FLAG=0 for v-th path;
NTSB(1,v,j) - from the adjacent nodes of V_Path(v)[j] with FLAG=0;
It returns the NTSB nodes, or a 0 if no NTSB exist.

1. v=1; FLAG=0; p=#{i | FLAG(i)=0}

2. /* Construct the v-th valid path, first find the initial node */
2.1 j=1; V_path(v)[1]=NTBS(0,v,j); FLAG(j)=1; p=p-1;
2.2 k=NTBS(1,v,);

23 If (k=0)
{j=j+1; V_path(v)[jl=k; FLAG(k)=1; p=p-1;
if (p=20) GOTO Step 2.2;}
2.4 r=j; /* terminal node */

3. /* Extended path */

3.1 k=NTBS(1,v,1);

3.2 If (k#0 & p=0)

{ j=j+1; V_path(v)[jl=k; FLAG(K)=1; p=p-1;
if (p=0) GOTO Step 3.1;}

3.3 g=j; /* terminal node */

3.4 If (g=r) g=1; /* No extended path */

/* v-th valid-path from V_Path(v)[q] to V_path(v)[r] */

FLAG(i)=2 if FLAG(i)=1 for all i; /* reset flags */

If (p20) {v=v+1; GOTO Step 2;}

Valid Paths, V_path(j), j=1,2,..,v-1, are generated.

A
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It should be mentioned that the minimum covering problem is an NP-complete
problem. This chapter developed an efficient heuristic algorithm to find a near optimum set
of valid paths that cover all the nodes in a graph. Algorithm 5-2 is, in fact, a greedy algo-
rithm. The first valid path is constructed in such a way that it is extended as longer as pos-
sible. Then, the remaining valid paths are generated from the unvisited nodes. In general,
with the longest paths in the first attempt, the number of valid paths may not be the mini-
mum, but it can be near minimum. Therefore, developing efficient algorithms which are

better than the greedy algorithm can improve the quality of the TPS solutions.

54  Discussion

This chapter formulates the problem of selecting test points for easily testable ana-
log circuits as a minimum covering problem on a circuit graph. More specifically, the selec-
tion of VMTPs is the problem of finding a minimum set of valid paths that cover all nodes
in the graph, while the selection of IMTPs is to find a minimum set of cut-sets that cover
all co-tree edges. Two efficient algorithms, namely, Algorithms 5-1 and 5-2 have been
developed to select the test points from circuit graph during the design phase[61]. The valid
paths in Algorithm 5-1 are constructed in an exhaustive-like fashion, while those in Algo-
rithm 5-2 are generated in a greedy approach. The emphasis of this chapter is placed on for-
mulating the TPS problem and presenting some efficient and effective algorithms.
However, the quality of test points selection can be improved in many different ways which
lead to a very interesting research topic for further study.

More specifically, in Algorithm 5-2, the next node to visit is the adjacent node with

the highest degree. If there are more than one nodes with the highest node degree, the one
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with the lower index has the higher priority to be selected. Consider the same circuit graph
in Fig. 5-4(a). With the same edge index assignment, but different node index assignment,
Algorithm 5-2 generates an alternative tree in Fig. 5-6(a). Thus, the circuit needs two
VMTPs at V, 15 and V| 16, and three IMTPs at g4, g4, and g5, as shown in Fig. 5-6(b).
In other words, Algorithm 5-2 may generate different results for different index assign-
ments. Therefore, how to generate an index set for Algorithm 5-2 such that the results is
optimal is a very interesting problem to be further developed.

In addition, in Algorithm 5-2, the valid paths are selected from the simple graph G’.
All edges in G’ are weighted equally when the node degrees are calculated. It should be
mentioned that, in the simple graph G’, if an edge is obtained by merging all parallel edges,
it should have less weight. Because we assign the edge in G’ to tree, by Rule 5-2(a), we
assign any one of the parallel edges to tree and the remaining ones to co-tree. Therefore, we
need the edge as an IMTP, as illustrated in Fig. 5-1. With the above different weight, one
may obtain much less number of test points, as illustrated in Fig. 5-3. This TPS process has
been integrated into yjr test system, ADTS, as a “Test Points Suggestions” process.

The goal of the TPS problem is to find a minimum set of test points. In other words,
the problem is to minimize the total number of VMTPs and IMTPs. To simplify the TPS
process, we first minimize the number of VMTPs to construct a tree and then minimize the
number of IMTPs. In some cases, the tree constructed from the minimum set of VMTPs
may not be the tree which has the minimum set of IMTPs in the circuit graph. Thus, one
may re-formulate the TPS problem so that both VMTPs and IMTPs can be minimized
simultaneously. This is also an important problem to improve the quality of the developed

TPS solutions.
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VMTPS: V(12,15), V(1,16)

5 7 8 9 10 12 18 21 22 23 24 25

1 x x X

2 x x x X

3 x x x x X
4 x x x x x x

6 x X

11 X X X X

13 X X X X X X
»14 X X X X X x x

15 X X X X X X

16 X X X X X X X

17 X X X X X Xx

19 X X
120 X X X X X

26 X X X

27 X X ®)

Fig. 5-6. Example Graph: (a) Tree and Co-tree Edges; and (b) Row Coverings.
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Chapter 6

TEST PROGRAM GENERATION

HDL-A is an analog version of hardware description language which is suitable for
structural and behavioral descriptions and simulations of digital, analog, and mixed-signal
circuits and systems. This chapter presents the test program generation process for fault
diagnosis of analog/mixed-signal circuits. The generation core, Automatic Test Program
Generator (ATPRG) [33], works under the Mentor Graphics (MG) design system
environment, where the UUTs are modeled in HDL-A language and simulated in accusim
[48]. The ATPRG takes the nominal system data and test specifications of a UUT, provided
by the test system designer, to generate test programs building up a database for fault
diagnosis. To automate the generation process, the AMPLE (Advanced Multi-Purpose
LanguagE) in MG design system is used to define and execute the generation process

automatically.

In the next section, the building blocks of the test program generation process and
their corresponding HDL-A descriptions are presented. Section 6.2 describes the HDL-A
modeled pseudo circuits. Section 6.3 presents the automatic test program generation

process. Finally, discussion is given in Section 6.4.
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6.1 HDL-A Modeled Control Sources

The HDL-A is primarily a language to be used to develop analog and mixed-signal
models [34]. The language allows the modeling of digital logic, either stand alone or
embedded in analog models, using a subset of VHDL. The connections of a model carry
two non-directional quantities, i.e., voltage and current, rather than the single directional
signal associated with aport in VHDL. The behavior of lumped analog devices is described
by expressing the relations between voltages and currents at all connections of the device.
Such relations can be described with linear, or non-linear, algebraic equations or even
differential equations. Each equation relates to the voltage across and the current through a
component and imposes the constraint that the specified relation be satisfied by the analog
solver at all times. Since HDL-A models are analog behavioral models, both time domain

and frequency domain apply.

Consider the example in Eqn. (2-15), assume that the component b3 is a resistor Ry,
i.e., Vp3=VRgx. A voltage controlled voltage source can be used to describe Vgy. In HDL-
A, Vrx can be modeled, as shown in Fig. 6-1(a), by adding COUPLING to the ENTITY
declaration so that we can take the voltage, Vg, without affecting the resistor. In other

words, the COUPLING statement is used to pass analog behaviors of elements, i.e. voltage
or current, into and between pseudo circuits. On the other hand, Vg also can be modeled
using control source shown in Fig. 6-1(b). For fault diagnosis applications, the latter imple-
mentation is suggested because the former requires adding COUPLING to the ENTITY
declaration of the component model in the library. Fig. 6-2(a) and Fig. 6-2(b) show the

HDL-A descriptions of controlled current and voltage sources which are used for modeling
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ENTITY resistor IS
GENERIC (rval: analog);
COUPLING (irl,vrl: analog);
PIN (pos,neg: electrical);

END ENTITY resistor;

ARCHITECTURE res OF resistor IS
BEGIN
RELATION

PROCEDURAL FOR INIT =>
rval:=1.0e3;

PROCEDURAL FOR ac, dc, transient =>
irl:==[pos,neg].v/rval;
pos.i%=irl; neg.i%=-irl;
vrl:=[pos,neg].v;

END RELATION;
END ARCHITECTURE res;

(a)

ENTITY vcvs IS
COUPLING(vx:analog);
PIN (pos,neg:electrical);

END ENTITY vcvs;

ARCHITECTURE vx OF vcvs IS
BEGIN
RELATION
PROCEDURAL FOR ac, dc, transient =>
[pos,negl.v%:=vx;
END RELATION;
END ARCHITECTURE vx;

(b)

Fig. 6-1. Controlled Source Models: (a) Direct
Control; and (b) Indirect Control.
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-- CCCS HDL-A MODEL
ENTITY cccs IS
COUPLING(vx,ix:analog);
PIN (pos,neg:electrical);
END ENTITY cccs;

ARCHITECTURE icon OF cccs IS
BEGIN
RELATION
PROCEDURAL FOR ac, dc, transient =>
pos.i%=ix;
neg.i%=-ix;
vx:=[pos,neg].v;
END RELATION;
END ARCHITECTURE icon;

(a)

-- VCVS HDL-A MODEL
ENTITY vcvs IS
COUPLING(vx,ix:analog);
PIN (pos,neg:electrical);
END ENTITY vcvs;

ARCHITECTURE vcon OF vcvs IS
BEGIN
RELATION
PROCEDURAL FOR ac, dc, transient =>
[pos,neg).v%:=vx;
ix:=pos.i;
END RELATION;
END ARCHITECTURE vcon;

()

Fig. 6-2. Controlled Source Models: (a) Current
Source; and (b) Voltage Source.
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the pseudo circuits. By using controlled source, vendor provided component library can be

applied directly without any modifications.

6.2 HDL-A Modeled Pseudo Circuits

The connection matrix K in Eqn. (2-10) of a pseudo circuit is used to describe a test
program for the component subdivision. A test program is generated by the following three

steps:
Step 1. Compute a! and b! from (2-10) and (2-8a), or (2-9a);
Step 2. Calculate both a2 and b;2 from (2-10b) and from (2-8b) or (2-9b).
Step 3. Compute biz from (2-10b) and find the difference (Biz-biz).
Consider the connection matrix of the pseudo circuit in Fig. 3-1, with

al=(al1,a12,a13,a14,a15,a16,a17)=(IR1,VC2,IQ1,VCE,VR3,VR2,VRE)

and b!=(b11,b12,b13,b14,b1 5,b16,b17)=(VR1,IC2,VQL1,ICE,IR3,IR2,IRE).
Therefore, we have
all=yl; al2=b4-b5+b6-b7+y2; al3=b6-yl+y2; al4=b2-y3-y4;
al5=-bl-b2+b3-u2+y3+y4; al6=b2-b3-y3-y4; al7=b2-y3-y4.

The corresponding HDL-A description is given in Fig. 6-3(a), and its ENTITY is
referred to as BI-block. Note that COUPLING allows the B1-block to use their values of
ul, yl, y2, y3 and y4, the input and test signals, obtained from the source description. The
parameter in the COUPLING declaration, is either voltage source controlled by the voltage

across, or current source controlled by the current flow through associated components.
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-- HDLA MODELED PSEUDO CIRCUIT B1-BLOCK
-- FOR TESTEE GROUP COMPONENTS: C1, RC, Q2, RL

ENTITY B1_BLOCK IS
COUPLING (all,al2,al3,al4,al5,al6,
al7,yl,y2,y3,y4,ul,u2:analog);
PIN (gnd:electrical);
END ENTITY B1_BLOCK;

ARCHITECTURE P1 OF BI_BLOCK IS
BEGIN
RELATION
PROCEDURE FOR DC, AC, TRANSIENT=>
-- GET al FROM bl, u, y AND THEN COUPLING OUT

all:=+yl; --R1
al2:=+b4-b5+b6+b7+y2; -C2
al3:=+b6-yl+y2; --Q1
al4:=+b2-y3-y4,; --CE
al5:=-bl-b2+b3-u2+y3+y4; --R3
al6:=+b2-b3-y3-y4; --R2
al7:=+b2-y3-y4; --RE
END RELATION;
END ARCHITECTURE P1;
(@)

-- HDLA MODELED PSEUDO CIRCUIT A2-BLOCK
-- FOR TESTEE GROUP COMPONENTS: C1, RC, Q2, RL

ENTITY A2_BLOCK IS
COUPLING (b11,b12,b13,b14,b15,b16,b17,a21,
a22,a23,a24,y1,y2,y3,y4,ul,u2:analog);
PIN (gnd:electrical);
END ENTITY A2_BLOCK;

ARCHITECTURE P2 OF A2_BLOCK IS
BEGIN
RELATION
PROCEDURE FOR DC, AC, TRANSIENT=>
-- GET a2 FROM b1, u, y AND THEN COUPLING OUT

a2l:=+y2; --C1
a22:=-b5+yl; --RC
a23:=+b2+u2-y4, -Q2
a24:=+b2-u2-y3; --RL
END RELATION;
END ARCHITECTURE P2;
(®)
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-- HDLA MODELED PSEUDO CIRCUIT DIFF-BLOCK
-- FOR TESTEE GROUP COMPONENTS: C1, RC, Q2,RL

ENTITY DIFF_BLOCK IS
COUPLING (b11,b12,b13,b14,b15,b16,b17,bb21
,bb22,bb23,bb24,y1,y2,y3,y4,ul,u2:analog);
PIN (gnd:electrical);
END ENTITY DIFF_BLOCK;

ARCHITECTURE P3 OF DIFF_BLOCK IS
BEGIN
RELATION
PROCEDURE FOR DC, AC, TRANSIENT=>
-- OUTPUT DIFFERENCE OF b2 & b2
b21.diff%:=bb21-(+b2-b3-ul-y3-y4); --Cl
b22.diff%:=bb22-(-b1-b2+b3-u2+y4); --RC
b23.diff%:=bb23-(-b4-b6-b7+y1-y2);  --Q2
b24.diff%:=bb24-(-b4+b5-b6-b7-y2);  --RL
END RELATION;
END ARCHITECTURE P3;

©

Fig. 6-3. HDL-A Modeled Pseudo Circuit: (a) B1_block;
(b) A2_block; and (c) DIFF_block.
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Once the values of a'=(all ~ al7) in B1-block are obtained, the HDL-A description for the
components in the Tester Group will derive the values of b1=(bll ~ b17) which will be
used in Step 2. Again, from the K-matrix, a2=(a21.a22,a23,a24)=(VC1,VRC,IQZ,VRL).

where
a2l=y2; a22=b5-y1; a23=b2+u2-y4; and a24=b2-u2-y3.

The corresponding HDL-A description is illustrated in Fig. 6-3(b), and its ENTITY
is referred to as A2-block. Once the values of aZ are obtained, the HDL-A description of the
components in the Testee Group will derive the values of b%=(bb1,bb2,bb3,bb4) which will
be used in Step 3. The values of b2=(b21 ,b22,b23,b24) are first computed and then
compared with b2. The differences can be expressed as follows,

b21diff=bb21-b21=bb21-(b2-b3-ul-y3-y4);
b22diff=bb22-b22=bb22-(-b1-b2+b3-u2+y4);
b23diff=bb23-b23=bb23-(-b4-b6-b7+y1-y2);
b24diff=bb24-b24=bb24-(-b4+b5-b6-b71-y2).

Fig. 6-3(c) shows the HDL-A description of DIFF-block for Step 3.

In summary, the HDL-A description of a pseudo circuit includes three ENTITY
blocks, B1-block, A2-block, and DIFF-block. As illustrated in Fig. 6-3, the detailed

structures of the three ENTITY blocks are described by the architectures pl, p2, and p3.

6.3  Test Program Generation Process
In the test program generation process, the generated test programs should be
verified and validated. A simulation-based verification process using HDL-A simulator,

AccuSim, has been developed to check if the test programs are properly generated and to



verify whether the test programs are capable of identifying fault(s) effectively. After the
generated test programs are completely verified, they will be validated by emulating the
UUT with injected faults. With the measured test responses obtained from the faulty UUT
through a virtual instrument, the test programs will be validated if they can properly

identify fault(s).

Fig. 6-4 illustrates the simulation-based verification and validation process. A test
program includes the compiled HDL-A codes for B1-block, A2-block, and DIFF-block.
The test program for the example circuit takes four input pins, ul, y1, y2,y3 and y4, and
produces three output pins, b21diff, b22diff, b23diff, and b24diff. In this development, the
test programs will receive the simulated test responses from the UUT or faulty UUT during
the verification process, and they will takes measured test responses during the validation
process. Thus, each test program require an interface, as shown in Fig. 6-4, and its HDL-A

code is described in Fig. 6-5(a).

In the Mentor Graphics design system, where the HDL-A codes are compiled and
executed, a circuit description can be either provided by the test system designer with a
netlist, or imported from the schematic diagram generated by Design Architect. This
implementation takes the latter approach. During the verification process, the responses
measured at various test points in a UUT are modeled as controlled sources. Fig. 6-5(b)
illustrates the HDL-A description of the test points. Their measured voltages/currents are
obtained by "Coupling” the corresponding component measurements in the schematic
diagram. For simplicity, all current measurements are converted to voltage measurements.
For example, "ylpin.v%= iC1*1.0;" in Fig. 6-5(b), means that the voltage across the pin

"ylpin" is defined as that across the 1Q-resistor connected in series with the current "iC1".
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Test Program Verification u  Test Program Validation

Virtual Instrument

—
HDL-A Modeled uuT
UuT
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y3 v4
HDL-A Modeled Interface | .
— PR : HDL-A Modeled
| Bl-block | A2-block Pseudo Circuit
b22diff
DIFF-block b23diff
G R b24diff

Fig. 6-4. HDL-A Modeled Test Program Process.

92



-- Interface Description
ENTITY interface IS
COUPLING(ul,yl1,y2.y3,y4:analog);
PIN (ulpin,ylpin,y2pin,
y3pin,y4pin,gnd:electrical);
END ENTITY interface;

ARCHITECTURE itrface OF interface IS
BEGIN
RELATION
PROCEDURAL FOR ac, dc, transient =>
ulpin:=[ul,gnd].v;
ylpin:=[yl,gnd].v;
y2pin:=[y2,gnd].v;
y3pin:=[y3,gnd].v;
y4pin:=[y4,gnd].v;
END RELATION;
END ARCHITECTURE itrface;

(a)

-- Source Description

ENTITY sources IS
COUPLING(iC1,iR1,vX13,vX45:analog);
PIN (y1pin,y2pin,y3pin,y4pin:electrical);

END ENTITY sources;

ARCHITECTURE uy OF sources IS
BEGIN
RELATION
PROCEDURAL FOR ac, dc, transient =>
-- output y values to interface pins
y1lpin.v%=iC1*1.0;
y2pin.v%=iR1*1.0;
y3pin.v%=vX13;
y3pin.v%=vX45;
END RELATION;
END ARCHITECTURE uy;

(®)

Fig. 6-5. HDL-A Descriptions: (a) for Interface;
and (b) for Sources.
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6.4 Discussion

HDL-A is an analog version of hardware description language which is suitable for
the structural, behavioral descriptions and simulations of digital, analog, and mixed-signal
electronic circuits and systems. It is able to support any design methodology and is tech-
nology independent. This chapter presents the development of the ATPRG system, an au-
tomatic test program generator using HDL-A model, for fault diagnosis of analog circuits.
The components in the system model, CCM, can be analog discrete components, digital
logic gates, integrated circuits, or subsystem. With the hardware description languages,
VHDL for digital and HDL-A for analog, the developed ATPRG system can be applied for
mixed-signal integrated circuits [30,33]. The generation core of ATPRG has been integrat-
ed into the test system, ADTS, as a “HDL-A Test Program Generation” process. To keep
pace with the ever increasing demands on higher productivity and shorter development cy-
cles, Labview, a virtual test environment, as shown in Fig. 6-4, is used to derive quality-
assured test program from high-level specifications [30]. The reliability and quality of the

test program can be increased using simulation-based test program verification tools.
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Chapter 7

CONCLUSION

Mixed-signal ICs have become the main-stream solutions for the applications such
as portable data systems, wireless communication, and multimedia. Due to the increasing
complexity and circuit density, manufacturers confront the problem of long testing cycle by
using the conventional external functional test performed on ATE (Automatic Test
Equipment). As a result, this not only reduces the testing confidence, but also increases the
cost directly. Therefore, it is necessary to develop efficient test/diagnosis strategies that will
not only help finding the causes of common failure mechanism, but may also help to reso<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>