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ABSTRACT

USING NON-FINANCIALS AS MEASURES OF
INTANGIBLE ASSETS: A STUDY OF R&D SUCCESSES
IN THE PHARMACEUTICAL INDUSTRY
By
Rebecca Toppe Shortridge

This paper examines the valuation implications of a non-financial measure of
intangible assets in the pharmaceutical industry. Specifically, I hypothesize that the
number of new drugs approved (NDAs) by the Food and Drug Administration provides
incremental information to financial variables when assessing a pharmaceutical
company’s future operating earnings and when predicting its current market values.
Further, the paper hypothesizes that the R&D expenditures of successful product
developers are more valuable than the expenditures of less successful product developers.
The mean number of NDAs obtained by a firm during the sample period is used to
distinguish successful from non-successful product developers.

Tests of the hypotheses are conducted utilizing a sample of 23 traditional
pharmaceutical firms and 16 generic pharmaceutical firms. The financial and price data
was collected from archival databases. The FDA data detailing the drug approvals was
obtained from the Food and Drug Administration.

Overall, the results from pooled, cross-sectional regression analyses of the
traditional pharmaceutical firms provide support for the hypotheses. In particular, the
number of approved new drug applications is positively associated with future sales and

with future operating earnings. In addition, the number of NDAs received by a



traditional pharmaceutical firm is correlated with the firm’s stock price three months after
the fiscal year end. Despite the association with stock price, NDAs are not associated
with stock returns. Finally, the results indicate that investors value the R&D of
successful product developers more than that of non-successful developers. These results
suggest that NDAs can be used as a proxy for the knowledge created with investments in
R&D.

The results for the generic pharmaceutical firms are not as strong as those
obtained for the traditional firms. First, NDAs are not associated with sales for the
generic firms although they are marginally associated with operating eamings. However,
NDA: s are useful in assessing firm value. These conflicting results might be attributed to
the nature of generic firms. Specifically, generic firms generate revenues by offering
lower prices than branded products. Thus, my tests may might not be sensitive enough to
detect the incremental benefit to annual sales and earnings from one additional drug
product. The results fail to document a relationship between NDAs and stock market
returns. Further, the R&D of successful firms is not valued more positively than the

R&D of non-successful firms in either the price or returns model.
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Chapter One

INTRODUCTION AND OVERVIEW

Recently, the usefulness of Generally Accepted Accounting Principles, GAAP,
has been questioned in the popular press, accounting circles, and academia. Many of the
criticisms focus on the fact that most intangible assets are not measured in financial
statements.’ There is little doubt that a large portion of a company’s value is derived
from its intangible assets. As an indication of this, in 1996 the stock price of firms on the
S&P 500 was four times their asset base (Myers 1996). Numerous research papers have
documented a relationship between intangible asset proxies and stock price (Hirschey
1982, Hirschey and Weygandt 1985, Sougiannis 1994, Amir and Lev 1996, Barth,
Clement, Foster, and Kasznik 1998, Chambers, Jennings and Thompson 1998).

However, U.S. accounting regulations assert that most intangible assets should not be
recognized on a firm’s balance sheet because their values cannot be reliably estimated.’
The International Accounting Standards Committee (IASC) has taken strides to recognize
some intangible assets by issuing a statement that would permit the capitalization of

developed intangibles with identifiable benefits (IASC 1998).

'For a discussion of some of the weaknesses of GAAP see Fox (1996), Davidow (1996), Wallman (1996,
1995), Bouwman, Frishkoff, and Frishkoff (1995), AICPA (1994) and Elliott (1992).

*Statement of Financial Accounting Standards 2 requires firms to expense all costs associated with research
and development activities in the period they are incurred (FASB 1974). This rule was established because
the FASB believed it was too difficult to determine the future value of R&D expenditures that might never
result in future sales, let alone a profitable product.
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1.1 Motivation

The purpose of this paper is to examine the valuation implications of a non-
financial measure of intangible assets in the pharmaceutical industry. Specifically, I
consider if new drug applications approved by the Food and Drug Administration provide
incremental information to financial variables when assessing a pharmaceutical
company'’s future operating earnings and when predicting its current market value.

The pharmaceutical industry provides an ideal setting to investigate intangible
assets as firms in this industry are dependent on their ability to continually develop new
products for their drug pipelines. To keep the drug pipelines full of new products,
pharmaceutical firms spend millions of dollars on research and development (R&D)
every year. These expenditures are presumably incurred to create an asset that will
increase the firm’s operating performance. However, under U.S. GAAP, no asset is
recorded for these expenditures.

Numerous accounting papers examine the relationship between R&D
expenditures and market value (Hirschey 1982, Hirschey and Weygandt 1985,
Sougiannis 1994, Aboody and Lev 1998). This research stems from the belief that R&D
creates an intangible asset and thus should be reflected in stock price. However, R&D
expenditures may not be the ideal measure of intangible assets. First, most R&D
expenditures never result in a new marketable product. Further, even if the R&D is
successful, considerable time generally lapses between the occurrence of R&D and the
related product sales. The current paper adds to this literature by examining if the value
of the intangible asset created with R&D might be better assessed with a measure of

R&D success (i.e. new drug applications) rather than with R&D expenditures.



1.2 Overview of hypotheses

In order for a firm to market any pharmaceutical product, it must file a new drug
application with the Food and Drug Administration (FDA). The number of New Drug
Approvals (NDAs) granted to a firm represents the number of products the firm can sell
on the market. R&D expenditures, available to investors in annual reports, only provide
measures of input to the development process. However, much of the investment in
R&D may never result in future products. NDAs, meanwhile, are obtained immediately
before a product will be marketed; and, therefore, NDAs should be a more reliable
measure of future firm profitability than R&D expenditures. Hence, the hypotheses
assert that NDAss are a proxy for the intangible asset created with R&D expenditures and
should be positively associated with future operating performance even after controlling
for R&D expenditures.

Further, if NDAs are associated with future operating performance, they should
also be positively associated with contemporaneous market valuation measures. To test
the market hypotheses, I regress stock price and stock returns on traditional financial
variables, on R&D expenditures, and on the number of NDAs obtained during the fiscal
year.

This paper also examines if the R&D expenditures of successful product
developers are more valuable than the expenditures of less successful product developers.
It is likely that some firms are more efficient at generating new drug products than other
firms. A potential measure of a firm’s level of achievement is the number of new drug
approvals received. Thus, using NDAs, I distinguish successful product producers from

non-successful product producers. If the division between firms is appropriate, the R&D



of successful firms should be valued more highly by the market than the R&D of non-

successful firms.

1.3 Overview of research design

Tests of the hypotheses are conducted utilizing a sample of 23 traditional
pharmaceutical firms and 16 generic pharmaceutical firms. The financial and price data
was collected from archival databases. The data detailing the new drug approvals was
obtained from the Food and Drug Administration.” Regression analysis is used to
examine the hypotheses outlined in the previous section. Several alternate tests are

conducted to ensure the robustness of the results.

14 Overview of results

Overall, the empirical results provide support for the hypotheses and imply that
NDA s are a proxy for the intangible asset created with investments in R&D. In
particular, for traditional pharmaceutical firms, the number of approved new drug
applications is positively associated with future sales and future earnings even after
controlling for R&D expenditures. Sensitivity analyses further confirm the importance of
R&D success for the traditional firms by showing that NDAs remain positively
associated with future sales and with future earnings even after including five years of

R&D and patent data.

*Investors and other interested parties may obtain information about product approvals from annual reports,
10-Ks, or news releases. I chose to obtain the product approvals from the FDA because it is a complete list
of all approvals granted by the Food and Drug Administration.



In addition, the results support the idea that NDAs are important predictors of
market value. For the traditional pharmaceutical firms, NDAs are positively associated
with current stock price, adding $0.34, or just under one percent, to the average share
price of $41.27. Once again, sensitivity analyses confirm the importance of NDAs by
establishing that the coefficient on NDAs is still positive and significant in the price
model after including five years of R&D and patent data.

Despite the positive association between NDAs and stock price, there is no
apparent relationship between NDAs and stock market returns for traditional
pharmaceutical firms. This is similar to results found in Hirschey, Richardson, and
Scholz (1998) in which patent data is reflected in stock price but is not associated with
firm returns. The lack of significance in the returns model is likely due to the use of a
long window to measure the impact of an event, the receipt of a new drug approval.

The results from the tests of the successful developer hypotheses for traditional
firms are also insightful. Firms are classified as successful or non-successful developers
based on the mean number of NDAs obtained over the sample period. Firms classified as
successful producers have, on average, higher stock prices than those classified as non-
successful producers. This result supports the conclusion made earlier that NDAs are a
proxy for intangible assets that are not reported on the balance sheets of pharmaceutical
firms. In addition, the R&D of successful firms is positively valued by the stock market
while the R&D of non-successful firms is not. This suggests that investors are
sophisticated as they can distinguish successful from non-successful firms and value firm

R&D investments accordingly. Once again, the returns model does not reveal a
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relationship between the proxy for successful drug development and a firm’s stock
market return.

The results for the generic pharmaceutical firms are mixed. First, NDAs are not
associated with sales and are only marginally associated with earnings. This result is
most likely due to the fact that generic firms compete by offering reduced prices on
branded products whose patents have expired. This strategy means that each additional
NDA produced by a generic firm results in a smaller increase in sales revenue and
operating profits than an NDA produced by a traditional firm. Therefore, it is likely that
the incremental benefits obtained from an NDA of a generic firm are too small to be
detected in the annual sales and earnings models.

Even though there is not a strong relationship between operating performance and
NDA:s for the generic pharmaceutical firms, NDAs are positively associated with stock
price. More specifically, each NDA increases stock price by approximately four percent
of the average share price of $12.86, or $0.47. Thus, even though the incremental benefit
from an additional NDA cannot be detected in the sales or earnings models, investors
know that NDAs improve the long-range operating performance of the generic
companies and value them accordingly. As with the traditional firms, NDAs are not
associated with market returns.

Finally, generic firms that are classified as successful producers have, on average,
higher stock prices than those classified as non-successful producers. Contrary to
predictions, however, the R&D of successful firms is not valued more positively than the
R&D of non-successful firms. Surprisingly, the R&D of non-successful companies is

positively associated with stock price while the R&D of successful companies is not.
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Once again, there is no relationship between proxy measures of successful R&D and

stock market returns.

1.5 Summary

Taken together, the empirical analyses suggest that NDAs can be used as a
measure of successful R&D efforts. These results are similar to those found in Amir and
Lev (1996), Fomell, Ittner and Larcker (1996), Barth, Clement, Foster and Kasznik
(1998) and Hirschey, Richardson, and Scholz (1998) in which non-financial data
provides supplemental information to financial data in predicting future sales, earnings,
and current stock price.

The remaining chapters are organized as follows. Chapter 2 discusses the
pharmaceutical industry and its drug approval process. A review of relevant literature and
the development of the hypotheses are contained in Chapters 3 and 4 respectively.
Chapter S describes the sample used for the study. A case study of a new drug approval
for Schering Plough Corporation is discussed in Chapter 6. Chapter 7 presents the

empirical results. I summarize the paper in Chapter 8.
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Chapter Two

THE PHARMACEUTICAL INDUSTRY

Before making reasonable assumptions about the important intangible assets in an
industry, it is first necessary to have a thorough understanding of how the industry
operates. This chapter provides an overview of the pharmaceutical industry and the Food

and Drug Administration approval process.

2.1 Overview of the industry

The U.S. pharmaceutical industry is a thriving business. Statistics indicate that
during the last two decades it has been the world’s leading innovator in drug products. In
fact, American pharmaceutical firms hold patent rights to 92 of the 100 most prescribed
drugs in the U.S. (Schweitzer 1997). Despite its successful innovations, the industry is
frequently criticized for earning excess returns. However, the Pharmaceutical
Researchers and Manufacturers Association, an organization that follows developments
in the industry, points out that few drugs ever recover their development costs
(PhRMA 1997). The association goes on to argue that without reasonable returns on
R&D investments, the industry would not be able to obtain the capital needed to invest in
innovative medicines that can greatly enhance the lives of many people. To understand
the need for large returns on successful products, the next section discusses the

uncertainties and time involved in the drug development and approval process.
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2.2 Drug development and approval

Prosperity in the pharmaceutical industry is dependent upon a thriving pipeline of
new pharmaceutical products that are created with research and development activities.
As an indication of the significance of R&D activities, in 1995, research-based
pharmaceutical companies spent 19.4% of sales, more than $15 billion, on research and
development (PhRMA 1997). Meanwhile, the average U.S. industry spent less than 4%
of sales on R&D (PhRMA 1997).

Developing new products to fill the drug pipeline is expensive and involves a
great deal of uncertainty. In fact, statistics show that only one of 5,000 new compounds
ever reaches human testing (Beary 1997). Figure 1, a diagram adapted from Schweitzer
(1997), illustrates the process and length of drug development and testing. The process
begins with a market analysis to determine if a proposed project has economic potential.
This analysis includes an assessment of the pervasiveness of the condition to be treated as
well as the market potential for the new drug. After a project passes this initial market
analysis, the next phase involves research and testing to determine what causes the
condition. This research, frequently called basic research, is the longest and most
expensive part of drug development. The focus of this phase of research is to discover a
new chemical that will enhance the treatment of the condition. A new chemical in the
pharmaceutical industry is referred to as a new molecular entity (NME).

Once basic research has discovered a new molecular entity, testing begins with
the assistance of computer models and cell cultures. If this step is successful, testing
continues on animals. These initial development and testing procedures take an average

of 42.6 months to complete (Schweitzer 1997). Many firms, upon discovering an NME,
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apply for patent protection. A patent grants the filing firm the exclusive right to market
the NME for seventeen years from the date the patent is approved.*

After completing pre-clinical testing, the NME must pass the rigorous testing
requirements of the FDA. First, a firm files an application for an investigational new
drug which allows the company to begin testing on human subjects. Human testing
proceeds in a series of three phases. Phase I trials typically include a small number of
healthy volunteers. Phase II trials are performed on individuals who are suffering from
the ailment the drug was developed to cure. These tests are conducted using double-blind
placebo testing. Finally, Phase III involves testing in hospitals and outpatient settings.
These tests establish the drug’s safety and effectiveness. If the proposed product passes
all three phases, the firm then files a new drug application with the FDA.®> This entire
process, from the time early research begins until the time a new drug is approved,
averages approximately 12 years (Schweitzer 1997).°

Although measures of innovative input, R&D expenditures, are available early in
the product development cycle, they may have little meaning in determining the value of

a company because of the time and risk of getting a product to market. Therefore, output

“In 1995, the international World Trade Organization enacted a treaty extending the patent period for all
member countries to 20 years from the date of filing. However, it is unclear if this treaty actually extends
the period of exclusive marketing as the clock starts at the date of filing instead of the date of patent
approval. (Schweitzer 1997)

*It is not unusual for a firm to seek product approval in a foreign country before seeking approval in the
United States. This occurs because U.S. regulations are much more stringent that those in many foreign
countries. Hence, a drug may be marketed for several years in a foreign country before it is available in the
United States.

SThe process described is frequently abbreviated for drug products that copy existing chemicals. For
example, generic pharmaceutical firms copy off-patented drugs. Because the generic firms are duplicating
already marketed drugs, these firms merely must establish that the copied product is chemically identical to
a drug that has already been approved.

10
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measures, such as successful product developments, may be more useful to investors

when assessing the value of a firm.

23  Summary

This chapter provides a brief overview of the pharmaceutical industry as well as a
description of the drug approval process. One of the most important ideas established in
the chapter is the risk and time involved in the drug development and approval process.
The remaining chapters of the paper rely on the industry knowledge to develop and test

the hypotheses outlined in Chapter 4.

11
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Chapter Three

THEORY DEVELOPMENT

There are three different research streams that are relevant to the current project:
economics literature that examines the relationship between R&D efforts and R&D
productivity, accounting literature that examines the relationship between R&D
expenditures and stock prices, and accounting literature that examines non-financial
proxies for intangible assets. These three streams of literature will be discussed

independently in Sections 3.1, 3.2, and 3.3.

3.1 Economics Literature

Relevant economic papers have focused on the relationship between R&D efforts
and measures of R&D productivity. Bound et al (1984) is one of the first economics
papers to evaluate the relationship between R&D and patents. Using a sample of all
manufacturing firms listed on the 1976 Compustat Tapes that report both R&D and
patents, Bound et al plot the log of patents against the log of R&D expenditures,
both scaled by assets. The plot indicates that there is a strong correlation between the
number of patent applications and R&D expenditures. Particularly relevant to the current
study, a regression of patents on R&D that controls for industries indicates that the drug
industry has a significantly higher than average propensity to patent.

Pakes and Griliches (1984) confirms the relationship between patents and R&D in
a more comprehensive study that uses patents as a measure of economically significant

knowledge. Using the data from Bound et al (1984), Pakes and Griliches show that when

12



a firm changes its R&D expenditures, parallel changes occur in its level of patenting. In
addition, they attempt to estimate the lag structure of R&D. Although the lag effects are
significant, the contemporaneous relationship between R&D and patents appears to be
most dominant.

Hall, Griliches, and Hausman (1986) expands the sample used in Pakes and
Griliches (1984) and focuses on establishing the lag structure between patents and R&D.
Their model, like that of Pakes and Griliches’, assumes that patents are an indicator of
R&D successes. Their results again confirm that there is a strong contemporaneous
relationship between R&D expenditures and patents even after controlling for firm size
and the lag structure of R&D. They also show that the R&D history included in their
model (they include as many as eight years of lagged data) seems to add little to the
explanation of the current year’s patent applications. However, Hall, Griliches, and
Hausman point out that it is difficult to correctly estimate the lag structures because the
R&D expenditures across time are highly multicollinear.

These three economic papers all reach the same basic conclusion—there is a
strong contemporaneous relationship between patenting and current R&D expenditures.
While the authors of all three of these papers acknowledge that they believe R&D history
should be important to the prediction of patents, they cannot establish a strong
relationship between the R&D lag structure and patents because of multicollinearity. The
results from these three papers do suggest that patents are an indicator of the success of

R&D activities.

13
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3.2  Returns to R&D

Some accounting papers attempt to measure the benefits of R&D investments by
testing if the expenditures create an intangible asset. To establish the presence of the
asset, R&D expenditures are shown to be associated with operating profits and firm
value. For example, Hirschey (1982) examined the impact of intangible assets on the
market value of a sample of 390 firms listed on the 1977 Fortune 500. Hirschey first
analyzed the issue from a theoretical perspective by creating a model that showed that,
with a constant rate of amortization and expenditure growth, the relationship between the
capital created by intangibles and current levels of expenditures is proportional. Relying
on this proportional relationship, Hirschey developed a model to establish the market
value of a firm by relying on indicators of future profit, including: current profit, book
value of tangible assets, R&D expenditures, and advertising expenditures. Using the
sample from Hirschey (1982), Hirschey and Weygandt (1985) altered the above model
slightly by using Tobins’ Q as the dependent variable. This measure of the dependent
variable accounts for the replacement costs of tangible assets, thus more directly isolating
the market value of intangibles. The empirical results of both papers indicate that R&D
is a significant predictor of the current market value of the firm.

More recently, Sougiannis (1994) and Lev and Sougiannis (1996) examine the
value of corporate R&D and its capitalization. Sougiannis (1994), using a sample of 573
firms listed on the National Bureau of Economic Research’s RND-Panel, first shows that
R&D is positively associated with earnings by regressing earnings on R&D expenditures
lagged up to seven years with various control variables. The R&D coefficients vary from

positively to negatively significant. This suggests that in some years, the cost of R&D

14
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outweigh the benefits. He then includes R&D in a valuation model. The results show
that a one-dollar increase in R&D results in a total increase in market value of five
dollars.

Lev and Sougiannis (1996) further extends prior work by including industry-wide
estimates of the value of R&D. Particularly relevant to the current project, Lev and
Sougiannis’ results suggest that for firms in the chemical and pharmaceutical industry, a
one dollar investment in R&D increases future earnings by $2.63. Overall, the results of
both papers imply that R&D is important to investors and that investors appear to restate
financial statements when determining stock price to include a measure of capitalized
R&D.

All four of these papers, Hirschey (1982), Hirschey and Weygandt (1985),
Sougiannis (1994) and Lev and Sougiannis (1996), rely on financial statement measures
of R&D expenditures to assess the value of intangible assets to the market. However,
because of the length of time required to produce a new product and the uncertainty
involved in the development process, R&D expenditures may not be the best measure of
the intangible asset. Some recent accounting researchers have begun to address the
problem of using expenditures as a measure of intangible assets by using non-financial
variables as measures of the intangible assets. Several of these accounting papers are

discussed in the next section.
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3.3  Non-financials as measures of intangible assets
3.3.1 Using non-financials to assess market performance

Amir and Lev (1996) is the one of the first papers in a new line of research that
attempts to use non-financial information as an indicator of intangible assets. Their
sample is comprised of firms in the wireless communications industry. Most of the firms
in their sample are start-up companies that have never had positive earnings. Because of
this, Amir and Lev believe that their sample firms’ financial information is not likely to
be useful in predicting stock price or stock returns. Indeed, their research shows that
financial information alone is of little use in predicting stock prices and returns in the
cellular communications industry. Meanwhile, POPS, a measure of the population in
geographic areas were the firm is licensed, is a significant predictor of price. The authors
explain this result because POPS is a measure of the future growth potential of the
company. In addition, when POPS is included in the valuation model, book value per
share and earnings per share are positively associated with stock price. These results
suggest that financial and non-financial information provide complimentary information
to each other.

Barth, Clement, Foster, and Kasznik (1998) examines the importance of brand
values to the capital market. Barth et al rely on estimates of the dollar value of various
brands from an annual survey published in FinancialWorld.! These estimates make their

study of non-financial measures unique because the authors have an estimate of the dollar

"The estimates include an assessment of brand-related profits (operating income from a brand minus
operating income from a similar generic product), leadership in the market, stability in the market, and
others. This process produces a dollar amount estimate of the value of the brand. For example, the Gillette
name was estimated to be worth $10.3 billion.
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value of the intangible instead of a count variable as used in most papers. The authors
regress market value on book value per share, earnings per share, and the total brand
value per share. Using a fixed-effects pooled regression, they demonstrate that brand
values are positively associated with stock price, even after controlling for net income
and the book value of equity. Thus, the results are counter to arguments asserted by
SFAS 2 which does not allow recognition of intangible assets because they cannot be
reliably estimated. This study may be biased, however, because the brand value assigned
to the firms might be partially determined by market prices. If this is true, brand value
and stock price are associated by construction.

Hirschey, Richardson and Scholz (1998) considers the valuation implications of
non-financial measures as proxies for the intangible asset created with R&D expenditures
using a sample of high-technology firms.® In particular, the authors posit that patents are
indicators of the intangible asset created by inventive activities. However, patents are
not a perfect measure as they vary in economic value and scope. Patent scope determines
the ability of competitors to manufacture sister products that can take away market share
from the original developer. Thus, the authors argue that measures of the quality of
patents obtained may provide additional incremental information to the market when
predicting stock price. To test the theory, they obtain three measures of patent quality
from the TECH-LINE database: frequency of patent citations, number of scholarly

citations on the patent application, and the median age in years of earlier U.S. patents

$The sample is comprised of firms listed in the TECH-LINE database. Non-manufacturing firms and those
which are in low-tech industries are eliminated from the sample. Thus, the final sample is comprised of
firms in the following industries: chemicals and allied products; petroleum refining; industrial and
commercial machinery and computer equipment; electronic and other electrical equipment; transportation
equipment; measuring, analyzing and controlling instruments; and communications.
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referenced in the patent application. Relying on the Ohlson model (1995), Hirschey,
Richardson, and Scholz run a pooled time-series, cross-sectional regression using stock
price as the dependent variable. The independent variables are the number of patents
granted to firms, the three measures of the quality of patents, book value, earnings, R&D
expenditures, and advertising expenditures. Their regression results show that,
individually, the number of patents as well as the three measures of patent quality provide
incremental information to financial data when assessing stock price. When jointly
included in the valuation model, the number of patents and two of three measures of
patent quality are significantly positive.
3.3.2 Using non-financials to predict operating performance

In a somewhat different framework, Fornell, Ittner, and Larcker (1996)
investigate the valuation consequences of customer satisfaction indexes. Using the
American Customer Satisfaction Index (ACSI), they first evaluate if customer
satisfaction is reflected in contemporaneous financial statements. To examine the
relationship between customer satisfaction and financial statements, the authors provide
Pearson correlations between ACSI scores and financial ratios that reflect operating
performance. The correlations show that the ACSI scores have a statistically positive
association with return on assets, implying that the ACSI scores are at least partially
reflected in accounting returns. After concluding that ACSI scores are reflected in
accounting numbers, the authors continue the analyses to assess if customer satisfaction
1s economically relevant to the stock market. Correlations between the ACSI scores and
stock valuations (price earnings and market-to-book) are also significantly positive. To

strengthen the results, the authors perform regression analyses of the two stock valuation
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measures on the ACSI scores, risk (beta), Value Line’s estimates of dividends per
common share, and either forecasted earnings per share or forecasted book value. In both
cases, the estimated coefficient on the customer satisfaction scores is positive and
significant.

In a paper similar to that of Fornell, Ittner, and Larcker (1996), Behn and Riley
(1997) examine the usefulness of non-financial indicators to decision makers. In
particular, the authors examine the association between non-financial indicators of
intangible assets and financial performance measures. Using data from the U.S. domestic
airline industry, Behn and Riley use an instrumental variables approach to establish that
on-time performance, mishandled baggage, and in-flight service are significantly
associated with customer satisfaction. They then use regression analysis to document a
positive relationship between the intangible asset, customer satisfaction, and operating
earnings and revenues. To reduce the possibility of correlated omitted variables, the
authors are careful to include additional key industry variables in the model: load factor,
market share, and available miles scheduled. Their results, similar to those found in
Fornell, Ittner, and Larcker (1996), establish that non-financial performance information,
in particular customer satisfaction, can be useful in predicting financial performance in
the airline industry.
3.3.3 Synopsis of papers examining non-financial measures of intangible assets

The results from Amir and Lev (1996), Barth, Clement, Foster, and Kasnzik
(1998), and Hirschey, Richardson, and Scholz (1998) indicate that non-financial
measures of intangible assets are positively associated with market value. Fornell, Ittner,

and Larcker (1996), and Behn and Riley (1997) provide evidence that suggests that non-
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financial information can be used to predict future operating performance. Overall, both
groups of papers imply that financial and non-financial measures are complimentary to
each other and that both should be utilized by decision makers when assessing a firm’s

market value and when predicting a firm’s future operating performance.

3.4 Summary

There is little doubt that the research and development activities of firms create
knowledge that can be used to create a competitive advantage. What is questionable is
the best way to measure the value of that knowledge. In this regard, numerous research
papers have examined the relationship between R&D expenditures and various
performance indicators. The disadvantage of this methodology is that much R&D may
be wasted and that fruitful R&D may be incurred years before the benefits of the R&D
are realized. Thus, using non-financial measures of the knowledge obtained through
R&D efforts in conjunction with the financial measures of R&D expense may enhance

the prediction of operating and market performance measures.
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Chapter 4

DEVELOPMENT OF HYPOTHESES

Pakes and Griliches (1984) lends insight into the problem of valuing the
intangible asset created by R&D expenditures. Their insight is used to unite the three

diverse streams of literature presented in Chapter 3 and to develop the hypotheses.

4.1 Economic value of knowledge

Pakes and Griliches (1984), argues that R&D is used to create economically
valuable intellectual knowledge, K (See Figure 2). A problem arises because K, a
measure of the productivity of R&D activities, is not observable. Thus, in Figure 2, K is
shown as k, the net accretion of valuable knowledge. As discussed in Chapter 3,
economists working in this area have generally tried to measure £ with the number of
patents applied for or granted to firms. However, there are numerous problems with
using patent counts as a measure of economically significant knowledge in the
pharmaceutical industry. First, pharmaceutical firms typically apply for patents very
early in the drug development process. DiMasi et al (1991) and Dranove and Meltzer
(1994) suggest that a twelve to fourteen year delay between patenting and FDA approval
is not unusual. Further, in order for a pharmaceutical firm to market a new drug, it must
pass the rigorous testing requirements of the Food and Drug Administration. A patent
provides no information about the ability of a new chemical to pass FDA testing; it
merely indicates the existence of a new compound and grants production rights to the

developer. Toole (1997) argues that patents provide no indication as to the therapeutic
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value of a chemical. In addition, some firms choose not to patent. Generic
pharmaceutical companies have few, if any, patents because their business tactic is to
recreate and produce off-patented products at low prices. And, as discussed in Toole
(1997), many innovations are not patented because firms rely on the old adage: “patent
that which you cannot keep secret.” Finally, it is difficult to relate the number of patents
to firm performance as the economic significance of individual patents varies immensely.
To alleviate some of the problems associated with using patents as a measure of
R&D success, I rely on a proxy that is unique to the pharmaceutical industry.
Specifically, the number of new drug applications approved by the FDA will be used as a
measure of successful R&D activities.” NDAs are obtained by a pharmaceutical firm
very near the time that a new drug product is introduced on the market. Therefore, a
count of NDAs should be more reliable than patent counts because much of the
uncertainty with product viability and all of the uncertainty of FDA approval has been
eliminated. Further, all firms, including generics, must obtain NDAs before their
products can be introduced on the market. Thus, the number of NDAs can be used to

measure the productivity of R&D, regardless of firm type.

®Another potential measure of a successful product is New Chemical Entities (NCEs). This measure is
used in Toole (1997) to assess the impact of federally funded basic research on innovation in the
pharmaceutical industry. NCE:s are granted to completely new molecular entities and not to those that
replicate existing entities. Thus, drugs that slightly improve or that copy an existing chemical would not be
included as a new product. Further, generic drug companies would appear to have no marketable products
as they do not create new chemical entities. Thus, using NCEs as a measure of successful products would
greatly limit the measure of a successful product. Therefore, I do not rely on NCEs as a measure of new
product developments. The relationship between NCEs and NDAs might be interesting to examine in
future research.
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4.2  Hypotheses

The top part of Figure 2 shows that the knowledge created by R&D activities is an
important predictor of a firm’s future economic success; it helps to create future eamnings
and increases the market value of the firm. These economic successes, the Zs in Figure 2,
are ultimately the varniables that are interesting to predict. If NDAs are measures of
economically valuable knowledge created by successful R&D projects, then NDAs
should contribute to the future operating performance of pharmaceutical firms.'°
Hypotheses 1 and 2 state the predicted relationships between NDAs and future operating

benefits:

Hi:  The number of new drug applications approved by the Food and Drug
Administration during fiscal year t-1 will be positively associated with

the sales revenue of pharmaceutical firms during year t.

H;:  The number of new drug applications approved by the Food and Drug
Administration during fiscal year t-1 will be positively associated with

the operating earnings of pharmaceutical firms during year t.

If NDAs are available to decision makers and if NDAs are associated with future

operating earnings, they should also be associated with current stock prices and market

1% perhaps the ideal measure of the knowledge created with R&D activities would be a measure of the value
of each new drug application. It is likely that some new products generate much higher sales than others
and thus result in higher earnings. For example, Claritin is a widely prescribed product as many people
suffer from allergies. However, Pitocin, a drug that is used to induce labor in pregnant women, would not
be broadly prescribed. This type of data is difficult, if not impossible, to obtain. Therefore, I simply rely
on a count of NDAs as a rough proxy for the value of knowledge obtained through R&D expenditures.
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returns. Hypotheses 3 and 4 state the expected relationship between NDAs and market

variables:

H3:  The number of new drug applications approved by the Food and Drug
Administration during fiscal year t will be positively related to the firm’s

contemporaneous stock price.

Hy4:  The number of new drug applications approved by the Food and Drug
Administration during fiscal year t will be positively related to the firm’s

contemporaneous market return.

Finally, the X’s in Figure 2 represent other observed variables that influence firm
benefits. They can be thought of as control variables in the relationship and might consist
of things such as tangible assets and firm size. The v’s are other variables which impact
firm profitability but that cannot be directly observed. These might be comprised of
other intangible assets such as customer satisfaction or name recognition.

It is possible that the number of NDAs can be used to identify firms which are
relatively more successful at creating new products for their drug pipeline. More
precisely, it is likely that some pharmaceutical firms obtain more NDAs per dollar of
R&D than other pharmaceutical firms. Conversations with market analysts confirm this
idea. In fact, the analysts suggest that some pharmaceutical firms are more methodical at

targeting their research efforts and thus are more successful at creating new products. If
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this is true, the R&D of successful firms should be more highly valued by the stock

market than the R&D of non-successful firms.'' Hypotheses 5 and 6 explore this idea:

Hs:  The research and development expenditures of successful firms will
have a greater positive association with stock price than the research

and development expenditures of non-successful firms.

He¢:  The research and development expenditures of successful firms will
have a greater positive association with market returns than the

research and development expenditures of non-successful firms.

43  Summary

Pharmaceutical firms spend millions of dollars on research and development in an
effort to create knowledge that is economically valuable to the firm. It is not possible to
directly observe knowledge or the value it creates. This chapter asserts that the number
of new drug approvals received by pharmaceutical firms can be used as a proxy for
economically valuable knowledge. Alternatively, the number of new drug approvals can
be used to distinguish successful product developers from non-successful product
developers. The R&D of successful developers should be more valuable than that of the

non-successful developers. These hypotheses will be tested in the forthcoming chapters.

""Based on results obtained in prior research (Hirschey (1982), Hirschey and Weygandt (1985), Sougiannis
(1994) and Lev and Sougiannis (1996)), I assume that R&D expenditures are positively associated with
stock price for all firms. If this is true, the R&D of successful firms should have a larger positive
association with stock price than the R&D of non-successful firms.
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Chapter Five

SAMPLE SELECTION AND DESCRIPTIVE STATISTICS

The pharmaceutical industry provides a good arena to examine non-financial
measures of intangible assets as this industry spends a relatively large amount of money
on R&D compared to that spent by other industries. Further, the regulation of the
industry makes it possible to find a publicly available proxy, the number of new drug
approvals obtained from the Food and Drug Administration, to represent successful
product development. This chapter includes a detailed description of the sample

selection process and descriptive statistics for the final sample of firms.

5.1 Sample selection

The initial sample is comprised of 186 firms in the pharmaceutical industry, SIC
code of 2834, included on the 1997 PC version of Compustat. From this sample, 19
foreign firms were eliminated.'?> Additionally, 31 firms were eliminated because their
primary business activity is not consistent with the pharmaceutical industry."?
Finally, 17 firms were excluded because of data availability.” These elimination

procedures resulted in a sample of 119 firms.

"Two of the 19 firms are based in the U.S. but only sell products in foreign countries.

3For example, Jones Medical Industries was eliminated because it is exclusively a distributor of
pharmaceutical products. Polymedica Industries was eliminated because it is primarily involved in
manufacturing medical equipment.

"“The large majority of these omissions (14) occurred because the firm was not included in the CRSP
database. Three of the exclusions were for firms that had only one year of data on Compustat. For several
models, lagged variables are used. Thus, each firm was required to have at least two years of data to be
included in the sample.
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I collected all financial statement data for the sample firms from Compustat for
the twelve year period from 1985 through 1996. Price and return data was obtained from
CRSP. The number of NDAs was obtained from the Food and Drug Administration.
From 1985 to 1996, 4,997 New Drug Applications were approved by the FDA. Many of
the NDAs are granted to subsidiaries of the sample firms. In order to match the NDA
with the parent firm, I used the cross-listing of parent and subsidiaries contained in
Standard and Poor’s Corporation Records. In addition, several of the NDAs are granted
to foreign or private firms; these were identified using Standard and Poor’s Corporation
Records and Wards’ Business Directory of U.S. Private and Public Companies. These
procedures allowed me to match 3,739 of the 4,997 NDAs. Approximately 45% (or
1,667) of the identified NDAs relate to the 119 pharmaceutical firms included in the

sample.

5.2  Descriptive statistics for full sample

Table 1, Panel A, provides descriptive statistics for the 695 firm-years for which
all of the relevant data was available.'> The descriptive statistics show that the sample
firms are very diverse. Assets range from a low of $0.4 million to a high of over $24
billion. The sample is skewed as the median assets are $47 million while the mean is
$1.4 billion. Total sales, which consists of sales as well as fees from licensing
arrangements and royalties, ranges from $0 to $21.6 billion with an average of $1.2

billion. The firms with no sales are generally small, start-up companies that are spending

'*The sample is comprised of 119 firms during the 12 year period from 1985 to 1996 for a possible testable
sample of 1,428 firm-years. However, numerous firms, especially the small, development firms, did not
have data for all of the years. Therefore, the final sample is comprised of 695 firm-years.
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large amounts of money to develop their pharmaceutical pipelines but have yet to
produce a successful product. R&D expenditures range from $0 to $1.9 billion with
a mean of $124 million. Thus, on average, the firms in this sample are spending 10
percent of their total revenues on research and development. Finally, these firms, on
average, obtain between two and three NDAs per year. Again, this figure is highly
variable with most firms obtaining no NDAs in a given year and one firm obtaining a

high of 64 NDAs in one year.

5.3  Segregated sample

After examining the business descriptions and financial data of the firms, it was
apparent that the sample is actually comprised of three distinct groups: traditional firms,
development firms, and generic firms. Traditional firms tend to be large, well-
established firms with numerous well-known products. All firms that are members of
PhRMA were classified as traditional companies.'® Several additional firms whose
business descriptions indicated that they manufacture original drug products were added
to this group. None of the traditional firms incur R&D expenditures greater than their

revenues. Twenty-three of the sample firms were classified as traditional firms."”

'SPhRMA states that member firms are comprised of companies “significantly engaged in the manufacture
and marketing of finished dosage form ethical pharmaceutical or biological products under [its] own brand
names ... and significantly engaged in pharmaceutical, biopharmaceutical or biological research and
development of new molecular entities or new therapies ... and who will continue to conduct such research
and development.” (PhRMA 1997) Merck and Eli Lilly are examples of firms assigned to this group.
""Twenty of the twenty-three traditional firms obtained at least one NDA during the sample period. Two
firm’s annual reports indicate that it has at least one drug on the market with FDA approval. However, I
was unable to identify the NDA. This could occur if the NDA was obtained prior to 1985 or if the
company has a subsidiary or corporate partner that was not identified. The final company markets several
products that were purchased from other firms. Further, it has applied for additional NDAs but none were
granted between 1985 and 1996.

28



In contrast to the traditional pharmaceutical firms, development firms tend to be
small firms with little or no revenues but very large R&D expenditures. Development
firms usually focus on creating cutting-edge products. These firms frequently identify
themselves as biotechnology companies. Many of these companies have less than 20
employees, most of whom are scientists. Few of these firms have the capability to
manufacture the products they develop and usually license any developed products to
traditional firms. This strategy allows them to focus on their expertise—research and
development of new drug products. Most of the firms assigned to this group are listed in
the North American BioTechnology Directory.'® The development group is comprised of
eighty firms, nearly two-thirds of the sample.

Finally, generic pharmaceutical firms differ from both traditional and
development firms because they do not conduct original research. Instead, generic
companies copy successful off-patent products originally created by traditional or
development firms. The 16 firms included in this class specifically indicated in their
company annual reports that their primary operating focus is the production of generic

pharmaceutical products.

5.4  Descriptive statistics for segregated sample
Descriptive statistics for these three different categories of firms are included in
Table 1, Panels B, C and D. As expected, traditional firms, on average, are much larger

than either the development or generic firms with mean assets of $4.3 billion compared to

"®Several traditional pharmaceutical firms are also listed in the North American BioTechnology Directory
(1995) as they conduct biotechnology research. However, they have much more in common with
traditional firms than with development firms and thus were only included as traditional firms.
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$34 million and $127 million respectively. Both traditional firms and generic firms are
usually profitable with average earnings of $559 million and $7 million respectively.
Meanwhile, most development firms incur losses. It is insightful to compare R&D as a
percentage of revenues across the three classes of firms. Specifically, traditional firms
spend, on average, 10 percent of their revenues on R&D. Meanwhile, development firms
incur research and development expenditures that are twice as large as their revenues.
Finally, generic firms only spend 7 percent of their revenues on R&D. This statistic is
consistent with expectations. Traditional pharmaceutical firms commit a large amount of
resources to R&D but are usually profitable. The development firms, however, are
working to establish new products. Thus, they spend most of their capital on R&D but
have little or no revenues to cover the cost of their investments. The generic firms spend
less on R&D as they are focused on copying existing successful products. Hence, their
R&D as a percentage of sales is lower than both the traditional and development firms.

All of the hypotheses focus on the number of new drug applications approved by
the FDA. However, less than 1% of the observations for the development firms have
acquired one or more NDAs. Therefore, I do not test the hypotheses on the 80

development firms.

5.5 Summary

The sample selection procedures resulted in a group of 119 pharmaceutical firms.
I chose to separate these firms into three distinct classifications: traditional firms (23),
development firms (80), and generic firms (16). Descriptive statistics presented in the

chapter highlight the differences between the three classes of firms. Because the
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development firms have very few new drug approvals, the hypotheses are tested in

Chapter 7 using only the traditional and generic pharmaceutical groups.
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Chapter Six

CASE STUDY: SCHERING PLOUGH CORPORATION

Before presenting the results from an industry-wide test of the hypotheses, it is
useful to examine the impact of an NDA on one company’s operating and market
performance. This in-depth review of one company provides institutional detail for the
pharmaceutical industry, presents an example of the time-line from a new drug approval

to sales, and furnishes anecdotal support for the hypotheses to be tested.

6.1 Schering Plough Corporation

Schering-Plough Corporation is a traditional pharmaceutical firm with 1996 sales
of $5.7 billion and total assets of $5.4 billion. The company concentrates on developing
products in the allergy/respiratory, anti-infective/anti-cancer, dermatological, and
cardiovascular lines. Claritin, a non-sedating antihistamine, is a premier product in the
allergy/respiratory line as it is the world’s largest-selling antihistamine. Claritin received
marketing clearance in the U.S. from the Food and Drug Administration in April of 1993.
Figure 3 provides a graphic presentation of the impact of Claritin’s U.S. approval on

Schering Plough Corporation in terms of sales, net income, and stock price.

6.2  Impact of Claritin on operating performance
Before the 1993 U.S. approval, Claritin was marketed in foreign countries.
However, the U.S. approval had a tremendous impact on the operating performance of

Schering Plough. In 1991 and 1992, world-wide sales of Claritin (all outside of the U.S.)
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hovered around $100 million. After FDA approval in April of 1993, Claritin generated
$130 million in U.S. sales over an eight month period. In 1994, the first full year of U.S.
marketing, Clarntin achieved world-wide sales of $505 million and pushed total company
sales to $4.7 billion. Further, as can be seen from Figure 3A, the increase in Claritin sales
comprised approximately 25%, 33%, and 30% of the increase in total company sales for
1992-1993, 1993-1994, and 1994-1995 respectively.

Schering Plough also experienced a large jump in net income in 1994, the first
full year of U.S. sales. Specifically, net income from 1991 through 1993 ranged from
$646 million to $731 million. However, in 1994, net income increased by almost $200
million to $922 million (See Figure 3B). While it is impossible to attribute this increase
entirely to Claritin, it does correlate with the substantial increase in Claritin sales during
the same time period.

In addition to demonstrating the impact of a U.S. drug approval on the operating
performance of a firm, Schering Plough’s experience with Claritin provides insight into
the marketing lag between drug approval and product sales. Conversations with industry
analysts and pharmaceutical sales representatives indicate that most pharmaceutical
companies are able to market a drug that obtains an approved new drug application
within two months. The in-depth analysis of Schering Plough supports the belief that
sales of a new product commence almost immediately after the FDA approval of the new

product.
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6.3  Impact of Claritin on market value

Finally, descriptive data suggests that U.S. Claritin approval also had a substantial
impact on the stock price of Schering Plough Corporation. Figure 3C shows that during
the months of January through March of 1993, Schering Plough’s stock price ranged
from $55 to $60 per share. However, in April, the month Claritin was approved, the
stock price jumped $5 per share, or more than 8%. The stock price continued to rise in
May and June with a June closing price of nearly $70, an increase of more than 15% from

the pre-approval price.

6.4 Summary

The experiences of Schering Plough Corporation, a traditional pharmaceutical
firm, provide an example of the magnitude and speed with which a new drug approval
can impact a pharmaceutical firm. Schering Plough Corporation’s receipt of an NDA for
Claritin clearly provides anecdotal support for all of the hypotheses: NDAs are positively

associated with sales, earnings, stock price, and returns.
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Chapter Seven

EMPIRICAL RESULTS

This chapter provides empirical evidence that supports most of the hypotheses
presented in Chapter 5. The first section of the chapter demonstrates that NDAs are a
reasonable proxy for the economic value created through R&D expenditures. The

remaining sections provide the empirical results from the tests of the hypotheses.

7.1 NDAs: A proxy for knowledge

The hypotheses assume that NDAs are a measure of intangible assets created
through successful R&D activities. Therefore, before testing the hypotheses, it is
important to establish that NDAs are associated with R&D expenditures. Correlation
analysis (table not provided) shows a positive relationship between R&D expenditures
and NDAs. In order to provide a stronger test of the relationship between NDAs and
R&D and to allow for control variables, I perform a regression analysis between the

variables. Pakes and Griliches (1984) provides a model that relates the accumulation of

knowledge to R&D.

kir= R&D; + g, (1)
Where:

ki the accretion of knowledge for firm j during year t;

R&D;,: R&D expenditures by firm j during year t.

However, because £ is an unobservable output measure for knowledge gained through
R&D endeavors, Pakes and Griliches use the number of patents granted each year as a

proxy variable for knowledge. Although the number of patents obtained by a firm are
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available to investors fairly early in the development process, they do not eliminate many
of the uncertainties of assessing R&D success. NDAs, although available later, are a less
uncertain measure of R&D success than patents because they give a company the right to
market a new product. Thus, NDAs are used as a proxy for the accumulation of
knowledge acquired from successful R&D activities.

In addition, it is likely that larger firms have larger R&D budgets. Thus, R&D
could appear to be positively associated with NDAs when, in fact, it is merely a proxy for
firm size. To control for this possibility and to provide assurance that the positive
relationship between R&D and NDAs is not spurious, total assets are added to the Pakes

and Griliches model. This results in the following testable model:

NDA;; = o, + BiR&D;; + P,Assets;, + €, 2)
Where:
NDA;: the number of New Drug Applications approved by the Food and
Drug Administration for firm j during fiscal year t;
o year specific intercepts (untabulated);
R&D;; : research and development expenditures incurred by firm j during

fiscal year t;
Assets;,;: total assets for firm j at fiscal year end t.
Because the dependent variable, NDAs, is a count variable, ordinary least squares
regression is not appropriate. Therefore, I test this model using a Poisson regression with
a log-linear link which ensures that the predicted value of NDAs will always be

positive.'® Table 2 shows that for both the traditional and generic pharmaceutical

"®For a discussion of regression analysis for count data see Cameron and Trivedi (1998) and Greene (1993).
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companies, R&D has a positive association with NDAs after controlling for firm size.?® *'

For traditional firms the coefficient on R&D is positive and significant at 0.01; and for
generic firms the coefficient on R&D is positive and significant at 0.05. In addition,
assets are not associated with NDAs for the traditional firms but are positively associated
with NDAss for the generic firms. The lack of significance of assets for the traditional
firms is unexpected as it seems that larger firms would tend to have more NDAs than
smaller firms. Despite this, the results provide evidence that there is a positive
relationship between R&D expenditures and the number of NDAs obtained. Thus, it is
plausible to believe that NDAs can be used as a measure of the knowledge obtained as a

result of R&D expenditures.

7.2  Operating models
7.2.1 Tests of hypothesis 1

The real value of the creation of knowledge is the economic benefit it provides to
firms; the Z’s in Figure 2. I test two different models of operating benefits; a sales model

and an earnings model. Relying on models from Behn and Riley (1997) and Lev and

2According to Cameron and Trivedi (1998), the data for this regression is overdispersed because the
variance of the dependent variable is more than twice as large as the mean of the dependent variable. This
causes problems similar to hetereoscedasticity in ordinary least squares regression. Therefore, the reported
standard errors are corrected using the method suggested in McCullagh and Nelder (1989).

Z'There is no well-established method for deleting influential observations in a Poisson regression other
than evaluating raw residual values. Three of the raw residuals for the traditional pharmaceutical firms
were clearly larger than the other residuals; those three observations were omitted from the results
presented in Table 2. None of the observations for the generic firms were omitted.
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Sougiannis (1996), I developed the following sales model:
Salesj,t =+ BlNDAj.t-l + BZR&Dj.t-I + B3ASSCtSjJ-l + €, 3)
Where:

Sales;, revenues, including royalties and licensing fees and excluding non-
operating revenues such as interest, for firm j during year t;

o year specific intercepts (untabulated);

NDA; .1 the number of New Drug Applications approved by the Food and
Drug Administration for firm j during fiscal year t-1;

R&D;,;: research and development expenditures incurred by firm j during
fiscal year t-1;

Assets; . total assets for firm j at fiscal year end t-1.

According to Hypothesis 1, the coefficient on NDA should be positive, indicating that the
number of approved new drug applications in a year increases the amount of firm sales in
the following year. As discussed in the Schering Plough case study, drugs obtaining
FDA approval are marketed almost immediately. Therefore, it is possible that no lag is
needed in assessing the relationship between operating performance and drug approvals.
However, I perform the regression analyses with a one year lag of NDAs to ensure that
the new product is on the market for a full year when assessing its impact on sales. R&D
and Assets, both lagged one period, are also expected to be positively associated with
sales. All financial variables, Sales, R&D, and Assets, are included in the model in
logarithmic form to reduce their variance. I do not make any predictions on the year-
specific intercepts but merely include them as additional control variables.

The results for the sales model are shown in Table 3. For traditional

pharmaceutical firms, reported in Panel A, the coefficient on NDAs in the pooled
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estimation is positive and significant at 0.01 even though R&D expenditures are also
included in the model.”> This result supports H; and suggests that new drug approvals
proxy for intangible assets that help to generate future sales. The year-by-year results,
also provided in Table 3 Panel A, provide additional support for H; as the coefficient on
NDA is positive in nine of the eleven years.”> Z1 and Z2 statistics are provided to test the
significance of the annual t-statistics. Z1 may be overstated when the t-statistics are not
independent; Z2 corrects for cross-sectional and serial correlation (Barth 1994). Both Z1
and Z2 indicate that the annual, cross-sectional t-statistics are significant. The lack of
significance in the annual results is most likely caused by a lack of power as a result of
small sample sizes.

Counter to results found in prior research, the coefficient on R&D for the
traditional firms is negative in the pooled regression. The annual cross-sectional results
are consistent with the pooled results as the coefficient is negative in 10 of the 11 years,
and significantly so in 5 years. The negative coefficient may be driven by the fact that
research and development expenditures in the pharmaceutical industry do not generate
future sales or earnings for several years. Hence, a one-year lag may be insufficient for
capturing any benefit that is directly attributable to R&D. As expected, the coefficient on
the log of Assets is positive and significant in the pooled regression and in all of the
annual regressions indicating that larger firms have more sales. The adjusted R? for the

pooled traditional model is 0.95.

ZFollowing Amir and Benartzi (1998), observations with an R-student value greater than |3| are omitted
from the regression results as these observations are assumed to have a significant influence on the results.
This methodology is followed throughout the paper for the pooled models. In most of the regressions, 1%
to 2% of the observations are omitted. In one case, approximately 6% of the observations are omitted. For
additional discussions of influential observations, see Belsley, Kuh, and Welsch (1980).

BThroughout the paper, annual results are reported when at least ten observations are available.
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Rather unexpectedly, the coefficient on NDA for the generic firms, reported in
Table 3 Panel B, is negative, although not significant. This result does not support H;.
One potential explanation for this result is that a one-year time difference between receipt
of an NDA and sales is not sufficient for the generic firms. It is probable that it takes
longer for a generic product to generate new sales as the branded product is already
entrenched in the market place. This is especially true as physicians tend to prescribe
products that they are familiar with. To examine this possibility, I ran the sales model for
the generic firms after substituting NDA,.; for NDA,.;. The coefficient on NDA,.; is not
significant. Alternatively, the lack of significance may be due to the nature of generic
firms. Generic firms earn profits by charging low prices but selling high volumes over
several years. Thus, it is likely that the incremental benefit of one NDA cannot be
detected in the annual sales variable.

Table 3 Panel B also shows that the coefficient on R&D for the generic firms is
negative and significant while the coefficient on Assets is, once again, positive and
significant. The annual results are consistent with the pooled results as the coefficients
on all three variables have the same sign in the four years for which annual data is
presented. In addition, the Z1 and Z2 statistics show virtually the same significance
levels for all three coefficients.

In summary, for the traditional pharmaceutical companies, the results from the
sales model show that NDAs at t-1 are positively associated with sales at t. This supports
H, and implies that NDAs can be used as an intangible asset proxy that is useful for
assessing future revenues. H, is not supported by the results obtained for the generic

pharmaceutical firms as the coefficient on NDA is negative, although not significant, in
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the pooled regression as well as in the annual regressions. As discussed, this is likely due
to the fact that the incremental benefit of one NDA cannot be detected in the sales
variable.
7.2.2 Tests of hypothesis 2
The earnings model, adapted from Lev and Sougiannis (1996), is:
NIBRDj; = a, + BINDA; 1 + B2R&Dj .| + B3Assets; . + €, 4
Where:
NIBRD;,: income before discontinued operations, extraordinary items,
changes in accounting methods, depreciation and amortization, and
research and development expenditures;

o year specific intercepts (untabulated);

NDA; i the number of New Drug Applications approved by the Food and
Drug Administration for firm j during fiscal year t-1;

R&Dj,.i: research and development expenditures incurred by firm j during
fiscal year t-1;

Assets;;: total assets of firm j at fiscal year end t-1.

The model predicts that future eamnings are a function of tangible and intangible assets.
Depreciation and R&D are added back to operating income since they are write-offs of
the independent variables—tangible and intangible assets. This model differs from the
Lev and Sougiannis model in two ways. First, Lev and Sougiannis do not include non-
financial measures of intangible assets in their model. However, because I am interested
in examining non-financial measures of successful R&D activities, NDAs are added to
the model. Also, Lev and Sougiannis include advertising expenditures as an intangible
asset. Advertising expenditures are definitely important to firms in the pharmaceutical

industry. In fact, according to PhARMA, many firms spend almost as much on advertising
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and promotion as they spend on R&D. While it would be ideal to measure this
intangible asset, Compustat only reports advertising expenditures for a few of the sample
firms and this number is rarely reported in the firms’ 10-Ks and annual reports. Thus, in
the price model, advertising expenditures are potentially a correlated omitted variable.
As in the sales model, one lag of NDAs is included in the earnings model as firms
generally are able to market a new drug relatively quickly after obtaining approval from
the FDA.

The results, presented in Table 4 Panel A, support Hypothesis 2 for the traditional
pharmaceutical companies. The earnings model for the traditional firms shows that the
number of new drug applications approved by the FDA in year t-1 increases net income
in year t. This is true even though the input measure for knowledge, R&D expenditures,
is included in the model. R&D expenditures and assets are also positively associated
with future earnings. Contrary to the sales model, the coefficient on R&D is positive and
significant in the earnings model. It is possible that this reversal occurs because R&D is
subtracted from net income. More specifically, firms with large R&D budgets may
appear to have larger net income simply because R&D is added back to the dependent
variable. Similar to the sales model and consistent with predictions, assets are positively
associated with NIBRD. The pooled model produces an adjusted R? of 0.98 with a

sample of 169 observations.** **

*The large decrease in N from the sales model to the eamings model occurs because negative earnings
observations are dropped when the log is taken.

»An adjusted R? of 0.98 is relatively high for an accounting research paper. However, this high value is
consistent with the results reported in Lev and Sougiannis (1996).
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Overall, the annual cross-sectional results, reported for years with at least 10
observations, are consistent with the pooled results. In particular, the coefficient on NDA
is positive in all eleven years and both the Z1 and Z2 statistic indicate significance at
0.01. Furthermore, the coefficient on R&D is positive in 8 of 11 years and the coefficient
on Assets is positive and significant in all 11 years.

The results of the earnings model for the generic firms, reported in Table 4 Panel
B, provide weak support for Hypothesis 2 as the coefficient on NDA in the pooled model
is positive and significant at 0.10. The year-by-year results are similar as the coefficient
on NDA is positive and significant in two of the three reported years. However, the mean
coefficient for the annual results is positive but neither the Z1 or Z2 statistics are
significant. Again, the weak association between the operating measure and NDA is
likely due to the nature of generic pharmaceutical firms. These firms rely on large
volumes with relatively low profit margins. Thus, it is likely that the dependent variable
is not sensitive enough to detect the incremental benefit of one NDA. Meanwhile, R&D
and Assets are both positively associated with future earnings. The model for the generic
firms generates an adjusted R” of 0.86.

7.2.3 Summary of operating models

The two operating hypotheses, H; and H,, are supported by the regression results
from the traditional pharmaceutical firms: NDAs are positively associated with both
future sales and future earnings. This implies that NDAs can be used as a proxy for
intangible assets in the pharmaceutical industry. These results support the conclusions

made in Behn and Riley (1997) in which the authors found that non-financial
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performance measures were useful in predicting operating performance in the airline
industry.

The results from the generic pharmaceutical companies do not support H; as
NDAs are not associated with future sales. Weak support is obtained for H; as NDAs are
positively associated with earnings in the pooled model at the 0.10 level. The lack of
results is likely attributed to the fact that generic pharmaceutical firms rely on low-price,
high volume strategies; and, thus the incremental impact of one NDA cannot be detected

in annual operating results.

7.3  Market models

In addition to examining the relationship between NDAs and operating
performance, I test both a stock price model and a market return model. These are
conducted to determine if the number of NDAs, a non-financial measure of R&D
successes, are reflected in investor valuation decisions.
7.3.1 Tests of hypothesis 3

Amir and Lev (1996) examine the usefulness of various GAAP and non-GAAP
measures in predicting the stock price of firms in the wireless communications industry.
They begin their analysis with the following basic model:

Pricej; = Bo + BiBVPS;, + B.EPS;; + €, (5)
Where:

Price; stock price of firm j at the end of the third month following the
firm’s fiscal year end;

BVPS;: (total assets — total liabilities)/shares outstanding for firm j at the
fiscal year end t;
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EPS;: earnings per share before extraordinary items, discontinued
operations, and changes in accounting methods, and after adding
back depreciation and amortization and research and development
expenditures for firm j during year t.

To this model, Amir and Lev add two non-financial measures of intangible assets in the
wireless communications industry; POPS, a measure of the population in licensed
metropolitan and rural areas, and PEN, the number of subscribers divided by POPS.2¢
Likewise, I start with this basic model and add one financial measure and one non-
financial measure of the intangible asset created through R&D expenditures.
Specifically, I include R&D expenditures and the number of NDAs approved each year.
R&D expenditures are included in the model because I am interested in assessing if

NDAs provide incremental information to decision makers when determining the stock

price of pharmaceutical firms. This results in the following model:

Pricej', =qu+ B]NDAJ‘_( + ﬁzR&DPSj't + B3EPSJ',( + ﬁ.ftBVPSj,( t €, (6)
Where:

Price;: stock price of firm j at the end of the third month following the
firm’s fiscal year end;

o year specific intercepts (untabulated);

NDA; :: the number of New Drug Applications approved by the Food and
Drug Administration for firm j during fiscal year t;

R&DPS;: research and development expenditures per share incurred by firm

j during year t;

%Barth, Clement, Foster, and Kasznik (1998) also tests intangible assets in a valuation model that is on a
per share basis. Hirschey, Richardson, and Scholz (1998) examines the valuation implication of patents
using the market value of equity scaled by book value of assets as the dependent variable. There is no clear
justification for either method. I chose to use the per share model because the impact of NDAs on a per
share basis is easier to interpret.
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EPS;;: earnings per share before extraordinary items, discontinued
operations, and changes in accounting methods, and after adding
back depreciation and amortization and research and development
expenditures for firm j during year t;

BVPS;: (total assets — total liabilities)/shares outstanding for firm j at fiscal
year end t.

Because a price model examines total firm value at a point in time, it would be ideal to
include the accumulated NDAs across time in the model rather than the approvals in one
particular year. However, it is not clear how long the accumulation period should be as
drugs differ in the amount of time they are used. For example, a truly creative product is
likely to be valuable to a firm for a long period of time. Meanwhile, some products
become obsolete in a few years as more effective and safe replacements are developed.
This same type of issue is present when patent counts are included as independent
variables in a valuation model. I follow the methodology used in Hirschey, Richardson,
and Scholz's 1998 paper in which the authors include annual patent counts as an
independent variable in the valuation model versus the sum of patents over several years.
The results, presented in Table 5, provide support for Hypothesis 3 as NDAs are
positively associated with stock price for both traditional and generic pharmaceutical
firms in the pooled models. For traditional firms, reported in Panel A, the price model
has an adjusted R? of 0.62 with a sample size of 212.27 NDAs are significant and add
thirty-three cents, or nearly one percent, to the average firm stock price of $41.27. The
annual cross-sectional models are consistent with the pooled results as the coefficient on

NDA is positive in eleven of the twelve years and significantly so in 1985, 1987 and

“The sample size for the price model is larger than that used for the operating models because no lagged
variables are required.
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1991. Further, the mean coefficient for the annual data is positive and significant. These
results suggest that the number of NDAs obtained by traditional pharmaceutical
companies is viewed as an intangible asset by the stock market and provide support for
Hypothesis 3.

Interestingly, for the traditional pharmaceutical firms, the coefficient on R&DPS
is negative and significant in the pooled model. Also, the annual regressions produce a
negative coefficient in 8 of 12 years as well as a negative mean coefficient. Further, the
Z1 statistic is negative and significant while the Z2 is negative but not significant. This
result is note worthy because most related literature predicts that R&D and other similar
expenditures (i.e. advertising) will result in an increase in stock price as this type of
investment is actually creating an intangible asset. In fact, Sougiannis (1994) shows that
a one dollar increase in R&D generates, on average, a five dollar increase in total market
value.

There are two possible explanations for the conflicting results found between
pharmaceutical firms and prior research. First, it is possible that R&D expenditures are
incurred relatively early in the pharmaceutical industry in relationship to product releases.
This might cause the market to place little value on the intangible created by the
expenditures. Alternatively, R&D in the earlier research papers might be correlated with
an alternate measure of intangible assets that is omitted from the model. I examined this
possibility for the sample of pharmaceutical firms by running the price regression with
NDAs omitted. The coefficient on R&DPS for the traditional firms remains marginally
negative while the coefficient for the generics is still insignificant. Thus, the first

explanation is more plausible. In general, in the pharmaceutical industry, the number of
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NDAs s appears to be a better measure of the potential marketable products owned by a
firm; hence, R&D is viewed as an expenditure that reduces investors’ equity.

Finally, for the traditional firms, the coefficient on EPS is positive and significant
but the coefficient on BVPS is not significant. This result is surprising but might be an
indicator of the amount of intangible assets that are not included on the balance sheets of
pharmaceutical firms. Amir and Lev (1997) reports findings that are somewhat similar
to the one noted above. In particular, in the wireless communications industry, Amir and
Lev find that BVPS is not significantly related to stock price until non-financial measures
of intangible assets are added to the model. They explain this result by saying that the
financial and non-financial measures compliment each other when assessing a firm’s
value. It is likely that my model still omits several measures of intangible assets,
especially brand loyalty generated by large expenditures on advertising and promotions.
Perhaps if additional non-financial measures of the unreported intangible assets were
included, the results would be consistent with those found by Amir and Lev.

The results from the price model for the generic firms also support Hj as the
coefficient on NDA for the generic firms is positive and significant at 0.01. All six of the
yearly NDA coefficients are positive and three of them are significant. In addition, the
Z-statistics, which summarize the t-value of the annual coefficients, are both significant.
Although this result is consistent with Hj, it is somewhat unexpected given that NDAs
were not positively associated with future sales and were only modestly associated with
future earnings. This suggests that, while the incremental benefit of an NDA cannot be
detected in operating performance measures, the market understands the importance of

new drug approvals to the long-run health of generic firms. Thus, for both the traditional
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and generic firms, NDAs can be used as a proxy for intangible assets that are not
recognized.

Similar to the results obtained for the traditional firms, the coefficients on
R&DPS and BVPS are not significant while the coefficient on EPS is positively
significant. The pooled model produces an adjusted R? for the generic firms of 0.39 with
a sample of 120 firms.

7.3.2 Tests of hypothesis 4

I also develop and test a market return model. Similar to Amir and Lev (1996), 1
start with the following market return model:

Return;; = Bo + PB.EPS;; + B,AEPS;; + €, (7
Where:

Return,,: market return for firm j from the end of the first quarter for year t
to the end of the first quarter for year t+1;

EPS;,: net income from continuing operations for firm j during year t,
divided by the number of shares outstanding;

AEPS; the change in net income per share for firm j from year t-1 to year
t, divided by the number of shares outstanding.

To this model, I add a measure for the intangible asset created with R&D expenditures.
Specifically, I include the number of approved new drug applications obtained in a year,
the unexpected new drug applications obtained in a year, a measure of research and
development expenditures, and the change in research and development expenditures. In
addition, time specific intercepts are included in the model. This results in the following
model:

Retumj'.g =0+ B]NDAJ’J + BZANDAj.t + BZR&DPSJ‘I + B3AR&DPS_M
+ B4EPS; + BsAEPS;; + €, (8)
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Where:

NDA,:

ANDA,

R&DPS; :

AR&DPS; :

EPSj'(:

AEPSj't:

market return for firm j from the end of the first quarter for year t
to the end of the first quarter for year t+1;

year specific intercepts (untabulated);

the number of New Drug Applications approved by the Food and
Drug Administration for firm j during fiscal year t;

the change in the New Drug Applications approved by the Food
and Drug Administration for firm j from fiscal year t-1 to fiscal
year t;

research and development expenditures incurred by firm j during
year t divided by the number of shares outstanding;

the change in research and development expenditures per share for
firm j from year t-1 to year t;

net income from continuing operations before depreciation and
amortization and before research and development expenditures
for firm j during year t, divided by the number of shares
outstanding;

the change in net income per share (from continuing operations
before depreciation and amortization and before research and
development expenditures) for firm j from year t-1 to year t,
divided by the number of shares outstanding.

The pooled results for the traditional firms, reported in Table 6 Panel A, do not support

Hypothesis 4. Specifically, neither NDA nor ANDA are significantly associated with

stock returns for the traditional firms. However, the coefficient on ANDA is positive,

although not significant in nine of the eleven reported years and both the Z1 and Z2

statistics for ANDA are positive and significant. Thus, while the pooled model does not

produce significant results, the annual results do provide some support for the idea that

ANDA, the unexpected NDAs, are positively associated with retumns.
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Table 6 Panel A also shows that R&DPS is not associated with firm stock returns
but AR&DPS is negatively associated with stock returns. This result is consistent with
the results reported for the price model and implies that an increase in R&D expenditures
causes the value of the traditional pharmaceutical firms to decrease. Similar to results
documented in prior research, unexpected earnings are positively associated with stock
market returns. Utilizing a sample of 193 firms, the returns model for the traditional
firms produces an adjusted R? 0f 0.17.%%

For the generic firms, the coefficient on NDA is negatively significant in the
pooled regression. Meanwhile, the results from the yearly analysis show that the
coefficient on NDA is positive in three of the four reported years and that the mean
coefficient is positive although not significant. The lack of significance in the yearly
results is likely due to lo.w power as a result of the small sample sizes. Further, the
negative coefficient on NDA in the pooled model appears to be driven by 1996 as the
coefficient in all other years is positive. The results indicate that there is not a consistent
relationship between ANDA and returns. As in the returns model for the traditional
firms, AR&DPS is negatively associated with stock returns while AEPS is positively
associated with stock returns for the generic firms.

The negative coefficient on AR&DPS for both the traditional and the generic
pharmaceutical firms is counter to the results obtained in prior research which, in general,
show that R&D is positively associated with market performance. As discussed earlier,

one explanation for this result is that R&D is incurred so early in the development cycle

%The large negative adjusted R’s reported in the annual regressions are caused by having a small sample
size in relation to the number of independent variables.
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of pharmaceutical firms that the market assigns little value to the information provided by
the expense.

The absence of a significant positive relationship between NDAs and returns for
both groups of firms is somewhat surprising given the positive relationship found
between NDAs and stock price in the previous section. The presence of multi-
collinearity between NDAs and ANDA could produce inefficiencies in the model and
cause NDAs to be insignificant. However, correlation analysis shows that NDA and
ANDA are only weakly correlated. Therefore, inefficiency as a result of multi-
collinearity does not appear to be the cause of the insignificance.

An alternate reason for the insignificance of NDA in the return model is that the
release of product approval information and the return data are not properly matched.
The results reported in Table 6 use fiscal year NDAs and financial data while the returns
start with the first quarter of year t and are calculated through the first quarter of year t+1.
Most prior research uses first quarter returns to ensure that all of the firms have released
their financial data and that the market has had time to incorporate the data. However,
the NDAs are available immediately upon approval by the FDA. Thus, it might be more
reasonable to match returns with the fiscal year to investigate the impact of NDAs on
market returns. Hence, I calculated market returns during the fiscal year and ran the
regression analysis again. The results are not materially different from those reported in
Table 6. Specifically, the coefficients on NDA and ANDA are not associated with returns
for the traditional firms. For the generic firms, the coefficient on NDA is negative and
significant while the coefficient on ANDA is also negative, although not significant. The

sign and significance of the other coefficients are virtually unchanged.

52



The results from the returns model do not support Hypothesis 4. In particular,
while NDAss are positively associated with stock price for the both traditional and generic
pharmaceutical firms, they are not positively associated with stock returns. Most
surprising is the fact that the coefficient on ANDA is negatively associated with returns
for the generic firms, albeit at 0.10. Hirschey, Richardson, and Scholz (1998) reports
similar results for patent data. In their paper, the number of patents is positively
associated with stock price but is not significantly associated with stock returns. Perhaps
both of the results have the same problem--using a relatively long window for predicting
returns for a specific event. It is likely that numerous other factors affect stock returns
over a one-year time period and may overshadow the impact of new drug approvals.
7.3.3 Summary of market models

The results for the market models are mixed. The results from the price model for
both the traditional and generic pharmaceutical firms support Hypothesis 3 and indicate
that the number of new drug approvals, a non-financial measure of R&D success, is
helpful in assessing firm value. In addition, the insignificance of BVPS suggests that
current balance sheets provide little information when assessing the value of firms in the
pharmaceutical industry. I expect that these results would also hold in other industries
that are highly dependent on intangible assets that are not measured on a firm’s balance
sheet. In fact, Amir and Lev (1997) shows that neither BVPS nor EPS are associated
with stock price in the wireless communications industry when solely included in a price
model. Therefore, finding alternate measures of key intangible assets may be critical for

assessing value in industries which are dependent on these unrecognized assets.

53



Despite the fact that NDAs are positively associated with stock price, they are not
positively associated with stock returns. Hirschey, Richardson, and Scholz (1998) finds
similar results for patent data. These results can most likely be attributed to the fact that a
relatively long window, one year, is used for evaluating a market reaction to an event.
Future research that examines a short-window surrounding the receipt of an NDA might

prove fruitful.

7.4  Sensitivity analysis: H,-H;3

As discussed earlier, an alternate measure of the knowledge created through R&D
expenditures is the number of new patents obtained by a firm. I discussed several reasons
why this measure might not be the ideal choice for economically valuable knowledge in
the pharmaceutical industry. However, to provide additional support for the results
obtained previously, I ran the regression models for the traditional firms including patent
counts as an independent variable.”>*° The first column of Tables 7, 8, and 9 provides
the results for the sales, earnings, and price models after including one year of patent
data.

In the Sales model, the coefficient on NDA is positive and significant even though

patents at t-1 are also included in the model. As in the original sales model, R&D is

21 collected the patent data from the U.S. Patent Office (1999). Because of the way the database works,
the patent data is gathered on an annual basis (i.e. it is not based on a firm’s fiscal year end). Thus, the
reported results using patent data contain noise to the extent that firms have fiscal year ends.

%Ppatent counts are only added to the models for traditional firms as generic firms, in general, do not apply
for patents. To make sure that this assumption is valid, I searched the U.S. patent database for 6 of the 16
largest generic pharmaceutical companies. For the twelve year period from 1985 to 1996, the 6 firms (72
firm-years) obtained a total of 3 patents between them. Meanwhile, the mean number of patents for the
traditional pharmaceutical companies is 51 and the mode is 38.
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negatively associated with sales while assets at t-1 are positively associated with sales.
Utilizing 185 observations, the model generates an adjusted R? of 0.96.

It is also possible that because of the length of time involved in the development
process that additional lagged variables should be included for R&D expenditures and
patent data. Therefore, I add five years of data for both patent counts and R&D
expenditures in the sales model. The results are essentially the same as those with one
year of R&D and patent data. The only notable change is that the coefficient on patents
at t-1 changes from positive and significant to negative and insignificant. This result is
likely caused by the high multi-collinearity in the model. Specifically, the five years of
patent data are correlated between 0.86 and 0.96, causing the model to be inefficient.

The results for the earnings model including the patent data continue to support
H,. The coefficient on NDA remains positive and significant even though the number of
patents received during year t-1 is included in the model. The coefficients on patents,
R&D, and Assets at t-1 are also positive and significant. When five years of patent and
R&D data are included in the model, the coefficient on NDA is still positively associated
with earnings. As in the sales model, none of the patent variables are significant. Similar
to results found in Sougiannis (1996) the R&D coefficients vary from positively to
negatively significant. This implies that in some years the cost of R&D outweighs its
benefits.

The results for both the sales and earnings models that include patent data support
the conclusions made previously. Specifically, each NDA received in year t-1 increases
sales and earnings in year t. And, while patents at t-1 are positively associated with both

sales and earnings, they do not provide the same information as that provided by NDAs.
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Thus, NDA information is useful above and beyond that of R&D and patent data in
assessing future sales and earnings.

The results for the price model, including patents, are also consistent with the
original price model. The coefficient on NDAs is 0.28 and is significant at 0.01. In
addition, the coefficient on patents is positively associated with price. Similar to the
results provided in Table 5, the coefficient on R&DPS is negatively associated with price.
EPS is positively associated with stock price at 0.01 while BVPS is marginally associated
with stock price.

Including five years of patent and R&D data in the model generates somewhat
different results. First, as in the model with one year of patent data, NDAs remain
positively associated with stock price at 0.01. Meanwhile, the significance level for
BVPS increases from 0.10 when one year of patent data is included to 0.01 when five
years of patent and R&D data are included. The BVPS result is interesting because
BVPS was not associated with price in the original model and was only marginally
associated with price when one year of R&D and patent data are included. Meanwhile,
the significance level of EPS decreases from 0.01, when only one year of patent and
R&D data are included, to 0.10 when five years of data are included. These shifts in
levels of significance are difficult to explain.

Another interesting result occurs as the coefficient on patents at time t is negative
and significant when 5 years of R&D and patent data are included in the model. This
result is likely due to multi-collinearity in the patent data. One final change is that EPS is
no longer positively associated with price when the model is expanded to include five

years of R&D and patent data. I have no explanation for this result.
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Overall, the results shown in Tables 7, 8, and 9 suggest that NDAs provide
information to investors that is not provided by patent counts. Perhaps NDAs and patents
provide two pieces of information in a puzzle. For example, the patent data provides
early information on R&D progress while the NDAs provide data about products that will

be marketed in the near future.”'

1.5 Successful developer models

As discussed in the hypothesis development section, it is likely that some firms
are better at developing new drugs for their pipelines than other firms. The R&D of the
efficient developers should result in larger increases in sales and earnings and therefore
should be valued more highly by the stock market. This idea is tested by partitioning the
firms into successful and non-successful groups based on the number of NDAs obtained.
To make the division, I first computed the mean number of NDAs obtained in a year by
each firm. I then calculated the median of the firm means for both the traditional and
generic group of firms. Any firm in which the mean NDAss is greater than the respective
median is classified as a successful firm. Both the price and return model are adjusted
using the following methodology. First, NDA is replaced with a dichotomous variable
that is set to 1 if the firm is deemed to be successful and 0 otherwise. Then, an
interaction between successful firms and R&D expenditures is included. Hypotheses 5

and 6 predict that the coefficient on the interaction term will be positive.

>' I did not run the patent sensitivity analysis on the return model since Hypothesis 4 is not supported.
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7.5.1 Tests of hypothesis 5

To test Hs, I modified the price model to include the successful firm dichotomous
variable and the interaction between success and R&D expenditures. The results from
this model are reported in Table 10. For the traditional pharmaceutical companies, the
Success coefficient is positive and significant. This result provides further support for H3
and suggests that there are intangible assets that are not being recorded on the balance
sheets of pharmaceutical companies. The coefficient on R&DPS is negative although not
significant.

H; asserts that the coefficient on the interaction between Success and R&DPS will
be positive as the R&D of successful firms should be valued more highly than the R&D
of non-successful firms. The pooled results for the traditional firms support this
assertion, as the coefficient on the interaction is positive and significant. In fact, the
results indicate that the R&D of non-successful firms is not valued by the stock market at
all as the coefficient on R&DPS is not significant. As expected, EPS and BVPS are both
positively associated with stock price.

The annual regression results reveal an interesting phenomenon. In particular,
there seems to be a change in the way the stock market values pharmaceutical firms after
1991. From 1985 to 1990, the coefficient on Success is positive in each of the six years
with a mean coefficient for this period of 27.38. During the last six years, however, the
magnitude of the coefficients decreases generating a mean of only 11.96.

The coefficients on R&DPS also change from the first six years to the last six
years. From 1985 to 1990, the coefficients on R&DPS are always positive and generate a

mean coefficient of 20.53. Beginning in 1991, five of the six coefficients are negative
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and produce a mean coefficient of —4.97. Thus, from 1985 to 1990, the summarized
annual coefficients on R&DPS are positive and significant with a Z2 statistic of 3.20
while from 1991 to 1996, the summarized annual coefficients on R&DPS are negative
and significant with a Z2 statistic of -2.21.

Finally, the annual coefficients on the interaction between Success and R&DPS
also change from the first six years to the last six years. From 1985 to 1990, the
coefficient is negative in all six years and significantly so in 3 of those years. The annual
data produces a mean coefficient of —19.29 and a Z2 statistic of —3.36, which is
significant at 0.01. However, from 1991 to 1996, the coefficient on the interaction is
positive in five of the six years with a mean coefficient of 4.94 that is significant at 0.01.

These dramatic shifts in coefficient values from the first six years to the second
six years are very intriguing. During the first six years, the magnitude of the coefficient
on Success is very large. However, from 1991 to 1996, the magnitude on this coefficient
starts to decline and the significance level begins to drop. In particular, during the first
six years, three of the annual coefficients are positively associated with stock price while
only one is positively associated with stock price during the second six years.

At the same time, the ability to value R&D expenditures seems to become more
refined. From 1985 to 1990, R&D, on average, is positively valued by the market.
However, the R&D of successful firms appears to be negatively associated with price.
Counter to the early results, from 1991 to 1996, the R&D of successful firms is valued
more positively by the market than the R&D of non-successful firms. In particular, the
results show that the coefficient on the interaction between Success and R&DPS is

positive in five of the six years and significant in three of those five years. During this
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same time period, the R&D of non-successful firms is negatively valued by the market.
These results seem to suggest either that investors learn which firms are successful as
time passes or that investors become better at interpreting the data that is available to
them. It is likely that both of these explanations contribute to the change in the
relationship between the dependent and independent variables.

It is possible that the change in results is caused by the method used to segregate
the successful and non-successful firms. In particular, I separate the firms into successful
and non-successful groups based on the mean number of NDAs obtained over the entire
sample period. Investors do not have access to all of this data when they are valuing the
firms. For example, I use information available in 1996 to classify firms in 1985.
Investors only have access to data that is available in 1985. Thus, it is possible that as
investors gain more knowledge, their distinction between successful and non-successful
firms more closely matches mine and drives the results.

For the generic pharmaceutical firms, Success is positively associated with stock
price. This provides additional support for the results reported in Table 5 and suggests
that NDAs are a measure of intangible assets. Contrary to the results found for the
traditional firms, R&DPS is positively associated with stock price while the interaction
variable is negatively associated with stock price. This result is difficult to interpret. As
before, EPS is positively associated with price while BVPS is not. The results from the
five reported annual regressions are consistent with the pooled results.

Overall, the results from the successful price model provide mixed support for Hs.
For the traditional firms, the coefficient on R&DPS for non-successful firms is not

significant. However, the interaction between R&DPS and Success is postively
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associated with price. This implies that the R&D of successful firms is valued by the
market and that the R&D of non-successful firms is not. The results from the generic
firms, meanwhile, do not support H;s as the coefficient on the interaction variable is
negative and significant. This result is surprising.

The results from the successful price model also provide additional support for H;
as the success intercept is positive and significant for both the traditional and generic
firms. The magnitude of the coefficient on Success suggests that successful firms have
significant intangible assets that are not currently being reported on their balance sheets.
7.5.2 Tests of hypothesis 6

The results from the successful returns model are reported in Table 11. The
pooled results for the traditional and generic firms do not support He. In particular, the
coefficient on the interaction between Success and R&DPS is not significant for either
group of firms. The year-by-year analyses provide similar results. For the traditional
firms, the coefficient on Success*R&DPS is positive in six of the eleven years and
significantly so in one of those six. The coefficient is significantly negative in four of the
remaining five years. These conflicting results make it difficult to draw conclusions
about the model. Further, for the generic firms, the coefficient is not associated with
returns in any of the four reported years. The coefficient on Success*AR&DPS is not
significant for either the traditional or generic firms. Similar to the results reported in
Table 6, the change in EPS is positively associated with returns for both the traditional
and generic firms.

The results reported in Table 11 do not support H, as the R&D of successful firms

is not more positively associated with market returns than the R&D of non-successful
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firms. This result is not surprising given the results reported for the returns model in

Table 6.

7.6 Summary

This chapter presents the empirical results from the tests of the six hypotheses. In
support of the operating models, NDAs are positively associated with one-year ahead
sales for the traditional firms and with one-year ahead earnings for both the traditional
and generic firms. In addition, NDAs are positively associated with stock price for both
groups of firms. These results suggest that NDAs can be used as a proxy for intangible
assets not recorded on the balance sheets of pharmaceutical firms. Neither NDAs nor the
unexpected NDAs is associated with market returns for either group of firms. As
discussed, this result is likely due to the fact that a relatively long return window was
used, one year, to assess the market response to an event. Future research might benefit
by an event study that assesses market reaction around the date the NDA is received.

The results from the successful product developer hypotheses are mixed. The
empirical results for the traditional pharmaceutical firms support the price model, Hs, as
the R&D of successful firms is positively associated with firm market value while the
R&D of non-successful firm is not. In addition, being classified as a successful firm
increases stock price; this provides additional support for H; and suggests that there are
intangible assets that are not recorded on the balance sheet of pharmaceutical firms. The
results for the generic firms do not support Hs as the R&D of successful firms is
negatively associated with stock price. However, similar to the traditional firms,

additional support is provided for Hj as the dichotomous success variable is positively
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associated with price indicating that the non-recognized intangible assets of successful
firms are valued more than the intangible assets of non-successful firms. Finally, the
regression results do not support He, for either group of firms as the R&D of successful

firms does not generate larger returns than the R&D of non-successful firms.
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Chapter Eight

CONCLUSION

This paper examines a non-financial measure for the intangible asset created with
R&D expenditures in the pharmaceutical industry, namely the drug pipeline. After
confirming that NDAs are a valid measure of the accumulation of knowledge, I examined
if NDAs are associated with the following measures of economic performance: future

sales, future earnings, current stock price, and market returns.

8.1 Review of results
8.1.1 Summary of the results for traditional pharmaceutical companies

To summarize, I will first highlight the results from the traditional pharmaceutical
companies. Hypothesis 1 asserts that the number of approved new drug applications will
be positively associated with future sales. This hypothesis is supported by the empirical
results as the coefficient on NDAs is positive and significant in the sales model.

Further, the regression analysis for the earnings model shows that each NDA
obtained by the traditional companies has a positive impact on one period ahead
operating earnings. Thus, H; is supported. The anecdotal evidence discussed in the case
study provides additional support for H,. In fact, Schering Plough’s net income increased
by almost $200 million the year after the FDA approval of Claritin. These results are
consistent with those found in Fornell, Ittner, and Larcker (1996) and Behn and Riley
(1996) which found that non-financial indicators can provide information that is useful in

assessing future operating performance.



Because the number of NDAs is positively associated with future sales and
earnings, they should also be valued by the stock market. Hypothesis 3 predicts that the
number of NDAs will be positively associated with the current stock price. The
empirical results for the traditional pharmaceutical companies are consistent with this
hypothesis. In particular, each NDA obtained during year t increases the three month out
stock price by approximately one percent. The U.S. approval of Claritin by Schering
Plough further demonstrates how large the impact on price can be. In the month that
Claritin was approved, the stock price of Schering Plough increased from approximately
$60 per share to approximately $65 per share, or more than 8%. This result suggests that
there are substantial intangible assets that are not recognized on the balance sheets of
traditional pharmaceutical companies. It is therefore important that investors consider
alternate measures of the assets that are not recorded.

Although there is a relationship between NDAs and stock price, there is no
apparent relationship between NDAs and market returns. The lack of an association
between NDAs and returns is likely a result of using a long window to evaluate investor
reaction to a particular event. Hirschey, Richardson, and Scholz (1998) obtained similar
results when assessing the relationship between patent data and market performance
measures. In particular, they found that patent information was positively associated with
stock price but not with annual stock returns. In the future, it would be beneficial to
conduct an event study surrounding the release of drug approval information.

To check the robustness of the NDA results, I included the number of patents
obtained by the traditional firms in the sales, earnings, and price models to ensure that

NDAs provide information that is not available in patent counts. In all three models,
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NDAs are positively associated with the dependent variables after controlling for patents
and R&D. As a final verification of the models, I included five years of R&D and patent
data in the models. Once again, NDAs are positively associated with future sales, future
earnings, and current stock price. This implies that approved new drug applications
provide information useful for assessing future operating performance and current stock
price that is not available in R&D and patent data.

Finally, analyses were conducted to determine if the research and development
expenditures of successful firms are more highly valued than the research and
development of non-successful firms. Successful firms are identified as those with a
relatively higher level of NDAs per year. The coefficient on Success is positive. This
result supports the earlier conclusions that NDAs are an indicator of unrecognized
intangible assets. In addition, the interaction between Success and R&DPS is positively
associated with stock price indicating that the R&D of successful product developers is
valued more by investors than the R&D of non-successful producers. The return model
exhibits no differences between successful and non-successful firms.

Overall, the results for the traditional pharmaceutical companies provide support
for the hypotheses. NDAs are positively associated with future earnings, future sales, and
current stock price. In addition, a dichotomous variable that distinguishes successful
from non-successful product developers is positively associated with stock price as is the
interaction between the dichotomous variable and R&D. These results imply that NDAs
are a proxy for economically valuable knowledge in the pharmaceutical industry. The
results also suggests that investors value the R&D of successful firms more than the R&D

of non-successful firms.
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8.1.2 Summary of the results for generic pharmaceutical companies

The results for the generic pharmaceutical firms are mixed. First, Hypotheses 1 is
not supported as NDAs are not positively associated with future sales. This result might
be attributed to the fact that generic firms rely on low-price, high volume market tactics.
Therefore, it is possible that the incremental benefit to receiving an NDA cannot be
detected in sales for a single period. NDAs are marginally associated with future
operating earnings.

Despite the weak operating results, NDAs are positively associated with stock
price for the generic firms. This suggests that NDAs can be used as a proxy for the
intangible asset created with investments in R&D. As with the traditional firms, there is
no relationship between NDAs and returns.

Finally, the results from the generic pharmaceutical firms do not support the
successful product producer hypotheses. While being classified as a successful product
producer is positively associated with stock price, the R&D of successful firms is not
positively associated with price. More surprising, the R&D of successful firms is
negatively associated with stock price. This result is difficult to interpret. As with the
traditional firms, there is no relationship between successful firms and stock market

returns.

82  Summary
The analyses confirm the results found in other research (Amir and Lev 1996;
Fomell, Ittner, and Larcker 1996; Behn and Riley 1997; Barth, Clement, Foster, and

Kasznik 1998; and Hirschey, Richardson, and Scholz 1998). In particular, non-financial
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measures of economic value can be used to provide additional information in firm
valuation decisions. More specifically, non-financial measures of R&D success provide
information not contained in R&D expenditures. This documents that providing non-
financial information (i.e. NDAs) to investors and analysts enhances their ability to
predict operating and market performance of firms in the pharmaceutical industry.
Measuring intangible assets will continue to be an important focus of standard
setters, decision makers, and investors. In this light, several streams of future research
might prove beneficial. First, it is interesting that the results for the traditional and
generic pharmaceutical companies are not the same. Future research could strive to
identify an alternate measure of intangible assets for the generic firms. In addition,
advertising and direct promotion to physicians and hospitals creates another important
intangible asset to pharmaceutical firms. A study that incorporated a value for this
intangible would enhance the understanding of this industry. Further, an event study
focusing on the time surrounding the release of new drug approvals by the Food and
Drug Administration might provide additional insight into the valuation of successful
R&D endeavors. Also, research that investigates methodologies for assigning value to

new products would make strides toward valuing intangible assets.
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