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ABSTRACT

PATTERNS OF PERCEPTUAL ASYMMETRIES IN THE PERCEPTION OF

CHIMERIC FACES: INFLUENCES OF DEPRESSION, ANXIETY, AND

APPROACH AND WITHDRAWAL STYLES OF COPING

By

Travis George Fogel

Heller (1993) has posited a central role for parietotemporal regions of the right

hemisphere in the modulation of autonomic and behavioral arousal in emotional states.

Her model addresses two dimensions of emotion with special clinical significance —

depression and anxiety —— by linking depression with a decrease and anxiety with an

increase in right hemisphere arousal. Heller et a1. (1995) tested the model in

undergraduates classified into either high- or low-depression and high- or low-trait—

anxiety subgroups. The dependent measure was the Chimeric Faces Task, or CFT (Levy

et al., 1983). On this task, most individuals show a lefi-hemispace bias, seen as reflecting

greater right-hemisphere arousal. The results supported the model: depression was

related to weaker bias, anxiety to a stronger bias.

The aim of the current study was to test the reliability of Heller et al.’s (1995)

results, and to assess contributions to CFT scores of anxiety subtypes —— state vs. trait.

Along with the CFT, 357 undergraduates completed self-report measures of depression,

state anxiety, and trait anxiety. The study also compared Heller’s model with a model

proposed by Davidson (1992) that shifts the focus fi'om parietotemporal to frontal regions

and links approach and avoidance behaviors to left and right frontal regions, respectively.

Approach and withdrawal behaviors were measured by a test of coping styles
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(engagement vs. disengagement) in stressful situations.

The results did not support Heller’s model: trait anxiety and depression were

unrelated to either strength or direction ofhemispace bias, whereas state anxiety was

related to a weaker, rather than stronger, left—hemispace bias. Likewise, in subjects high

in depression and trait anxiety and in subjects high in state anxiety and trait anxiety,

proportionately more, rather than fewer, had right-hemispace biases compared to controls,

implying greater lefi- than right-hemisphere arousal. The only supported prediction was

the one derived from Davidson’s model, namely, that the tendency to disengage from

stressful situations was related to a stronger left hemispace bias. This was true, however,

only for subjects high in trait anxiety.

Because state anxiety was inversely, rather than directly, related to CFT scores,

the data were re-examined to better understand this relation. First, on the possibility that

“state anxiety” contains a mix of subtypes, a principle components analysis was

performed on this measure. This analysis revealed four factors. Next, a hierarchical

regression was performed to compare the factors’ relation to CFT scores. Only two

factors were related to bias — those best described as “cognitive worry” and “flee-

floating anxiety.” For both, higher levels were related to weaker left-hemispace bias.

Together, the results suggest that in state-anxious persons, only cognitive worry

and free-floating anxiety are associated with decreased right-hemisphere arousal, whereas

in trait-anxious persons, disengagement is associated with increased right-hemisphere

arousal. The results thus do not support Heller’s model but suggest how its with

Davidson’s might have more explanatory power. Integration, however, will require

making meaningful distinctions among anxiety subtypes.
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INTRODUCTION

In human beings, a mass of clinical and experimental evidence has documented

that the cerebral hemispheres have different capabilities or organizations, primarily for

linguistic and visuo-spatial abilities. Much of this same evidence also shows that the

quality and extent of these differences are related to certain subject variables, including

sex and handedness. In recent years, there has also been increasing evidence for lateral

specialization in the initiation of and control of emotions, and still more recently, research

is beginning to suggest that individual differences in hemispheric arousal can account for

some ofthese differences.

A recent neuropsychological model of emotion (Heller, 1993) posits a central role

for parietotemporal regions of the right hemisphere in the modulation of autonomic and

behavioral arousal in emotional states. The model addresses two dimensions of emotion

with special clinical significance — depression and anxiety — by linking depression with

a relative decrease and anxiety with a relative increase in right hemisphere arousal.

Heller, Marci, Etienne, and Miller (1995) tested the model in right-handed

undergraduates classified into either high- or low-depression and high— or low-trait-

anxiety subgroups. The dependent measure was the Chimeric Faces Task, or CFT (Levy,

Heller, Banich, & Burton, 1983b). On this task, individuals typically show a left-

hemispace bias which is seen as reflecting greater right-hemisphere arousal. The results

supported the model: depression was related to a weaker left-hemispace bias and anxiety

to a stronger left-hemispace bias.
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The major aims of the current study were to examine: 1) whether Heller et al.’s

(1995) results are reliable, 2) the relative contributions to CFT scores of anxiety subtypes

— state vs. trait, and 3) whether changes in depression and/or anxiety over time are

related to changes in CFT scores (in a direction consistent with Heller’s model). Another

aim of the study was to compare Heller’s model with a different model of emotion

proposed by Davidson (1992). This model shifts the View from posterior

(parietotemporal) regions to anterior (frontal) regions and links approach (engagement)

and avoidance (disengagement) behavior to the left and right fiontal regions, respectively.

Lastly, given the corroboration of evidence for handedness differences in cerebral

organization for language and visuo-spatial functions and for individual differences in

hemispheric arousal and/or control of emotions, the question thus arises whether these

individual differences are related to handedness. There has been little research on this

possibility. If such differences exist, then studying them may allow us to better

understand how emotion is processed by the brain. In other words, ifwe can show that

right and left-handers also differ in other skills (e.g., the experience and perception of

emotion), we then have the means to ask about the functional utility of lateral

specialization for those skills.

Before turning to the current study, I shall begin with a review ofresearch on

handedness differences in lateralization of speech and language and visuo-spatial

functions, then present research on interhemispheric and intrahemispheric specialization

for emotion, followed by a presentation of three models for intrahemispheric and

interhemispheric interactions in emotional processes, and end with a review of prior

studies of emotion and handedness.
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Hemispheric Specialization for Speech and Langpage

in Right- and Left-Handers

Until the 18603, the two hemispheres of the brain were widely regarded as mirror

images of each other, both structurally and functionally. There was only occasional

speculation, largely based on clinical observations of individuals with unilateral brain

damage, that the hemispheres were not functionally identical. These observations,

however, typically lacked essential detail, making it difficult to correlate lesion site to

behavioral abnormality with any degree of accuracy (Benton, 1984). It was not until the

work of the French physician Paul Broca in the 18603 that the concept of lateralization of

function began to emerge and to replace the older View ofhemisphere equivalency.

Based on clinical studies of patients with unilateral lesions of the neocortex, Broca (1865)

concluded that the left hemisphere plays the leading role in language functions.

Since Broca’s reports, lateral specialization of function has received a vast amount

of attention in new studies of clinical as well as normal populations. The research

supports Broca’s general proposition that the left hemisphere almost invariably plays the

leading role for speech functions— and goes further in regards to language functions

generally. It also shows that this is true for right-handers. For left-handers, the picture is

more complex as will be discussed later.

Evidence for language laterality comes from studies of clinical as well as normal

populations. For example, in the former category are studies of patients who have

undergone cortical excisions for the purpose of controlling epileptic symptoms. In one

well-known study, of 179 right-handed patients who were operated on the left

hemisphere, 124, or 69.8%, showed some form of aphasia following the operation. Of
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254 right-handed patients who were operated on the right hemisphere, only 1, or 0.4%,

became aphasic (Penfield & Roberts, 1959). Other localization methods have yielded

very similar results. Warrington and Pratt (1973) found that among right-handed

depressed patients who had been given ECT, 98% exhibited dysphasia following left—

hemisphere ECT, compared with only 2% following right-hemisphere ECT. Rasmussen

and Milner (1977) reported similar percentages with the Intracarotid Amobarbital

Procedure.l In 140 right-handers with late-onset epilepsy2 (without any history of early

brain damage), 96% showed speech—disruption following left hemisphere injection; 4%

following right-hemisphere injection. None had bilateral or mixed-speech dominance.3

In summary, the literature consistently shows the left hemisphere to be dominant

for language in nearly all right-handers. The evidence for left-handers is less clear. It

indicates that the majority of left-handers are left-lateralized as well. For example, in the

study cited earlier, Penfield and Roberts (1959) also included left-handers and found that

of 67 left-handed patients operated on the left hemisphere, 19, or 28.3 %, became

aphasic; of 22 left-handed patients operated on the right hemisphere, 2, or 9.1%, became

aphasic. Similarly, when Rasmussen and Milner (1977) examined left-handed patients

 

' This procedure is widely used prior to surgery to excise epileptogenic tissue. First one hemisphere, then

the other is anesthetized via a barbiturate, sodium amobarbital, injected into a catheter in the femoral artery

to the internal carotid, thereby anesthetizing the ipsilateral hemisphere. When the hemisphere for speech

and language is anesthetized, the patient experiences complete aphasia. The symptoms last only for a few

rmnutes.

2 It is important to note that these individuals had late-onset epilepsy because it suggests that their brains

developed normally. Insofar as they did, we can make inferences about speech and language organization

in right-handers. Had they had early-onset epilepsy, or a history of brain damage, it is quite likely that

georganization of cereme functions (e.g., language and speech) also occurred.

Harris (1992) suggests that the term ‘bilaterality’ may be misleading as it is often misconstrued to mean

that both hemispheres are contributing equally to speech functions, which is currently not known. Snyder,

Novelly, and Harris (1990) suggest that the term ‘mixed speech dominance’ replace the term ‘bilaterality’

as it is less likely to lead to the aforementioned inaccuracies. In the current paper, the term ‘mixed

dominance’ will be used to avoid any misinterpretation.
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with late-onset epilepsy and without any history of early brain damage, 70% of left-

handers showed evidence of left-hemisphere speech, 15% showed evidence of right-

hernisphere speech, and 15% showed evidence ofmixed-speech dominance. Segalowitz

and Bryden (1983) found similar percentages from studies of left-handed aphasic

patients. They estimated that 61.4% are left-lateralized for speech, 18.8% are right-

lateralized, and 19.8% have mixed-speech dominance. Warrington and Pratt (1973)

reported similar percentages in their study of dysphasia and ECT. In left-handers, 70%

showed dysphasia following lefi ECT, 23% following right ECT, and 6% following

both left and right ECT (suggesting mixed-speech dominance). Taken together, the data

indicate that the left hemisphere is the side dominant for speech in nearly all right-

handers and in the majority of lefi-handers. Despite lack of agreement as to the

prevalence ofmixed speech dominance within the general population, most investigators

will agree that mixed-speech and right-hemisphere speech dominance are almost

exclusively limited to left-handers and that left-handers, in general, are more

neuropsychologically heterogeneous than right-handers.

Hemispheric Specialization for Visuo-Spatial Functions

in Right- and Left-Handers

In contrast to the evidence for speech and language, many of the early studies of

visuo-spatial functions failed to indicate any remarkable differences between lefl- and

ti t-handers (see review in De Renzi, 1982). For example, they showed that recognition

of faces and drawings was impaired following right-hemisphere lesions in right-handers

(Tzavaras, Hécaen & Le Bras, 1970) and left-handers alike (Tzavaras, Hécaen, & Le

Bras, 1971). Similar results have been found for spatial disorientation and dressing
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apraxia (Hécaen & Angelergues, 1962), spatial agnosia (Hécaen & Sauguet, 1971), and

constructional apraxia (Hécaen, De Agostini, & Monzon-Montes, 1981).

Newer evidence, however, indicates a greater degree of consistency with the

language data. That is, the data suggest that left-handers have greater bilaterality in the

form of secondary left-hemisphere commitment to visuo-spatial processing. Borod,

Carper, Naeser, and Goodglass (1985) examined the relation between handedness in

aphasic patients with left-sided lesions on the WAIS Performance Scale (Wechsler, 1958)

and the Parietal Lobe Battery (Goodglass & Kaplan, 1972). Relative to right-handers,

left-handers were significantly more impaired, especially on tests of visuo-spatial

organization and construction. From these findings, the authors suggest that left-handers

have more left-hemisphere representation for non-verbal tasks, especially on tasks that

involve manipulation and assembly.

Studies ofnormal adults give a similarly mixed picture. Some studies suggest

that right- and left-handers show similar and equally strong organization for visuo-spatial

functions. These include divided-visual field studies of recognition of tachistoscopically-

projected dot patterns (McGlone & Davidson, 1973) and patterns of steady-state

potentials to the temporal and spatial frequencies of stimuli (Mecacci & Spinelli, 1987).

Other studies report the same directional effect in right- and left-handers, but with weaker

asymmetries in left-handers. These include studies of dot location (Levy & Reid, 1978),

tactual discrimination of line orientation (Varney & Benton, 1975), and leaming of braille

letters by naive, sighted subjects (Harris, 1980).

Taken together, the results from clinical and adult normal populations indicate

that for both right- and left-handers, the right hemisphere is dominant for visuo-spatial
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functions, but that left-handers show weaker asymmetries with greater commitment of the

left hemisphere.

Left-Handedness Phenotype

From the research reviewed so far, left-handers would seem to be typically less

strongly lateralized than right-handers. The problem, as Hellige, Bloch, Cowin, et a1.

(1994) point out, is that some studies comprise a greater proportion of left-handers with

left-hemisphere speech, others with more left-handers with mixed-speech dominance, and

still others with more left-handers with right-hemisphere speech. This raises the

possibility that the overall weaker lateralization shown by lefi-handers in all of the

neuropsychological measures cited earlier reflects the summing together of these different

subgroups.

Many attempts have been made to classify lefi-handers into meaningful

subgroups. One method has relied on studying handedness phenotype because left-

handers are more heterogeneous than right-handers in phenotype. In contrast to right-

handers, who individually are almost always strongly right-handed, left-handers exhibit

greater individual difference in their strength of handedness.

Prgfegenpe Qpestipnnaires and Performance Tests

To measure handedness, a variety ofpreference as well as performance measures

have been used. On preference tests, subjects are asked to indicate which hand they

prefer to use for a variety of unimanual tasks; a Likert-type scale is typically employed to

establish strength ofpreference. Some of these questionnaires are short (10 items or

less), some are long (50 questions or more), some ask about preference for typical tasks,

and some ask about preference for less typical tasks (Harris, 1992). These questionnaires
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have in common the skill level of the task being assessed; all emphasize tasks that

require moderate to high skill rather than unskilled acts for the simple reason that tasks

requiring a higher level of skill have been shown to be more lateralized (Harris &

Carlson, 1993). Harris (1992) estimated that regardless of the inventory used (as long as

there were a sufficient number of skilled tasks represented), normative studies of adults

yielded a J-shaped distribution with 85-90% reporting an overall right—hand preference,

with most of the rest reporting a left-hand preference. These tests have shown hand use

for writing to have the highest strength ofpreference (Kang & Harris, 1992). Left-

handers, however, typically show weaker preference than right-handers for other tasks

(e.g., Snyder & Harris, 1991). In other words, relative to right-handers, left-handers

report using their dominant hand for a smaller proportion of acts on whatever hand

preference inventory might be used.

Performance tests assess actual skill, including the rapid movement ofpegs in a

slotted board (Annett, 1970), rapid tapping of the fingers (Provins & Magliaro, 1989),

and inserting a straight pin into holes along a metal grid (Satz & D’Elia, 1989). On these

preference tests, left-handers show weaker lateralization than right-handers, that is

smaller between-hand differences (e.g., Provins & Magliaro, 1989). Generally,

preference and performance tests are significantly correlated (e.g., Peters & During,

1979)

On both preference and performance tests, left-handedness, and to a much lesser

extent right-handedness, is shown to be a continuous rather than dichotomous variable.

For purposes of categorization, however, researchers divide the continuum into a variety

of subgroups. In addition to the two main groups labeled right- and left-handers,
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researchers have used a variety of labels for ‘both-handed’ individuals, or those that lie

between the two main groups. Both-handed individuals have been called “inconsistent

left-handers,” “mixed-handers,” “ambidexters,” and “arnbilaterals” (Harris, 1992). Even

more numerous than the names given to weakly-handed individuals have been the

methods or criteria used to assign such persons to their respective categories. Some

researchers have used stringent criteria. For example, Annett (1972), using a 12-item

hand preference questionnaire, classified individuals who reported using the nondominant

hand on any ofthe 12 items as mixed-handed. Individuals were classified as right— or

left-handed only if they used the same hand for all 12 tasks. Others have labeled all not

perfectly consistent right-handers as mixed-handers (e.g., Witelson, 1985). Others have

separated right—handers and left-handers with strong and weak preferences in order to

obtain four different groups (e.g., Ponton, 1987). Still others have used an 8-item version

of the Edinburgh Handedness Inventory (Oldfield, 1971) and a method similar to Annett

(1972) but with less stringent criteria (e.g., Peters, 1990; Peters & Servos, 1989; Ponton,

1987). The last method has enjoyed some measure of success in subclassifying left-

handers and is the method proposed for use in the current study.

In this method, respondents who reported left-hand preference for seven of eight

common unimanual tasks (to write a letter, hammer a nail, throw a ball at a target,

unscrew the lid of a jar, use a knife to cut bread, use a toothbrush, hold a match while

striking it, and hold a tennis racket), including writing, were classified as consistent left-

handers (CLHs). Subjects with inconsistent hand preferences (ILHs) were those who

preferred the right hand for two or more of the eight items. When CLHs and ILHs were

compared to right-handers on two types ofperformance tests (tests of fine motor skills



and tests of strength), CLHs performed better with the left hand on both types of tests,

much like right-handers would, except for the direction of the hand advantage (Peters,

1990; Peters & Servos, 1989). ILHs, on the other hand, performed better with the left

hand on tests of fine motor skills, but performed better with the right hand on tests that

involved strength and skill together (e.g., throwing a ball at a target). In addition, on fine

motor skills tasks, ILH subjects had smaller between-hand differences than either CLHs

or the control right—handers.

The evidence reviewed thus far has documented differences in lateral cerebral

organization for language and visuo-spatial functions between right- and left-handers.

I Shall now present evidence for interhemispheric and intrahemispheric specialization for

emotion. This review will provide a foundation for a later summary of the literature on

handedness differences as they relate to interhemispheric and intrahemispheric

specialization for emotion.

Interhemispheric Specialization for Emotion

The literature on the neuropsychology of emotion has focused on three main

components of emotion: perception, experience, and expression. The perception, or

recognition, of emotion has been measured by examining an individual’s ability to make

judgments of emotionally-laden visual or auditory stimuli as expressed either in human

faces or in speech and non-speech sounds (e.g., Harris & Snyder, 1992; Levy, Heller,

Banich, & Burton, 1983b). To study lateral specialization for the perception of emotion,

researchers selectively present the visual or auditory stimuli in a way designed to give an

initial processing advantage to one or the other cerebral hemisphere. Such methods

include dichotic listening tasks, divided visual field presentations (e.g., through the use of

10
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a tachistoscope or special contact lens), and the free-viewing of chimeric faces (e.g.,

Chimeric Faces Task). If one hemisphere is superior in performance to the other (e.g., in

recognizing facial expressions or the emotional tone of a voice), that hemisphere can be

said to play the leading role for this function.

The expression of emotion has been defined as the production of affective

behavior. To study lateral specialization for emotional expression, researchers have also

used a variety ofmethods. One method is to measure differences between the left and

right halves ofthe face during either spontaneous or posed expressions (e.g., Mendolia &

Kleck, 1991; Sackeim & Gur, 1978). Another way has been to draw on reports of

emotional changes in patients with unilateral brain lesions. To the extent that unilateral

lesions have different effects depending on the side of lesion, one can infer functional

specialization for behaviors arising or diminishing after hemispheric injury (e.g.,

Gainotti, 1969, 1972; Goldstein, 1939; Luys, 1890).

Finally, the experience of emotion can be defined as an individual’s subjective

feelings or “felt emotion.” It has been measured in a variety ofways including through

the use of clinical populations or mood induction techniques in association with those

methods mentioned above (e.g., Deglin & Nikolaenko, 1975; Schiff& Lamon, 1989)

as well as through the use ofmore precise measures of regional brain activity including

computerized tomography, magnetic resonance imaging, and positron emission

tomography (e.g., Davidson, 1993a). Because experience lies on a continuum somewhere

between perception and expression, it is often difficult to decide the extent to which

emotional experience studies are truly studies of experience and not also studies of the

perception and/or expression of emotion. That is, using any given task, it is often

11



I)
l-fi

I
{‘0

.A

u

..

)st

(”Curb

3:;
rs

d3

.11.

.9:



difficult to determine the relative contributions of the perception, expression, or

experience of emotion to that task. For instance, a task that involves identifying

emotional tones (e.g., a dichotic listening task) is typically labeled an interpretive task.

However, to the extent that the person also responds to, feels, or reacts to the emotion,

then that task also involves the experience of emotion. Given that these two components

(i.e., perception and experience) of emotion hold different predictions and that certain

tasks (such as dichotic listening) may contain both components, the measure may be

inherently confounded.

Clinical and experimental studies of the perception, experience, and expression of

emotion have given rise to two main hypotheses about hemispheric specialization for

emotion: 1) the right hemisphere hypothesis and 2) the valence hypothesis. These

hypotheses are summarized in Figure 1a and 1b.

The right hemisphere hypothesis (Figure 1a) holds that the right hemisphere is

specialized for the perception, expression, and experience of all emotions regardless of

the valence ofthe emotion, that is, whether the emotion is positive or negative4 (e.g.,

Borod, Koff, & White, 1983; Coffey, 1987; Ley & Bryden, 1982; Borod & Caron, 1980;

Rubin & Rubin, 1980). The valence hypothesis (Figure lb) agrees with the right

hemisphere hypothesis where perception is concerned but differs for expression and

experience. Unlike the right hemisphere hypothesis, the valence hypothesis proposes that

the right hemisphere is dominant for the experience and expression of negative emotions,

 

’ More recently, Davidson and others (e.g., Davidson, 1992a) have questioned the positive-negative

dichotomy as the essential basis for affective asymmetry and believe that the terms ‘approach’ and

‘withdrawal’ may be more parsimonious. Throughout this review, both sets of terms will be used to reflect

the appropriate researcher’s conceptualization of the dichotomy.

12



the left hemisphere for positive emotions (Davidson, 19920; Davidson & Fox, 1982;

Sackeim, Greenberg, Weiman et al., 1982; Silberman & Weingartner, 1986).

Evidence for the Right Hemisphere Hypothesis

If, following the right hemisphere hypothesis, the right hemisphere is specialized

for all components of emotion, irrespective of valence, then right-hemisphere damage

should compromise all these components, while leaving cognitive functions (such as

speech and language) relatively intact. On the other hand, left—hemisphere damage

should compromise cognitive functions (such as speech and language) while leaving

emotion relatively intact. This would be an example of a double dissociation (one of the

main methods used with clinical populations):5 Lesions to one hemisphere disturb tasks

not disturbed by similar lesions to the other hemisphere, and vice versa. For normal

populations, the methods more typically use tachistoscopic, chimeric face, and dichotic

listening tests. The following review begins with perception studies and then turns to

studies of experience and expression.

Percgption. For the perception of emotion, the right hemisphere hypothesis finds

abundant support from clinical and experimental populations alike. Among the most

frequently used measures are visual-field differences in response to tachistoscopic

presentation of facial expressions or to the free viewing of chimeric faces, and ear

differences in response to dichotic presentation of affectively toned words or sounds. For

instance, Ley and Bryden (1979) asked children and college students to identify the

emotions of tachistoscopically projected cartoon faces displaying emotional expressions

 

5 This is not to say that this inferential technique cannot be used with normal populations. With the advent

of more advanced neuroirnaging techniques, double dissociations can be inferred from areas of activation

and inactivation in normal persons.
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ranging from extremely positive to extremely negative. The result was significant left

hemispace (LHBs) biases (indicating a right-hemisphere advantage). Using real

photographs, as well as cartoons and line drawings, Strauss and Moscovitch (1981) found

a similar LHB advantage for both smiles and frowns. Using the free viewing Chimeric

Face Task paradigm,6 studies consistently show a LHB advantage for the hemiface with

the target emotion appearing in the left half of space (e.g., Borod, Vingiano, & Cytryn,

1989; Jaeger, Borod, & Peselow, 1987; Levine & Levy, 1986; Levy, Heller, Banich, &

Burton, 1983a). Using schematic facial stimuli, Carlson and Harris (1985) showed that

this LHB advantage holds regardless of the valence of the target hemiface (e.g. whether

the individual judges a “happier” face or “sadder” face). Not only do normal people

show LHB advantages for the perception of emotional faces, but individuals with left-

hemisphere lesions do as well. In contrast, subjects with right-hemisphere lesions failed

to show a hemispatial bias (Dekosky, Heihnan, Bowers, & Valenstein, 1980; Kolb &

Milner, 1981; Kolb, Milner, & Taylor, 1983).

A similar right-hemisphere advantage for normal people has been found for

dichotically presented words containing both positive and negative emotional content

(Bryden, Free, Gangé, & Groff, 1991) and for recognizing emotional expressions (how

something is said, not what is said) (Cannon & Nachshon, 1973; Haggard & Parkinson,

1971). Conversely, patients with right-hemisphere disease cannot comprehend affective

speech (Heilman, Scholes, & Watson, 1975) because they cannot discriminate cues that

 

6 The Chimeric Face Task requires individuals to view two face composites that are mirror images of each

other, where one half, for example, is smiling, while the other is frowning. The subject is asked to choose

the face composite that is “happier” or “sadder.” The rationale for this test is that if subjects consistently

choose the face from each pair that has the target emotion in the left or right visual field (hemispace), the

hemisphere that lies contralateral to that side of space is considered to be more specialized for the

perception of emotion.
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specify the emotion and have deficits in discriminating affective speech (Tucker, Watson,

& Heilman, 1977).

In sum, numerous studies using diverse methodologies and stimuli find a right-

hemisphere advantage for the perceptual processing of emotional information,

irrespective of its emotional valence. There is only modest evidence to the contrary

coming primarily from four studies of right-handed college students. Two are by Reuter-

Lorenz and colleagues and use the same tachistoscopic divided-visual field method

(Renter-Lorenz, Givis, & Moscovitch, 1983; Renter—Lorenz & Davidson, 1981). In both

studies, pairs ofEkman faces (one neutral, one sad or happy) were simultaneously

projected onto a computer screen so that one face appeared in each visual field. The

subjects then were asked to indicate whether the emotional face appeared on the left or

the right of the screen by pressing the response key on the corresponding side. The

authors found a significant LVF advantage for sad expressions and a significant RVF

advantage for both open- and closed-mouth happy expressions suggesting a valence effect

for the perception of emotion. A considerable degree of controversy has surrounded

these two studies, and questions have been raised about the methodology (see Moretti,

Charlton, & Taylor, 1996). One of the most serious questions has to do with the

reliability of the findings. Using almost identical procedures to Renter Lorenz and

Davidson (1981), two attempts to replicate the valence-based results failed (Duda and

Brown, 1984; McLaren & Byron, 1987). Recognizing that these failed replications

could be questioned because of their methodological changes, Moretti, et a1. (1996)

repeated the study using the same procedures as Renter-Lorenz and her colleagues. The

results were unchanged: no visual field differences for happy expressions and a LVH

15
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advantage for sad expressions. These results do not clearly distinguish between either

hypothesis since both predict a right hemisphere advantage for negative expressions, and

neither hypothesis predicts a lack of visual-field differences for positive expressions.

More recently, Hugdahl, Iverson, and Johnsen (1993) also found results consistent

with a valence for the perception of emotion, a different pattern than either the right

hemisphere or valence hypothesis would predict. Although they found a right

hemisphere advantage overall, further analysis revealed a significant two-way interaction

between emotional expression and visual-field with mean differences in the predicted

direction. Measuring cerebral blood flow, Gur, Skolnick, and Gur (1994) found greater

left fiontal activation for recognition (i.e., perception) ofhappy expressions and greater

right parietal activation for sad expressions.

Expression and Experience. Possibly the earliest evidence implicating the right

hemisphere in the control of emotional expression comes from an eighteenth century

report by OlofDalin (1745; cited in Benton & Joynt, 1960). Dalin reported the case of a

farmer’s son who, following an illness, became aphasic and paralyzed on the right side

(implying a left-hemisphere lesion). When prompted, however, he was able to “sing

certain hymns, which he learned before he became ill, as clearly and distinctly as any

healthy person. . .Yet this man is dumb, cannot say a single word except ‘yes’ and has to

communicate by making signs with his hands” (Benton & Joynt, 1960, pp. 114-115). If

music is the “language of emotions,” then it can be inferred that the right hemisphere is

intimately involved in these processes.

Recent clinical studies support Dalin’s early report. They show that the loss of

musical ability, or amusia, is far more common after right- than left-hemisphere damage.
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In a review of the literature, Zattore (1984) demonstrated that right hemisphere damage

was associated with deficits in tasks that demanded the processing of patterns ofpitches

as well as differences in timbre and that right temporal lobe damage appeared to cause the

most consistent deficits. Taken together, the findings that the aphasic can still sing and

that arnusia is more likely to be acquired after right- than after left-hemisphere injury

suggest that the right hemisphere exerts primary control for music and, by implication,

for the expression and experience of emotional/prosodic elements of language.

This interpretation is strengthened by studies of the effects of right hemisphere

injury on the emotional content of speech. The earliest studies are probably those by

John Hughlings-Jackson. Finding that emotional speech was not disrupted following left

hemisphere lesions, Hughlings-Jackson (1879) suggested that emotional speech is

represented in the right hemisphere. “The speechless patient may utter ‘yes’ or ‘no,’ or

both, in different tones, merely according as he is thus excited. It is then not a

proposition, but an interjection, a mere vehicle for variations of voice, expressive of

feeling” (p. 175).

More recent studies also suggest that right-hemisphere damage impairs the

expression of emotion. The impairments appear in the affective intonations in speech

(Kolb & Taylor, 1981; Ross & Mesulam, 1979; Tucker etal., 1976) and in the impaired

expression of emotions through facial gesturing (Buck & Duffy, 1980). Other evidence

comes from studies ofwhat Borod, Caron, and Koff (1981) call facedness, which they

define as “the relative intensity of expression and the extent ofmovement on the left and

right sides of the face” (p.381). Using facedness as an index for the expression of
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emotion, Sackeim, Gur, and Saucy (1978) and Sackeim and Our (1978) found that left-

sided composites of six different posed emotions (happiness, surprise, fear, sadness,

anger, and disgust) were judged to express emotions more intensely than right-sided

composites. Ekman, Hagar, and Friesen (1981), however, questioned whether this effect

holds true for or spontaneous facial expressions or only for ‘posed’ emotions. A study by

Dopson, Beckwith, Tucker, and Bullard-Bates (1984) suggests that it holds for both.

Dopson et a1. secretly photographed subjects after they had been asked to remember

happy or sad experiences. They then compared these photographs with the subjects’

posed expressions of happiness or sadness. In both conditions, the faces showed stronger

expression on the left side, although the difference was greater in the spontaneous than in

the posed condition. Others have reported similar results (Borod et al., 1983;

Moscovitch and Olds, 1982; Strauss & Moscovitch, 1981).

Research with normal subjects has also shown the right hemisphere’s importance

in emotional experience and expression. Measuring emotional responses to films of

different emotional valences selectively presented to either the right or left hemisphere,

Wittling and Roschmann (1993) found that films ofboth emotional valences presented to

the right hemisphere resulted in stronger subjective responses. Using subjects

undergoing unilateral amobarbital injection, Ahem, Schomer, Kleefield, Blume,

Cosgrove, and Weintraub (1991) measured subjective emotional reactions to photographs

before, during and after left- or right-hemisphere inactivation. Lefi hemisphere

inactivation did not change the felt emotional intensity of the presented stimuli.

Conversely, right hemispheric inactivation led to a significant decrease in the patient’s

rating of the intensity of emotional expressions compared with their ratings after the
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inactivation, regardless of the picture’s emotional valence. Although Ahem et a1. (1991)

interpret these findings to suggest that the right hemisphere is superior for the experience

of emotion, one must question the extent to which this study (and others like it) was not

also a study ofthe perception of emotion. That is, persons were asked to make subjective

ratings of their emotional state afterperceiving an emotional photograph. If the right

hemisphere is involved in the perception of emotion, then it is not surprising that right

hemisphere inactivation would lead to a decrease in the ratings of subjects —— the stimuli

simply may not have been perceived by the subject.

In summary, clinical and experimental studies ofperception and expression offer

strong support for the right-hemisphere hypothesis. For the experience of emotion, the

evidence is less clear; perhaps because it is questionable whether the methods employed

have truly measured “experience” or whether they are more accurately defined as studies

of perception, or interpretation, of experience. A study by McFarland and Kennison

(1989) illustrates this point. In this study, subjects were monaurally presented four

selections music (two ofpositive and two of negative valence) to individuals.

Afterwards, they were asked to “rate the valence of the emotion” they had experienced

during the music using a scale anchored by the words “happiness” and “sadness.”

Significant differences between valences were interpreted to suggest differences in

subject’s experience of an emotion presumably elicited by the musical selection. But did

the subjects actually feel sad or happy (in other words, did they experience sad or happy

emotions), or did they simply perceive the music as sad or happy? If the latter, then this

would be a study ofperception; if the former, it was a study of experience. The authors,

perhaps sensing these difficulties, use neither term and instead described the results as
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showing asymmetry in the “processing” of emotions, which could mean perception,

expression, or experience of emotion, individually or in combination.

Evidence for the Valence Hypothesis

As already noted, the right hemisphere and valence hypotheses are identical with

respect to the perception of emotion, so the evidence on perception already reviewed for

the right hemisphere hypothesis applies equally for the valence hypothesis. Where the

hypotheses differ is in regard to the expression and experience of emotion, where, by the

valence hypothesis, the left hemisphere has primary control for positive emotion, the

right hemisphere for negative emotion. Support for this hypothesis comes from both

clinical and normal populations.

Expression and Experience. Some of the earliest evidence was reported by the

physician Jules Luys in the 18803. At the Salpétriere in Paris, Luys (1890) noticed

certain personality differences between right-hemiplegics and left-hemiplegics. Right-

hemiplegics (implying left-sided lesions) were more ofien dysphoric, showing despair,

hopelessness, anger, heightened tendency to self-blame, self-deprecation, and fits of

crying. Conversely, left-hemiplegics (implying right-sided lesions) more often appeared

indifferent or even euphoric, as marked by minimization of symptoms, denial, emotional

plasticity, joking, elation, social disinhibition, and mania.

In 1969, Gainotti reported similar effects in a study of 150 patients with unilateral

cerebral lesions. The incidence of dysphoric, or “catastrophic” reactions was

significantly higher in patients with left-sided lesions (62% left-sided vs. 10% right-

sided), whereas indifferent reactions were significantly higher in patients with right-sided

lesions (38% right-sided vs. 11% left-sided). Gainotti (1972) corroborated these results
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in a more detailed study of 160 patients with unilateral lesions (80 left and 80 right). This

analysis also disclosed that the depressive-catastrophic reactions associated with left

brain-damage occurred primarily in patients with severe aphasia, generally after repeated

failures in verbal communication. Similar findings were reported by Sackeim et a1.

(1982). These investigators examined reports ofpathological laughing and crying

(involuntary and uncontrollable changes in emotion following a cerebral lesion).

Pathological laughing was three times more common after right-sided than left-sided

lesions, whereas pathological crying was twice as common after left-sided than right-

sided lesions.

The IAP procedure, mentioned earlier, provides further support for the valence

hypothesis. For instance, Terzian (1964) noticed that his patients often had intense

emotional reactions as the anesthetic was wearing off:

Amytal on the left side provokes . . . a catastrophic reaction . . . The patient . . .

despairs and expresses a sense of guilt, of nothingness, of indignity, ofworries

about his own future or that of his relatives . . . [amytal on the right side] produces

on the contrary a complete opposite emotional reaction, an euphoric reaction . . .

The patient appears without apprehension, smiles and laughs and both with

mimicry and words expresses considerable liveliness and sense ofwell-being

p.1232)

These findings were confirmed by Rossi and Rosadini (1967). Ofpatients

showing depression, 62% showed it after left injection, only 16% after right injection.

Conversely, ofpatients who showed euphoria, the figures were 75% after right injection,
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38% after left injection. Finally, only 9% of patients showed a depressed and euphoric

reactions after right-side injection.

Interpretation ofthe emotional reaction following anesthetization is difficult

because the reaction occurs when the anesthetic is wearing off, not when the patient is at

the most anesthetized point in the procedure. This raises the question whether the

emotional reaction is due directly to the action of the non-anesthetized side or to the

“waking up” of the other side. A further complication is that Milner (cited in Rossi &

Rosadini, 1967) was unable to duplicate Rossi and Rosadini’s findings. In a study of 104

patients, she found no evidence linking depressive reactions to left-sided injections and

euphoric reactions to right-sided injections. Davidson (1983) argues that methodological

differences between the studies may account for the discrepancies: l) Milner used a

higher dose of sodium arnytal, 2) injections were into the common carotid instead of the

intemal carotid, and 3) her sample included many individuals with early brain damage.

Gainotti’s findings suggest a question similar to one in the amobarbital injection

studies; namely, does the person’s reaction directly reflect the action of the damaged

hemisphere or does it reflect a release of inhibition of the undamaged hemisphere? In

other words, is the catastrophic reaction associated with a left hemisphere lesion directly

due to the brain damage or is it that the left hemisphere lesion destroyed an area

responsible for inhibiting the right hemisphere, thus allowing “catastrophic affect” to

flow (or disinhibition of) from the right hemisphere? This is a question that one might

have supposed that the IAP procedure could address insofar as it eliminates the

possibility of the opposite hemisphere from exerting an influence because it is now

anesthetized. However, recall that the IAP data are equivocal because the reactions occur
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when the anesthetic begins wearing off so that the question remains as to whether the

reaction is due to the unanesthetized side or the “waking up” of the anesthetized side.

Therefore, it might be concluded that lesion studies support the valence hypothesis but

are inconclusive about the direction because there is no definitive way to determine

whether emotional displays represent the patient’s reactions to deficits or to the

disinhibition ofthe non-injured hemisphere. However, by applying Hughlings-Jackson's

inhibition theory (1874) to Gainotti's findings, the catastrophic reaction after left

hemisphere damage can be seen as the result of the left hemisphere’s release of inhibition

over the right hemisphere. Furthermore, the euphoric reaction after right hemisphere

damage would be the result of the right hemisphere’s release of inhibition over the left

hemisphere. By this View, it could be argued that the left hemisphere leads for the

expression and experience ofpositive emotion, the right hemisphere for negative

emotion. Further support for this notion comes from studies of emotional outbursts

during epileptic seizures (e.g., Sackeim, et al., 1982). Regardless of lateralization, they

found few reports of seizure-induced crying. Ofthe cases of ictal laughing episodes, the

epileptic focus was twice as likely to be left sides as right sided. This suggests that

activation in the area of the seizure activity is associated with laughing episodes and that

the left hemisphere is specialized for positive affect.

In addition to the evidence from clinical populations, support for the valence

hypothesis comes from mood induction experiments in normal persons. The methods

used to induce mood include having subjects watch television programs with varying

emotional content (e.g., Davidson, Schwartz, Saron, Bennett, & Goldman, 1979), asking

subjects to self-generate emotional states (e.g., Tucker & Dawson, 1984), and observing
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emotional displays by others (e.g., Davidson & Fox, 1982). Physiological measures such

as EEG recordings are taken or changes in facial expression recorded and hemispheric

specialization for emotional experience or expression is inferred. Such methods have

supported the valence hypothesis. These studies will be discussed in greater detail when

anterior asymmetries in emotion are discussed.

While these findings are congruent with the valence hypothesis, several

researchers question their validity (e.g., Schiff and Lamon, 1989). They raise the

possibility that the cognitive activities that these subjects engaged in as part of the mood

induction might have reflected the lateralization for the processing of emotion as well as

for the regulation of emotional experience. In other words, these mood induction

experiments might represent the perception of emotion rather than (or in addition to) the

experience of emotion. Brolcmeier and Ulrich (1993) tried to reduce this possibility by

inducing happy or sad moods in subjects while taking measurements of asymmetries of

their expressive facial movements. In contrast to most other studies of facial

asymmetries, they measured direction, rather than intensity, ofmovement. Their results

indicated greater right-sided lifting of the comers ofthe mouth during positive mood

states and greater left-sided lowering during negative mood states. Schiff and

MacDonald (1990) found similar changes when composite photographs were created of

persons in positive or negative moods. Subjects who performed difficult verbal tasks

reported more unpleasant emotions, tested higher on state anxiety, and showed greater

changes in left than right-sided composite photographs compared to a relaxed state.

Subject who performed easy versions of the task reported more pleasant emotions, tested

lower on state anxiety, and showed greater changes in right than left-sided composite
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photographs compared to a relaxed state. In addition, physiological measures ofpersons

in naturally occuning mood states (e.g., depressed or anxious states) have also been

taken, thereby reducing the possibility that changes are due to extraneous influences

(Davidson, 1992a, 1992b, 1992c). Such studies will be discussed in later when anterior

asymmetries are discussed. Taken together, these findings suggest a valence effect for

the expression and experience of emotion.

Other approaches have presented emotional stimuli selectively to each hemisphere

and measured emotional reactions. For instance, researchers have presented photographs

of emotional faces selectively to one hemisphere (e.g., Davidson, Schaffer, & Saronson,

1985; Natale, Gur, & Gur, 1983), shown films with emotional content to one hemisphere

(Dirnond & Fanington, 1971; Dimond, Fanington, & Johnson, 1976) and presently

painful stimuli to one hand (Schiff& Gagliese, 1994). The results have often been

mixed. For instance, Dirnond et al. (1976) found that when subjects were asked to

evaluate the films for unpleasantrress, the right-hemisphere condition yielded more

unpleasant judgments than the left, but found no effects for pleasantness. Davidson et al.

(1985), on the other hand, found significant differences only for the left hemisphere,

namely, that sad pictures were judged as less sad, or more happy, when projected to the

left rather than the right hemisphere; there were no significant effects for the happy or

neutral pictures. Congruent with the valence hypothesis, Schiff and Gagliese (1994)

found that left side pain is tolerated less well than right side pain and results in greater

emotional disturbance. In general, these experiments support a valence effect for the

experience of emotion, but they often raise the same questions as do the studies

mentioned earlier, namely, how well do the stimuli induce mood and do these
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experiments truly measure “experience,” or are they more reflective of perceptual

processes?

In an effort to circumvent these difficulties, Schiff and Lamon (1989) have

developed a new method ofmood induction whereby each hemisphere can individually

be induced. Their method involves the selective contraction of the facial muscles, first on

one side, then the other. The assumption is that contracting one side of the face

selectively stimulates the contralateral hemisphere and, following the facial feedback

hypothesis, can initiate emotions through facial movement (see McIntosh, 1996). In one

experiment, subjects simply reported how they felt after each manipulation. After left

facial manipulations subjects reported sadness and more positive experiences than after

right manipulations. In another experiment, coders blind to condition (left or right facial

manipulation) rated the number of emotional propositions (positive, negative, or neutral)

used by subjects in telling stories based on TAT cards. Stories told after right facial

manipulations were more negative and less positive than those told after left

manipulations. Unilateral facial manipulations were also shown to have a similar effect

on the expression of ethnic stereotypes as do negative and positive moods induced by

other means (Schiff, Esses, & Lamon, 1992). Schiff and colleagues have since shown

that such effects are not limited to facial manipulations but also occur using unilateral

hand contractions (Schiff& Lamon, 1994; Schiff& Truchon, 1993) and unilateral forced

nostril breathing (Schiff& Rump, 1995).

Since publication of Schiff and Larnon’s (1989) initial report, only three

replications have been reported other than those by Schiff himself (Fogel & Harris, 1998;

Kop, Merckelbach, and Muris, 1991; Wissing & Wessels, 1992). Two of these attempts
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failed, the other found only partial support. Wissing and Wessels (1992) were only able

to find an effect in men. With female subjects who were asked to evaluate the

pleasantness of cartoon faces, Kop, Merckelbach, and Muris (1991) failed to find any

effect. However, they did find that increases in reported difficulty of contracting the face

and holding it in position was associated with decreases in ratings of the pleasantness of

cartoons. Kop et al.’s failed replication led to spirited discourse between the two sets of

authors (Kop, Merckelbach, & Muris, 1993; Schiff& Lamon, 1993) with Schiff and

Lamon (1993) rightly arguing that the replication was not a true replication and that this

may explain the null results. Schiff and Lamon (1993) pointed to numerous

inconsistencies in the two methods, including non-alteration of the side of contraction

after each manipulation (subjects were assigned to LLLRRR or RRRLLL conditions) and

use of different dependent measures (self-report of emotion state after every third

contraction and subjective rating of six cartoon figures — one after each contraction ——

for pleasantness). Following Schiff and Lamon’s procedure more precisely, Fogel and

Harris (1998) also failed to find an effect for side of contraction in left- and right-handed

male undergraduates. Similar to Kop et a1. (1993), the self-reported difficulty of

performing the contraction was associated with increases in negative mood regardless of

side of contraction.

In summary, clinical and experimental studies of expression and experience offer

strong support for the valence-hemisphere hypothesis. The methodologies used to

measure possible valences for the expression and experience of emotion encounter similar

difficulties in interpretation to those encountered in studies used to support the right

hemisphere hypothesis, namely, to what extent do the results reflect pure measures of
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expression or experience and to what extent are they contaminated by perceptual

processes? However, the fact that valence effects do appear in the face ofpossible

perceptual influences perhaps provides stronger support for the claims made by the

valence hypothesis. That is, if the right hemisphere is specialized for the perception of

emotion, and ifperceptual processes are interfering with valences for experience or

expression, then one would expect that such perceptual influences would dampen— not

strengthen— possible valence effects. In an attempt to reconcile differences between the

right hemisphere and valence hypotheses, Levy (1990), as cited in Borod (1992), has

suggested that differential hemispheric specialization as a function of valence may

operate when a mood state has been induced, whereas right-hemisphere dominance

regardless of valence is more likely to occur when nonverbal processing or social

communication is involved. Given the mixed support for both hypotheses, it is safe to

conclude that neither hypothesis can adequately explain these conflicting results. More

recent evidence has also pointed to the necessity of taking intrahemispheric differences

into account, that is, anterior and posterior differences.

Intrahemispheric Specialization for Emotion

With the advent ofmore precise ways to make inferences about patterns of

hemispheric activation, current research is pointing to intrahemispheric differences in

emotional processing in addition to interhemispheric differences (see Borod, 1992, for a

review). That is, not only are there left-right (interhemispheric) asymmetries in

emotional processing, but there are rostral—caudal and cortical-subcortical

(intrahemispheric) differences as well. The rostral-caudal distinction contrasts anterior,

pre-Rolandic structures (i.e., frontal lobe) with posterior, post-Rolandic structures (i.e.,
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parietal, parietotemporal, or occipital lobe). It is easy to see the many possible

interactions that may exist between these regions and the complexity this brings to the

study of the neuropsychological study of emotion. The different contributions of rostral

and caudal regions to the processing of emotion and the possible communication between

these regions are considered in this next section.

Anterior Asmetries

Evidence for asymmetric contribution of the anterior (i.e., prefrontal) regions of

the brain to the processing of emotion comes from both clinical populations and normal

subjects. In the first group are patients with unilateral strokes. For example, Robinson,

Kubos, Starr, Rao, and Price (1984) studied the relation between lesion location (based on

computerized tomography (CT) and magnetic resonance (MR) scan evidence) and the

severity of depressive symptomatology. Depression was found in 14 of 22 patients with

LH lesions, but in only 2 of 14 patients with RH lesions. Intrahemispheric location also

proved to be important. For those 18 patients whose lesions could be classified as either

anterior or posterior, 7 of 10 with left-anterior lesions had depression compared to only 3

of 8 with left-posterior lesions, 0 of 6 with anterior lesions, and 1 of 6 with right-posterior

lesions. On the other hand, 6 of 14 patients with right hemisphere lesions, but none of the

22 patients with left lesions, showed inappropriate cheerfulness (Starkstein & Robinson,

1988). Frontal lobe lesions have also been found to impair both voluntary and

spontaneous expressions (Kolb & Milner, 1981). Furthermore, patients with left-side

fi'ontal lesions showed significantly less spontaneous smiling than patients with right-side

lesions. In sum, the closer the lesion to the frontal pole (the left in particular), the more

severe the depression. These data demonstrate the importance of taking both
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intrahemispheric and interhemispheric location into account when determining type and

severity ofmood disorder after a stroke.

Focusing on specific anterior regions such as the dorsolateral prefrontal cortex,

Davidson suggests that asymmetries in these areas also predict depressed versus cheerfiil

emotional states in persons in depressed states without histories ofbrain damage (e.g.,

Davidson, 1994, 1993b; Henriques & Davidson, 1990). Using quantitative

electroencephalography (EEG) to examine patterns ofregional cerebral activation in

depression (as defined by high and stable BDI scores), Davidson and colleagues have

found that depressed subjects differ fiom nondepressed subjects in measures of alpha

asymmetry in anterior regions (Schaffer, Davidson, & Saron, 1983). Specifically,

depressed subjects had less activation than nondepressed subjects in the left frontal

region. Using recordings from left and right fiontal scalp regions during presentation of

happy, sad, and neutral faces to either the left or right visual fields, Davidson, et al.

(1985) found similar findings. Davidson (1994) has since hypothesized that the

dorsolateral prefrontal cortex may be the area where these anterior asymmetries are most

pronounced. Henriques and Davidson (1991) found similar results in clinically depressed

subjects.

To examine the degree to which this left frontal hypoactivation in depressives is

a marker of the state of depression or a more trait-like characteristic that marks an

individual’s vulnerability to depression, Henriques and Davidson (1990) compared

remitted depressives to healthy controls who were screened for lifetime history of

psychopathology. Despite having similar emotional states as controls at the time of

testing, previously depressed subjects had less left-sided anterior activation than did
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never—depressed subjects. That is, the patterns of anterior activation in previously

depressed subjects were similar to patterns found in persons with acute depression and

different from persons with no history of psychopathology. This suggests that the

decreased left anterior activation that is characteristic of depression remains even when

depression is remitted. Davidson and his colleagues interpret these findings as suggesting

that “depressogenic” asymmetry patterns may be a state-dependent marker that indexes

risk for depression (Davidson, 1992a). That is, following a diathesis-stress paradigm,

anterior activation asymmetry (in the direction of lower left frontal activation) may serve

as a diathesis that, given the necessary stressors, increases an individual’s vulnerability to

particular types of emotions and psychopathology. Therefore, although individuals with

decreased left prefrontal activation would not be expected to be depressed, they would be

expected to show increased levels of sadness in response to specific challenges.

Studies ofnormal subjects provide additional evidence for the role ofthe fiontal

activation asymmetry and its relation to the experience of emotion. For example, in

adults, baseline measures of individual differences in frontal activation asymmetry have

been shown to be related to how strongly peOple react to positive and negative emotional

challenges, for example, emotional fihn clips (e.g., Davidson, et al., 1990; Davidson et

al., 1979; Tomarken, Davidson, & Henriques, 1990; Wheeler, Davidson, & Tomarken,

1993). Specifically, subjects with greater relative right-sided frontal activation reported

more intense negative affect to the negative fihn clips and subjects with greater left-sided

frontal activation at rest reported more positive affect designed to elicit happiness and

amusement. These effects were independent of the subject’s mood ratings at the time at
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which baseline EEG were recorded. Using film clips and measures of facial expression,

Davidson et a1. (1990) report comparable asymmetries in anterior regions.

These patterns are not limited to adults. Similar patterns have been found in

infants as young as 10 months when they were divided into groups who cried or did not

cry in response to maternal separation (Davidson & Fox, 1989). During the baseline

period preceding separation, criers had more right-sided and less left-sided fi'ontal

activation than did non-criers. In addition, IO-month-old infants who watched an actress

spontaneously generate happy and sad faces showed a higher left to right activity EEG

ratio in response to happy than to sad faces (Davidson & Fox, 1982). Still more evidence

is found in the relation between individual differences in frontal asymmetry in normal

adults and their self-reports of general positive and negative mood (Tomarken, Davidson,

Wheeler, & Doss, 1992). Specifically, persons whose EEG data show extreme and stable

left frontal activation also report more positive and less negative dispositional affect

compared to persons who show the opposite pattern of frontal asymmetry. Taken

together these results suggest that baseline anterior asymmetry is a state-dependent

measure of affective reactivity, but is itself unrelated to measures of phasic, unprovoked

mood.

In sum, evidence from a number of different sources suggests that the anterior

regions ofthe brain are differentially involved in the processing of emotion from other

regions and that asymmetries in these areas predict emotional reactivity, psychopathology

and temperament. People with brain damage are more likely to show depressed

symptomatology after left anterior hemisphere lesions. In addition, depressed persons

show left frontal hypoactivation compared to normals. This pattern does not change even
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when these individuals no longer exhibit signs of depression, which suggests that such

asymmetries may be a state-dependent marker that indexes risk for depression. Further

support for this hypothesis come from studies showing that normal adults with greater

relative left-sided frontal activation at rest reported more positive affect in response to

film clips designed to elicit happiness and amusement. Taken together, it can be

concluded that frontal regions are related to the experience of emotion with higher

activity in left frontal regions associated with cheerful emotions, and relatively higher

activity ofthe right frontal regions associated with sad or depressed emotions. In

addition, according to Davidson’s diathesis/stress model, someone with hypoactivation of

the left frontal region would be vulnerable to depression given the appropriate

environmental conditions. Someone with depression has the biological diathesis (left

frontal hypoactivation) and has been exposed to negative environmental stressors.

Finally, people with left frontal hypoactivation who are currently nondepressed would be

expected to be more vulnerable to depression and to display more intense negative affect

in response to situations that elicit negative affect than subjects with the opposite pattern

of asymmetry.

Postgjor Asymmetries

Having reviewed the evidence for anterior asymmetries, we can now turn to

evidence for caudal or posterior regions. The evidence already reviewed on lateralization

for the expression and experience of emotion suggests that the direction of the effect

depends on the valence of the emotion, with the left and right cerebral hemispheres being

specialized for the processing of certain forms of positive and negative affect,

respectively. More recent evidence suggests that this lateralized activity is specific to
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rostral or frontal regions, possibly the dorsolateral prefrontal cortex, which is specialized

for the experience and expression of emotion. Like the evidence for anterior regions,

evidence for laterality effects for posterior regions also comes from both clinical and

normal populations. First, evidence for the right parietotemporal region’s special

contribution to the evaluation and perception of emotional information will be

summarized. Following this review, the possible relation between frontal and parietal

regions will be discussed.

The neuropsychological literature reviewed earlier for the perception of emotion

suggests right-hemisphere specialization for the processing of this information. In

particular, it appears that the right posterior or parietotemporal region of the brain is

associated with the perception, or evaluation, of emotional information (e.g., Luria,

1973). Evidence comes from both clinical and normal populations. Corroborating the

right-hemisphere hypothesis, individuals with right-hemisphere lesions have been found

to be more deficient than persons with left-hemisphere lesions in recognizing and

discriminating emotional tones (Tucker et al., 1977) as well as emotional faces and

scenes (Dekosky et al., 1980). However, not all right-hemisphere lesions produced such

deficits. Only patients with parietal lesions and/or neglect of the left half of their bodies

showed deficits in these two studies. Patients with right-sided nonparietal lesions, who

also did not exhibit neglect, were similar to individuals with left-hemisphere lesions in

their ability to recognize emotional tone or content in sentences. Perception of faces by

patients with right posterior lesions in temporal and parieto-occipital regions failed to

show a visual field preference. Normal subjects and persons with left-hemisphere lesions

had a left visual field bias (Kolb et al., 1983). Similarly, when patients with right or left
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temporoparietal lesions were asked to judge the content of spoken sentences and the

emotional mood ofthe speaker, the two groups performed similarly on content

judgments, but the right temporoparietal lesion group was significantly impaired in

ability to judge emotional content (Heilman et al., 1975).

Evidence for right posterior involvement in emotion comes from other clinical

populations as well, including depressed individuals and persons with organically-based

pain syndromes. In a comparison ofEEG activity in temporal regions between

psychotically-depressed patients and normal controls, Flor-Henry, Koles, Howarth, and

Burton (1979) found a bilateral increase in temporal regions in depressed individuals.

Furthennore, there was a larger increase in right temporal regions relative to left temporal

regions when comparing depressed subjects to controls. Additional evidence comes from

two studies by Karlin, Weinapple, Rochford, and Goldstein (1978), as cited in Davidson

(1984). The first study involved four right-handed patients suffering from organically

based pain syndromes, with the pain being perceived as along the midline of the body,

who were exposed to cold pressor pain bilaterally administered. In three of the four

cases, temporal activation was significantly greater on the right than the left while

patients were resting. When an hypnotic analgesic was administered, a laterality shift

toward greater relative left-sided activation emerged. In a second study, the subjects were

instructed to recall sad or happy memories while in a hypnotic state. The result was that

recollection of sad experiences elicited greater right-temporal activation, as compared

with happy experiences. Studies ofnormal populations provide additional evidence. For

instance, using EEG recordings, Davidson and Schwartz (1976) found that the right

parietal region was activated in the perception of affective stimuli and that this
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asymmetry in parietal activation did not vary as a function of the valence of the affective

stimulus. This finding also supports the right hemisphere hypothesis discussed earlier for

the perception of emotion, namely, the right hemisphere is dominant for the perception of

emotion regardless of its valence.

Although there is ample evidence to suggest an association between asymmetric

activity of the frontal regions and depressed versus happy emotional states, the relation

between posterior regions and emotional valence is more controversial. Much ofthe

literature reviewed earlier for the different contributions of the left and right frontal

regions to the experience and expression of emotion suggests that these differences are

more specific to these rostral areas and are largely unrelated to other areas such as parietal

regions. Recall Robinson et al.’s (1984) findings that depression far more often was

associated with anterior lesions than posterior lesions. In addition, measures of

asymmetry from posterior scalp regions obtained in Tomarken et al.’s (1990) and

Wheeler et al.’s (1993) studies of emotional reactivity to film clips were unrelated to

measures of affective responding. Using similar fihn clips along with measures of facial

expressions, Davidson et a1. (1990) also found no asymmetries for parietal regions.

Davidson and Fox (1989) reported similar findings in their study of the responses of

infants to maternal separation, that is, posterior EEG recordings did not differentiate the

responses of criers and non-criers. Davidson and Fox (1982) also found that parietal

leads did not discriminate between emotional conditions in their sample of 10-month-old

infants exposed to a happy and sad spontaneous facial expressions. Finally, in Tomarken

et al.’s (1992) study of the self-report of dispositional positive and negative mood in

normal subjects , measures of asymmetry from posterior scalp regions were also

36



unrela‘

studies

mean 1

WP”?

hypoth

negativ

relative

1101 011 (



unrelated to reports of mood. The finding that parietal lead activity in the above-named

studies did not show changes between emotional conditions should not be interpreted to

mean that parietal areas are uninvolved in the processing of these emotions. A more

appropriate interpretation based on the literature reviewed for the right hemisphere

hypothesis would be that the right parietal region is involved in the processing of

negative as well as positive emotions. Often, significance tests are performed only on

relative differences between lefi- and right-hemisphere activation or on group differences,

not on overall changes in a particular area. However, when EEG data are reported for

overall parietal activation (e.g., comparisons in parietal leads between pre- and post-mood

states), subjects show right-sided activation for both positive and negative conditions

(e.g., Davidson et al., 1979; Davidson & Schwartz, 1976).

Taken together, the findings reported above indicate that the valence-related

asymmetry in the experience and expression of emotion is specific to anterior brain

regions. However, in addition to the typical frontal asymmetries discussed earlier, a

number of studies have found asymmetric pattenrs in posterior regions during depressed

versus cheerful emotional states. Furthennore, where posterior asymmetries are found,

similar patterns of activation emerge, namely, posterior activity is reciprocal to frontal

activity when depression is compared to cheerful emotions. That is, studies that

demonstrate higher right than left frontal activity in depressed persons also find a pattern

of lower right than left posterior activity.
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Cpnclusions

From the evidence reviewed thus far, several conclusions can be drawn. First,

when examining asymmetries for the perception, expression, and experience of emotion,

hemispheric activation cannot be seen as unitary and homogeneous. The reason is that

there are not only interhemispheric asymmetries but intrahemispheric distinctions as well.

The evidence suggests that activity in the frontal region is related to the experience and

expression of emotion. Simultaneous measures of activation asymmetries fi'om posterior

cortical regions are not reliably associated with either dispositional mood or phasically

aroused emotion. However, asymmetries in certain posterior cortical regions, particularly

the parietal region, appear to be related to the perception of emotional information,

particularly facial expressions of emotion. The studies of asymmetrical parietal lobe

involvement in the perception of emotional information have, for the most part, suggested

right hemisphere dominance for the perception of both positive and negative emotion.

Thus, whereas the left and right frontal regions appear specialized for the processing of

certain positive and negative emotions respectively, the right parietal region has been

implicated in the perception of emotional cues regardless of valence. This pattern of

results again shows the importance of differentiating among subcomponents of emotion

(perception, expression, and experience) and suggests that the perception and experience

of emotion may be mediated by different processes. The possible processes involved in

the perception and experience of emotion are reviewed below.
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Mpdels for Intrlhemispheric and Interhemispheric Interactions in Emotional Processes:

Implications for Understanding Psychopathology

The literature reviewed so far suggests interhemispheric as well as

intrahemispheric differences in emotional processing. The two main hypotheses

regarding hemispheric specialization for emotion— the right hemisphere hypothesis and

the valence hypothesis, however, only address the first kind of difference, namely,

interhemispheric. Several additional models have been deve10ped to account for the

second kind, the intrahemispheric. Three such models are reviewed in this next section:

1) a model to explain mood disturbances after stroke based on noradrenergic pathways

and catecholamine; 2) Davidson’s (1984) model of differential specialization for frontal

regions and their relation to approach and withdrawal behavior and psychopathology, and

3) Heller’s (19990, 1993) model, an elaboration of Davidson’s model to include

interactions between frontal and right parietotemporal regions. Because the current study

is based on Heller’s elaborated model, both her model and Davidson’s will be described

in detail.

Model 1: A Possible Role for Noradrenergic Pathways and Catecholamine

In an attempt to explain lateralized emotional responses to stroke and why anterior

lesions produce more severe mood disturbances than posterior lesions, Starkstein and

Robinson (1988) point to the anatomy ofnoradrenergic pathways in the brain and

propose a role for catecholamine-containing neurons. They present several lines of

evidence in support: 1) norepinephrine and serotonin-containing pathways arise from the

brainstem, project anteriorly into the frontal cortex, pass anterior to posterior, and then

travel deep through the cortical layers with arborizations into more superficial layers;
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2) strokes and other focal injuries may cause partial damage to catecholarnine-containing

neurons and reduce catecholarnine concentrations; 3) when catecholaminergic neurons

are injured, they may switch from producing neurotransmitter to synthesizing protein for

neuron regeneration; and 4) focal cortical lesion can produce widespread depletions of

biogenic amine neurotransmitters through injured as well as uninjured regions of the

brain. Thus, the widespread depletion ofnorepinephrine that occurs throughout the brain

after stroke may be expressed as major depression or as cheerfrrlness and apathy. Since

the ascending noradrenergic pathways pass through the frontal pole, this might explain

why anterior lesions produce more severe mood disorders. That is, since noradrenergic

axons branch out as they pass anteriorly to posteriorly through the layers of cortex, an

anterior lesion would interrupt these pathways in a more “upstream” position and

therefore cause far greater disruption of transmitter concentrations than a posterior lesion

which would be more “downstream.” Robinson and his colleagues have found evidence

for this “graded effect” in animal models. To these observations, Davidson (1984) adds

that the frontal lobes have more extensive reciprocity with lirnbic structures than any

other cortical regions. Thus, it should follow that frontal lobe lesions would be

associated with deficits in affect.

To explain lateralized differences in emotional response to left-anterior brain

injury (i.e., depression) as compared with right-anterior brain injury (i.e., cheerfirlness,

indifference, and apathy) the authors suggest that type ofbiochemical response to injury

may depend on side of lesion. To support this suggestion, the authors cite evidence fiom

their lab indicating that right middle cerebral artery ligation leads to depletions in

ipsilateral and contralateral levels ofnorepinephrine in both the cortex and locus
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coeruleus whereas similar left middle cerebral artery ligation does not lead to changes in

catecholarnine levels. Thus, right hemisphere lesions may lead to a widespread depletion

ofnorepinephrine concentrations leading to inappropriate cheerfulness and apathy while

left hemisphere lesions (possibly due to the depletion of another neurotransmitter such a

serotonin) may lead to depression.

Model 2: Davidson’s Frontal Model: Approach and Withdrawal Systems

Davidson questions the positive-negative dichotomy as the essential basis for

affective asymmetry and believes that an alternative explanation is more parsimonious.

Based on his EEG studies of frontal asymmetries in the experience and expression of

emotion, he has proposed that such asymmetries may be explained instead in terms of

two basic circuits, the approach and withdrawal system, each mediating different forms of

motivation and emotion (e.g., Davidson, 1992a, 1993b, 1994). Davidson argues that

approach and withdrawal are two dimensions along which emotions differ, dimensions

which he also argues are basic. They are basic because organisms approach and

withdraw at every level ofphylogeny where behavior itself is present. Observing that

forms of approach and withdrawal occur in very phylogenically primitive organisms with

simple nervous systems, Davidson maintains that the decision to approach or withdraw is

a fundamental adaptive strategy. Such species do not possess the neural circuitry

essential for the production of emotional responses (Davidson, 1992a). Given their

simple nervous systems, simple forms of approach and withdrawal behaviors occur in the

absence of any emotion. It is important to distinguish between these simple forms of

approach and withdrawal behavior and approach and withdrawal behaviors that appear in

the context of emotion. Thus, over the course of evolution, approach and withdrawal
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action emerged prior to the appearance of emotions to solve adaptive problems of

primitive species. As environments began to demand more complex adaptive strategies

for survival, coordination among perceptual, cognitive and action systems was required.

Emotions evolved and became associated with already established approach and

withdrawal action systems. A growing body of evidence suggests that approach- and

withdrawal-related systems are localized in different hemispheres, with the left frontal

region implicated in approach-related behavior and the right frontal region in withdrawal-

related emotional behavior. Davidson (1993) believes that there is a logical evolutionary

rationale for the separation of the approach and withdrawal systems to the left- and right-

hemispheres, respectively, namely, that it minimizes interaction between the two systems.

The approach system facilitates appetitive behavior and produces certain types of

positive affect that are approach-related (e.g., enthusiasm, pride). This form of approach-

related positive affect is usually generated in the context ofmoving toward a goal.

Davidson (1994) hypothesizes that the dorsolateral prefrontal cortex, particularly the left

side, is where the representation of a goal state in working memory is implemented.

Unlike the valence hypothesis, the activation of this approach system is not believed to be

responsible for all forms ofpositive emotion. Instead, it is hypothesized to be associated

withpre-goal attainment positive affect, or the form of positive affect that precedes the

acquisition of an appetitive goal. According to Davidson (1994), post-goal attainment

positive aflect is a different form ofpositive emotion that is not associated with activation

of the dorsolateral prefrontal cortex. This latter type of positive affect is likely to be

experienced as contentment after a desired goal is achieved so that no more demand is

being placed on the prefrontal cortex. There are individual differences in the approach
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system that are believed to play a role in modulating vulnerability to depression. Based

on his studies of individual differences in reactivity to films, vulnerability to depression,

and temperament, Davidson (1994) posits that individual differences in the tonic level of

activation of the approach system alters a person’s propensity to experience approach-

related positive affect. These differences will be discussed in detail later when we discuss

vulnerability to psychopathology.

The withdrawal system facilitates the retraction of an individual from sources of

aversive stimulation and generates certain forms of negative affect associated with the

withdrawal from aversive stimuli. Fear and disgust are both examples of emotions that

are associated with increasing distance between the organism and a source of aversive

stimulation. The emotion, anger, is an example of an emotion that can be associated

either with approach movements (e.g., attack) or withdrawal. According to the valence

hypothesis, fear, disgust, and anger would all be negatively valenced emotions and, thus,

the right hemisphere would be hypothesized to be dominant for its expression and

experience. According to Davidson’s model, on the other hand, the right frontal region

would be activated only during negatively valenced withdrawal states (e.g., ; Davidson,

et al., 1990; Tomarken etal., 1992). In addition, citing Ledoux’s (1987) work, Davidson

(1994) believes the amygdala and temporal pole to be critically involved in this

withdrawal system as well as the basal ganglia and hypothalamus in the motor and

autonomic components.

To further explain possible frontal lobe participation in the processing of emotion,

Davidson (1993) proposes that the integration among the various components of emotion

(e.g., perceptual, cognitive, and action systems) must occur in some type of convergence

43



zone. He believes the frontal lobes to be a likely candidate because of their functional

characteristics and inputs. In particular, Davidson focuses on the orbital prefrontal

cortical areas and the input they receive from subcortical sites. Specific amygdaloid

nuclei (e.g., the basal nucleus) project to the lateral orbital prefrontal cortex, suggesting

that the prefi'ontal cortex receives already processed input because most sensory input

arrives at the lateral nucleus. The prefrontal region also sends inputs to the basal nucleus

and other amygdaloid nuclei. In addition, there are connections within the prefrontal area

so that orbital and dorsolateral regions are interconnected. The prefi'ontal cortex, in turn,

has anatomical reciprocity with the medial parietal cortex. In sum, the prefiontal cortex

communicates with posterior (perceptual processing) regions and with subcortical areas

that directly participate in the emotional biasing of sensory input. Projections from the

amygdala provide the prefrontal cortex with information about emotional processing, and

the prefrontal region can in turn influence the amygdala to bias the emotional processing

of sensory input.

Davidson (1994) acknowledges that his account of the prefrontal cortex’s role in

the processing of emotion remains speculative and that studies using instruments that are

more sensitive to subcortical structures must first be conducted in order to ferret out these

mechanisms. While the EEG has the advantage ofbeing noninvasive and relatively

inexpensive, it has the disadvantage ofhaving poor spatial resolution. That is, while the

procedure can be used in broad regional localization, it lacks the precision necessary for

more fine-grained functional anatomic studies. Thus, Davidson concedes that it is not

entirely clear whether the changes are due to changes in right frontal activation or to
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volume conducted fi'om other cortical loci. Davidson also recognizes that his use of scalp

measures only provides information about cortical activity, not subcortical activity.

The nature of the relationship between Davidson’s two hypothesized systems

remains to be delineated. However, Davidson has suggested that one function ofpositive

affect (i.e., the activation of the approach system via the left dorsolateral prefrontal

cortex) is to inhibit concurrent negative affect (i.e., the withdrawal system). Evidence for

this possibility comes from at least two recent studies. For instance, in a study examining

individual differences in repressive-defensive coping styles, it was shown that subjects

with extreme left frontal activation show a pattern of scores on psychometric measures

consistent with repressive defensiveness, a dispositional tendency to inhibit negative

affect, and score lower on measures of depression and anxiety (Tomarken & Davidson,

1994). This suggests that increases in left frontal activation may be linked to a “self-

enhancing regulatory style” that decreases one’s vulnerability to depression. In another

study, Davidson, Donzella, and Dottl (1994) found that subjects with greater left-sided

frontal activation also showed increases in suppression of a defensive reflex (the startle)

following the presentation of a positive affective stimulus compared to subjects who

showed more right-sided frontal activation. Based on these findings Davidson and his

colleagues suggest that in individuals with left frontal activation, exposure to positive

emotional stimulus produces more enduring effects than in subjects with the opposite

asymmetry pattern.

Davidson has also extended the examination of relationships between individual

differences in anterior asymmetry and emotion to psychopathology. According to his

model (e.g., Davidson, 1993), decreased left prefiontal activation reflects an
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underactivation of an approach-related system and should therefore decrease an

individual’s likelihood to experience pleasure and to develop positive relations with one’s

environment, thus increasing the likelihood of developing depressive symptoms. As has

been reviewed earlier, data from a variety ofpopulations including the clinically

depressed, remitted depressed, and persons with different temperaments have provided

support for his model. That is, subjects with increased right-sided anterior activation

have been shown to have increased vulnerability to emotions, moods, and

psychopathology associated with withdrawal (e.g., Wheeler, et al., 1993; Tomarken, et

al. 1990). Such individuals have been shown to be more vulnerable to the emotions of

fear and disgust, express more dispositional negative affect, and be more vulnerable to

anxiety disorders (anxiety disorders will be discussed later; e.g., Davidson, Henriques,

Tomarken, & Marshall, 1994, as cited in Davidson, 1994). In addition, individuals with

decreased activation in left anterior regions have been shown to be more vulnerable to

those emotional states and traits, such as depression, that are associated with deficits in

approach-related activation (Henriques & Davidson, 1990, 1991; Schaffer, et al., 1983).

Taken together, Davidson’s findings suggest that certain individuals possess certain

frontal asymmetries (diatheses) which not only lower their capacity to experience

pleasure, but increase their capacity to be affected by life’s displeasures (stressors).

Curiously, Davidson does not attempt to include right parietotemporal functioning

in his model of emotion and brain organization, perhaps because his EEG studies have

not consistently observed asymmetric activity over the parietotemporal regions (e.g.,

Davidson, 1992). However, recall that data from several studies (including data from

Davidson’s lab) indicated asymmetries in both frontal and posterior regions. In addition,
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when these asymmetries were found, they consistently showed an inverse relation

between anterior and posterior regions during depressed versus cheerfirl emotional states

(e.g., Davidson, et al., 1985 ; Schaffer, et al., 1983; Henriques & Davidson, 1990).

Despite Davidson’s (1984) observation that “reciprocal relations between frontal and

parietal asymmetry may be crucial for at least certain affect/cognition interactions”

(p. 320) and data from depressed populations which substantiate his claim, posterior

regions are still not emphasized in Davidson’s model. Davidson does suggest that this

pattern ofposterior asymmetry is associated with the selective spatial cognitive deficits

associated with depression and that certain right-sided posterior activation may directly

contribute to certain symptoms of depression, such as poor orienting and deficits in social

skills which require the decoding of nonverbal, expressive behavior (Davidson,

Chapman, & Chapman, 1987). Additionally he hypothesizes that asymmetries along the

anterior/posterior plane “may differ in functional significance and show opposite patterns

of activation [and lead us] to consider the possibility of reciprocal interaction between

asymmetries in anterior and posterior cortical regions” (Davidson, 1984, pg. 320).

However, later revisions of Davidson’s model continue to focus on anterior asymmetries

without expanding on his initial speculations about “reciprocal interactions” between

anterior and posterior regions. Recognizing that few attempts have been made to explain

how posteriors regions may be integrated with anterior regions in the processing of

emotional information, Heller (1990, 1993) proposes a model to account for how these

systems might be integrated. Because it is also the model examined in the current study,

it will be described in detail.
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Model 3: Heller’s Model: An Integrption of Frontal and Parietal Functions

Heller (1990, 1993) has recently proposed a model of emotion and brain

organization which suggests that parietotemporal regions of the right hemisphere ofthe

brain are not only specialized for the processing of emotional information, but that such

regions are also intimately involved with frontal regions and, thus, play a critical role in

the experience of emotion. Heller’s model attempts to incorporate several aspects of

emotional function including the perception and production of emotional information,

mood and emotional experience, and autonomic arousal. In this section, the basic tenets

of Heller’s model are summarized, evidence for the right hemisphere’s involvement in

arousal is discussed, and the relation between individual differences in arousal and

psychopathology is examined.

A umm ofthe Model

Heller’s model of emotion and brain organization begins with the supposition that

valence (pleasant or unpleasant) and arousal (high or low) are two basic dimensions of

emotional experience, citing evidence from factor analytic studies which have

consistently bome this out (e.g., Lang, 1985; Russell, 1980). Using valence and arousal

as two axes, it is possible to locate, or define, all emotions within these four regions.

Examples provided by Heller include happiness which would be characterized by

pleasant valence and high arousal and its opposite, sadness/depression, which would be

characterized by unpleasant valence and low arousal. Heller believes that these two axes,

valence and arousal, are also reflective of underlying neural circuits. That is, there are

two systems involved in the organization of emotion: I) the frontal lobes, involved with

the modulation ofvalence (per Davidson’s model), and 2) the right parietotemporal
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region, involved with the modulation of autonomic and behavioral arousal. Rather than

any one region of the brain being specialized for a particular class of emotions, emotional

states are seen as being associated with the relative activation of these brain regions in

reference to each other (see Figure 2). For instance, higher activation of the right

parietotemporal region is associated with higher autonomic arousal and activation of the

right frontal region with a bias toward a positively valenced emotional state. Based on

the interactions of these two systems, this model makes some specific predictions about

patterns of regional brain activity and the emotional states that should occur as a result.

For example, happiness is an emotion which, according to factor analytic studies, should

involve a positive valence and high arousal. According to Heller’s model, happiness

would also entail relatively higher activation in the left frontal region and relatively

higher activation in the right parietotemporal region. Depression, on the other hand,

involves a negative valence and low arousal. Thus, it should also involve relatively

higher right frontal activation and relatively lower right parietotemporal activity.

Although Heller’s model returns to the positive-negative valence dichotomy, she

believes that it is not incompatible with Davidson’s approach/withdrawal dichotomy.

Heller argues that the findings of Davidson and his colleagues can easily be defined along

(or translated to) a valence dimension. Furthermore, Heller (1993) believes that her

model “expands on that of Davidson and his colleagues by arguing that the right posterior

region plays a role in modulating emotional states that is not adequately described by its

function specialization for evaluating and interpreting emotional information” (p. 479).

Heller’s model also avoids correlating specific emotions with specific areas of the brain

(see the brain lesion literature reviewed for the valence hypothesis). Rather emotional
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states are viewed as being associated with a particular pattern ofregional brain activity.

This means that left frontal areas are not viewed as being “specialized” for positive

emotion, nor are right frontal areas viewed as “specialized” for negative emotion.

Instead, certain emotion states are associated with the relative activation of these areas to

each other. As Heller point out, this means that any factor that influences this relative

activation will also have an impact on one’s emotional state. Heller’s model also differs

from the right hemisphere hypothesis and its supposition that there is a right hemisphere

advantage in processing emotional experiences in general. Heller’s model posits that the

ability to process emotional information is separate from the experience of emotion and is

a more dependent, “hard-wired,” specialized processes in the right posterior region. The

experience of emotion, on the other hand, is a more dynamic system located in the left

and right frontal regions. In sum, Heller’s model diverges from other models in three

major ways: 1) it includes right parietotemporal regions; 2) it avoids attributing specific

emotional qualities to a particular area in the brain; and 3) it diverges from the right

hemisphere hypothesis.

Evidence for Heller’s Model

As already noted, Davidson and Heller’s models are identical with respect to

asymmetries in frontal regions, so the evidence for asymmetries in frontal regions already

reviewed for Davidson’s model applies equally for Heller’s model. Where the models

differ is in regard to the importance of the right parietotemporal region, where, by

Heller’s model, it is involved in the modulation of autonomic and behavioral arousal. To

demonstrate that the posterior region of the brain plays an important role in the
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modulation of emotion, we now turn to a review of the relationship of the right

hemisphere to autonomic, spatial attention, and behavioral arousal.

Arousal depends on the brainstem reticular formation, nonspecific thalarnic

nuclei, and certain regions of the neocortex. Furthermore, there is evidence that the right

hemisphere plays a dominant role in the modulation of autonomic arousal during both

emotional and nonemotional conditions (for reviews, see Cemacek, 1992; Wittling,

1990). For instance, to determine whether individuals with left or right hemisphere

lesions had normal arousal, Heilman, Schwartz, and Watson (1978) stimulated the non-

effected side with an electrical stimulus while recording galvanic skin responses, a

measure ofperipheral sympathetic activity that is also a reliable measure of arousal.

Patients with right-hemisphere lesions had significantly smaller galvanic skin responses

(indicating hypoarousal) than patients with left-hemisphere lesions or controls. Their

data also suggested that persons with left-hemisphere lesions might be hyperaroused.

Presenting neutral and emotionally laden stimuli to persons with right- or left hemisphere

lesions, Morrow, Urtunski, Kim, and Boller (1981) found similar galvanic skin responses.

Such arousal asymmetries are not limited to measures of peripheral sympathetic activity.

Wittling (1990) observed vegetative associated phenomena of emotions and found that

systolic and diastolic blood pressure was higher when films containing a positive

emotional content were projected to the left visual field (right hemisphere) than when it

was projected to the right visual field. Similar differences have been found when looking

at endocrine functions. When a film with negative emotional content was projected to the

right hemisphere, the excretion of salivary cortisol was significantly higher than
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projection of the same film to the left hemisphere. Fihns with neutral content did not

produce such an effect (Wittling & Pflr’iger, 1990).

A wealth of evidence also suggests that the right hemisphere plays an important

role in spatial attention (for review, see Heilman, Chatterjee, & Doty, 1995). Based on

this evidence many investigators, such as Heihnan, have suggested that the right

hemisphere is more intimately involved with subcortical systems that are responsible for

arousal and intention. That is, the right hemisphere is dominant not for attention alone

but also for mediating responses to excitatory impulses and for preparing for action in

both halves of the body (e.g., Heilman & Van den Abell, 1980). This notion is supported

by observations that damage to the right parietal region can lead to unilateral neglect, a

syndrome in which patients ignore the left half of space (Heilman, Watson, & Valenstein,

1985). Sackeim et a1. (1983) observed a more pronounced neglect of the left visual space

after administering ECT. ECT administered bilaterally or on the right side alone caused a

left side neglect to the same degree. Thus, it is the right hemisphere which, after an

electroconvulsion applied to both sides or to the right side alone, is responsible for left

side neglect.

While there is a comprehensive literature supporting the role of the right

hemisphere in processing emotional and spatial information and spatial attention, the

relation between right- and left-hemisphere function and autonomic arousal has not been

examined as extensively (Heller, 1993). Based on the evidence reviewed thus far, it

could be argued that the right hemisphere is not specialized for the modulation of arousal,

but that such differences simply reflect the right hemisphere’s superiority for interpreting

and evaluating emotional information. However, more recent evidence supports this is
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not the case, but instead shows that perceptual asymmetries on a free-vision task of face

processing, the Chimeric Faces Task are related to self-reported behavioral arousal

(Heller, Lindsay, Metz, and Farnum, 1991). This study capitalized on previous research

demonstrating that the Chimeric Faces Task can be used as an index ofperceptual

asymmetries with considerable reliability7 (Levy et al., 1983a), the observation that there

are considerable individual differences in perceptual asymmetries, and that these

individual differences can also account for approximate half the variance in asymmetry

scores on other measures in both the visual and auditory modality8 (e.g., Green, Morris,

Epstein, West, & Engler, 1992; Kim & Levine, 1991; Levy, Heller et al., 1983b).

Indeed, Heller et al. (1991) found that scores on the Chimeric Faces Task were highly

correlated with a self-report measure ofbehavioral arousal (DeWit & Griffiths, 1991)

derived from the Profile ofMood States (McNair, Lorr, & Droppleman, 1981). That is,

as relative right-hemisphere activity increased (as measured by the Chimeric Faces Task)

so did a person’s self-reported experience ofbehavioral arousal. These results suggest

that the right hemisphere is specialized for arousal beyond the processing of emotional

information because an independent measure ofthe experience of arousal was also highly

correlated with the Chimeric Faces Task.

If right hemisphere activity covaries with autonomic arousal in a linear fashion,

and if emotions are associated with particular patterns of autonomic arousal, Heller

 

7 An asymmetry score on the CFT is calculated by subtracting left-face-smiling choices from right-face-

smiling choices and dividing by the number of stimulus pages presented. Thus, the more negative the

score, the greater the left hemispatial bias, and the more positive the score, the greater the right hemispatial

bias. The more individuals are biased toward the left side of space, the more inferred right hemisphere

relative to left hemisphere activity and vice versa.

8 For instance, Levey et al. (1983b) found that individuals with left visual field biases on the Chimeric

Faces Task performed also performed better on tasks that require more right hemisphere involvement (e.g.,

face perception). Individuals with right visual field biases, on the other hand, performed better on tasks

that require more left hemisphere involvement (e.g., tasks that require language skills).
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(1990) posits that higher right-hemisphere activity should be associated with emotional

states accompanied by high autonomic and behavioral arousal (e.g., anxiety) and lower

right-hemisphere activity with emotional states accompanied by low autonomic and

behavioral arousal (e.g. depression) (see Figure 2). That is, anxiety and depression may

be associated with opposite patterns of activity in the right parietotemporal region.

Evidence for right hemisphere activity in depression and anxiety is reviewed below.

Dgpression. Evidence for reduced parietotemporal functioning in depressed

patients comes from a number of sources. Recall the earlier discussion ofEEG activity in

depressed persons collected by Davidson and his colleagues suggesting reduced right

parietotemporal activation (Davidson, et al., 1987; Davidson, et al., 1985; Schaffer et al.,

1983; Henriques & Davidson, 1990). In addition to those studies already reviewed,

clinically depressed patients and persons in depressed moods have also been shown to be

impaired on tasks that are sensitive to right hemisphere functions generally (e.g., Otto,

Yeo, & Dougher, 1987), and right parietotemporal firnction specifically (e.g., Heller,

1993). Right hemisphere dysfunction in depressed individuals can be inferred on the

basis a number of findings. Greater improvement in mood following right hemisphere

ECT relative to left hemisphere or bilateral ECT suggests lateralization of depressive

affect (Deglin & Nikolaenko, 1975). In addition, Kronfol, Harnsher, Digire, and Waziri

(1978) found increased performance on neuropsychological tests sensitive to right

hemisphere dysfirnction following ECT that successfully decreased depression. Further

evidence for right hemisphere dysfunction comes from mood induction studies. Method

actors, asked to generate emotions of depression, exhibit greater alpha suppression over

the left hemisphere than the right. Furthennore, during sad mood states, diminished
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performance of the right but not the left hemisphere is observed (Tucker and Dawson,

1984). After induction into a depressed mood, but not after induction into a euphoric

mood, normal individuals exhibit a deficit in visual imagery and a right-ear attentional

bias on a tone judgment task (Tucker et al., 1981). Subjects induced into a sad mood

before performing a light detection task manifested significantly greater increases in

reaction time to left visual field than right visual field trials relative to the baseline

condition ofjust detecting the spot of light alone (Ladavas, Nicoletti, Umilta, &

Rizzolatti, 1984). On a digit-matching task, subjects induced into a depressed mood

exhibited poorer performance than subjects induced into a neutral mood on right- but not

left-hemisphere trials (Banich, Stolar, Heller, & Goldman, 1992).

Depressed persons have also shown specific deficits in right parietotemporal

functioning. For instance, depressed patients when engaged in a repetitive leanring task,

exhibit a selective decrease ofblood flow to right temporal and parietal regions (Wood &

Flowers, 1988). Further evidence for right temporal region dysftmction in depressed

persons comes from studies which have found that depressed persons showed left-ear

deficits on a number of different dichotic listening tasks (Berger-Gross, Bruder, Quitkin,

& Goetz, 1985; Bruder, Sutton, Berger-Gross, Quitkin, & Davies, 1981; Johnson &

Crocket, 1982). In addition, Sackeim, Decina, Epstein, Bruder, and Malitz (1983) report

the case of a bipolar patient who when presented with a dichotic listening task, showed

low right parietotemporal activity during a depressive episode, and relatively high right

temporoparietal activity during a hypomanic episode. Evidence also comes from studies

involving facial perception tasks— tasks that involve right parietotemporal regions (e.g.,

DeKosky et al., 1980; Kolb et al., 1983). For instance, in a comparison of depressed and
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nondepressed individuals on the perception of chimeric faces, Jaeger et al. (1987) found

that depressed persons were significantly less lateralized than controls. Also using a

chimeric faces task, Heller, Etienne, and Miller (1995) reported similar findings in a

sample ofover one thousand college students. Most recently, Bruder, Fong, Tenke, et al.

(1997) found that EEG measures ofparietotemporal activity in nonanxious depressed

patients showed less activation over right than left posterior sites. There is also

preliminary evidence suggesting that differences in perceptual asymmetries in depression

depend on its diagnostic subtype (Bruder, Quitkin, Stewart, Martin, Volmaier, &

Harrison, 1989). Persons who met DSM-III criteria for melancholia also showed

abnormal perceptual asymmetries on dichotic listening tasks with an abnormally large

ri t-ear advantage for a verbal task and a right-ear advantage for complex tone task. In

contrast, persons with atypical depression (marked by reactivity ofmood with preserved

pleasure capacity) did not differ from normal controls. Taken together, these findings

suggest a suppression of right-hemisphere function in depression and the possibility for

different pattenrs ofperceptual asymmetries depending on the type of depression.

Anx__igty, While anxiety is often a common clinical feature of depressive

disorders, evidence is pointing to very different abnormalities ofhemispheric asymmetry

in anxiety and depression (e.g., Bruder et al., 1997; Heller et al., 1995). Not only do

patterns of hemispheric activity vary as a function of depression, but as a function of

anxiety as well. The data for anxiety, however, are less consistent. Evidence for the

hypothesis that anxiety is associated with reduced left- and increased right-hemisphere

activity does, however, come from a number of sources. Several studies, using a variety

of imagining techniques, have found increases in right parietotemporal regions in anxious
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states (e.g., Bruder et al., 1997; Naveteur, Roy, Ovelac, & Steinling, 1992). Clinical

populations also provide evidence. For instance, Davidson, et al. (1994), as cited in

Davidson 1994, compared the brain activity ofpersons meeting diagnostic criteria for

social phobia and control subjects while they anticipated making a public speech. The

phobics showed a large increase in activation from baseline in the right anterior temporal

region during the anticipation period compared to control subjects.

The evidence for brain activity in anxious individuals does not always point to

right hemisphere hyperactivity. For instance, patients diagnosed with obsessive-

compulsive disorder (an anxiety disorder) were found to show abnormalities on a dichotic

listening task, suggestive of left hemisphere dysfunction (Wexler & Goodman, 1991).

Similarly, patients diagnosed with dysthymic disorder showed a left visual field deficit,

while patients diagnosed with generalized anxiety disorder tended to have the opposite

visual field asymmetry (Liotti, Sava, Rizzolatti, & Caffarra, 1991). Carter, Johnson, and

Brokervec (1986) also reported greater left hemisphere activity in brain activity in

persons who were currently in states of worry. These results are indicative of increases in

left hemisphere activity. Still other studies find no evidence of asymmetries in anxious

states. For instance, in an experiment of experimentally induced phobias, Fredrikson,

Gustav, Greitz, et a1. (1993) report no evidence of asymmetries. Similarly, when

comparing the frequency of anxiety during an attack of temporal lobe epilepsy, Altshuler,

Devinsky, Post, and Theodore (1990) found the rates to be equal in patients with right-

side and left-side foci. It should be noted, however, that this sample included both

persons who exhibited depression and those that did not in their analyses. As can be seen
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from a review of the data on anxiety and brain activity, it is difficult to make any

generalizations.

Heller raises the possibility (Heller 1990, 1993) that anxiety and depression may

be associated with opposite patterns of activity in specific regions of the cerebral

hemispheres, one area being the right parietotemporal lobe. To the extent that persons

with symptoms of depression also have symptoms of anxiety or vice versa, this then

raises the possibility that any differences between depressed and anxious persons in

perceptual asymmetries may be washed out depending on the ratio of one to another

(Heller et al., 1995). Recent research is beginning to support this proposition. When

anxious and/or depressed persons are considered separately (Heller et al., 1995),

differences in perceptual asymmetries between the two groups appeared in the direction

predicted by Heller’s (1990) model. However, Heller et al. (1995) did not find support

for her model’s prediction that high anxiety in the absence of depression would be

associated with relatively larger lefi hemispatial biases compared to controls. She

speculates that these null findings may have been due, in part, to the type of anxiety that

was examined. The measure of anxiety Heller used was the State-Trait Anxiety

Inventory Trait-Anxiety Scale. Heller and her colleagues argue that this type of anxiety

might be more reflective of a ruminative anxiety (e.g., verbal rumination or cognitive

worry), a type of anxiety which they believe may not be related to right-hemisphere

activity, but rather left-hemisphere activity. As Heller et a1. (1995) observe, researchers

who have found higher right-hemisphere activity in anxious states have focused on states

ofpanic (e.g., Reiman, Raichle, Butler, Herscovitch, & Robins, 1984), while researchers

who have not have tended to focus on anxious states ofworry (e.g., Reiman, Fusselman,
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Fox, & Riachle, 1989). The importance of distinguishing among subtypes of anxiety fits

in well with Davidson’s proposed approach-withdrawal dichotomy. While it is difficult

to conceptualize ruminative anxiety as either approach or withdrawal (it instead appears

to be related to inactivity or being “stuck”), it is quite possible to hypothesize that panic

and fear (and its relation to withdrawal) are associated with posterior right-hemisphere

functions.

So far, such differences have been demonstrated using a chimeric faces task with

college students classified as either low or high anxious and/or depressed (Heller etal.,

1995) and through EEG measures of brain activity in major depressives with or without

an anxiety disorder (Bruder et al., 1997). Neither study, however, examined possible

handedness differences, a focus of the current study.

Hemispheric Specialization for Emotion in Right- and Lefi-Handers

So far we have reviewed the evidence for several models pertaining to the

organization of emotion. Let us turn now to studies that compare right- and left-handers

on tasks similar to those already cited. These studies are divided into two groups: 1)

studies that compare right- and left-handers on presumptive tests of emotion, and 2)

laterality studies, like those reviewed earlier, that compare right- and left-handers on tests

ofthe perception and expression of emotion.

Smdies ofHandgfless and Psychological Tests of Emotion

The literature on emotional/psychological differences between right- and left-

handers includes tests of emotional stability, anxiety, and temperament. One ofthe

earliest such comparisons was reported by Ingram and Reid in 1956 (cited in Orme,

1970). They found a high incidence of left-handedness and emotional disturbances in
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children with developmental aphasia but with normal intelligence (ages not given in

Orme’s report). Later, Orme (1970) made a similar investigation in 300 non-aphasic

British school girls, ages 14-17. Of these adolescents, 23 were left-handed, 277 were

right-handed, as measured by the hand used for writing. Emotional stability was

measured by a 13-item questionnaire created by Orme (1965). Using a chi-square test,

Orme concluded that the left-handers were significantly more emotionally unstable than

the right-handers. Indeed, only one lefi-hander (4.3%) scored in the emotionally stable

range compared to 89 (32.1%) of the 277 right-handers. Hicks and Pellegrini (1978)

questioned Orme’s data analysis, however, on the grounds that he violated the rule

pertaining to the minimum number of cases per cell in a contingency table and that

because the emotional stability scale score Orme computed was a parametric statistic,

a more powerful statistic should have been used to measure the strength of effect.

Only a few studies have focused on possible links between handedness and

anxiety. Hicks and Pellegrini (1978) compared 23 left-handed, 12 mixed-handed, and 35

right-handed college students on the Taylor Manifest Anxiety Scale (1953). Right-

handers were significantly less anxious than either lefi- or mixed-handers, who were not

different from each other. The relation between anxiety and handedness was also

examined by Mueller, Grove, and Thompson (1993), who drew on archival data from

four studies. In each study, handedness was based on self-report ofhand-writing

preference, and anxiety was measured by the Test Anxiety Inventory (TAI; Spielberger,

1980). The total number of subjects across the four samples was 166 left-handers and

1,388 right-handers. No significant differences were found between the two groups in
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base levels of test anxiety. French and Richards (1990) and Weinrich, Wells, and

McManus (1982) reported similar null findings.

Harburg, Roeper, Ozgoren, and Feldstein (1981) approached the question

somewhat differently by focusing on temperament. Their subjects were 1,153 persons

ages 18 to 70 who were subjects in the Tecumseh Community Health Study. This was a

longitudinal study begun in 1959, and most of the data were medical. The protocol

included a measure ofhandedness (showing two different hand-writing postures, inverted

and normal, for both hands) and two measures of temperament. The only differences

were between the younger (18-39 year old) subjects. In this subgroup, left-handers

(N=86) compared to right-handers (N=565) showed significantly more emotionality (fear

and anger), less sociability, less sensation seeking, and less extroversion.

In summary, the relation between handedness and these measures of emotionality

is weak; sometimes it is there, sometimes not. However, when a difference occurs, it is

always in the direction of left-handers exhibiting more “negative” emotion, or anxiety.

This, in itself, offers some justification for including left-handers in the current study.

Handedness and Lateralization of Emotion

In most of the studies on lateralization of emotion reviewed earlier, subjects were

either right-handers or handedness was not mentioned. The literature on handedness and

lateralization of emotion thus is slim. Nevertheless, there are a sufficient number of

studies to permit comparison of right- and left-handers on all three components of

emotion: perception, expression, and experience.
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Perception. Beginning with perception studies, most research suggests that both

right- and left-handers show right-hemisphere dominance. Most of the evidence comes

from chimeric face and dichotic listening studies. For example, Luh, Reid, and Levy

(1994) compared 72 right-handers with 72 left-handers on four free-vision chimeric face

tasks that required judgments of emotion. The chimeric faces were smiling on one side

and neutral in expression on the other. They also differed in sex, one side male, the other

female. The latter difference allowed them to be rated for what the investigators called

“femininity.” Each condition included photographs ofreal and cartoon faces. For the

emotion task, subjects were asked to judge which face looked happier. For the femininity

task, they were asked which face looked more feminine. For both tasks, right- and left-

handers showed left-hemispace biases. However, the task-specific reliable variance was

decreased, and the variance common to all tasks was increased for left- compared to

right-handers. More specifically, in left-handers the left visuo-spatial bias was higher for

judgments of femininity than for emotion, whereas in right-handers, the emotional

content of the face was more important. Confirming previous research (e.g., Gilbert &

Bakan, 1973; Hoptman & Levy, 1988; Levy et al., 1983a), Luh et al.’s findings suggest

that those processes that underlie the perception of emotion are less lateralized in left-

handers than in right-handers.

Bulman-Fleming and Bryden (1994) found similar results with a dichotic listening

task. They presented 64 left-handers and 64 right-handers with a target word spoken in a

happy, sad, or angry voice. They then asked them to report each time they heard a

particular word or a particular emotion. All three emotions — happy, sad, and angry —

showed a left ear advantage of similar magnitude. These results are largely congruent
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with those of Bryden et al.’s (1991), except that Bulman-Fleming and Bryden (1994)

found a much larger left-ear advantage for angry words than for happy, sad, or neutral

words. The left-ear advantage was reduced in left-handers, but the difference failed to

reach significance. As in the study by Luh et al. (1994), left-handers also showed higher

variance.

Other studies report mixed findings. Some report no overall advantage for either

hemispace in left-handers. For instance, although Heller and Levy (1981) found that for

both right- and left-handers posing happy expressions, the expression was judged to be

stronger on the left side of their faces, only right-handed subjects judged faces as happier

when the smiling half-face was in the lefi visual field. Others report a reversed valence

effect in left-handers. Recall that Reuter-Lorenz and Davidson (1981) and Reuter-Lorenz

et al. (1983) found a valence effect for the perception of emotion in right-handers. They

also found evidence for a reversed valence for certain left-handers, namely those who

wrote in the non-inverted posture. The authors therefore suggested that: 1) non-inverted

and inverted left-handers differ in their neural organization for the perception of emotion

and 2) the two hemispheres are differentially specialized for positive and negative affect.

Recall, however, the suggestion raised earlier that these findings might reflect some

methodological artifact. Still others report finding differences in perceptual patterns

between right- and left-handers only for emotions of a particular valence. Everhart,

Harrison, and Crews (1996) found evidence suggesting differential lateralization for the

perception of neutral stimuli in lefi- and right-handed subjects. Using tachistoscopically

presented emotional faces and a forced-choice reaction-time paradigm, they found that
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left-handers identified neutral stimuli as more positive when presented to the LVF and as

more negative when presented to the RVF.

Given the mixed findings of these studies it is difficult to reach any definite

conclusions about differences in perceptual asymmetries. Although a majority of the

studies suggest that left-handers are like right-handers in showing a left-visual field

advantage for the perception of emotion, they also indicate that left-handers show greater

variance across different emotional tasks and smaller perceptual biases for face chimeras

when left visual biases are found. Some left-handers show very large perceptual

asymmetries, either in the same or opposite direction of right-handers, and some show no

or small perceptual asymmetries.

The question is, how can we interpret these individual variations in perceptual

asymmetries? In the case of right-handers, Levy et al. (1983) argue propose at least two

possibilities: 1) the perceptual variations reflect variations underlying hemispheric

specialization for the perception of emotion itself, or 2) variations in hemispheric arousal

patterns. Levy et a1. (1983) favor the latter possibility, citing its ability to account for the

observation that right-handers with right-hemispace biases have smaller asymmetries than

right-handers with left-hemispace biases. For left-handers, Levy et al. (1983) also

suggest that the much weaker association between the magnitude and direction of

perceptual asymmetries would reflect the fact that left-handers are more diverse in

hemispheric specialization for the perception of emotion itself.

Expression. Like the research on the perception of emotion, most of the evidence

on expression of emotion suggests that right- and left-handers alike show right-

hemisphere dominance. Recall that the usual method of demonstrating this effect is
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through the study of facedness, that is, by comparing changes in expression (e.g., degree

of change) on the two sides of the face. For instance, Borod and Caron (1980) had 31

right-handers and 20 left-handers perform nine different emotional expressions including

greeting, disapproval, clowning, flirting, grief, toughness, and horror. Except for

“toughness” where lefl-handers were significantly right—faced, right— and left-handers

were both significantly left-faced for all emotions. Borod et al. (1981) found similar

results, and, once again, toughness was reversed in left-handers. It may be significant

that toughness was the one expression requiring unilateral facial movement. To study

unilateral facial movements in greater detail, Chaurasia and Goswami (1975) examined

deliberate manipulation of the face in 300 right- and 30 left-handers. The result was an

inverse relation between handedness and facedness. Of the right-handers, 59% showed a

left-sided smile and found it easier to perform a variety of facial manipulations with the

left side of the face, whereas 73% of left-handers showed the reverse effect. Campbell

(1979), on the other hand, observed 24 left-handers while they expressed a posed smile

and found them to be significantly left-faced.9 In support of Campbell’s (1979) results

and in contrast to Chaurasia and Goswami’s (1975), Heller and Levy (1981) found that

for right- and left-handers alike, lefi-side facial composites created after they performed a

posed smile were judged to be happier than right-side composites.

The discrepancies in these studies are hard to explain in terms of

neuropsychological theory. However, the pattern of results across experiments supports

the view that both right-and left-handers are left-faced, but significantly so only for right-

handers.

 

9 However, a reversal in the asymmetry was observed when the subjects’ facial expressions were relaxed

(based on a photograph taken after the subject performed the posed smile).
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Experience. In contrast to the extensive literature relating handedness to the

perception and expression of emotion, the laterality literature on handedness and

experience of emotion is sparse. One reason may be related to the difficulty in defining

“experience.” Recall earlier, the study by McFarland and Kennison (1989) which

illustrates this point.

McFarland and Kennison (1989) presented four selections of music to 80 right-

handers and 80 left-handers. Two selections were independently judged to have a '

negative valence (evoking images of agitated grief, sadness, and despair), and two were

judged to be positive (evoking images ofjollity, celebration, happiness, and

contentment). The musical selections were presented monaurally to the right or left ear

for 3 minutes and 40 seconds. After that, the subjects were asked to “rate the valence of

the emotion” they had experienced during the music using a scale anchored by the words

“happiness” and “sadness.” Right-handers reported more positive and less negative affect

for music played to the right ear, whereas left-handers showed the reverse effect,

reporting more positive and less negative affect for music played to the left ear. These

results, therefore, suggest reverse valences for the experience of emotion between right-

and left-handers. But did the subjects actually feel sad or happy (in other words, did they

experience sad or happy emotions), or did they simply perceive the music as sad or

happy? If the latter, then was a study ofperception; if the former, it was a study of

experience. The authors, perhaps sensing these difficulties, use neither term and instead

described the results as showing asymmetry in the “processing” of emotions, which could

mean perception, expression, or experience of emotion, individually or in combination.
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In an attempt to better understand the relation between handedness and the

experience of emotion, Smith, Kline, and Meyers (1990) made parietal EEG recordings

from right- and left-handed adults while they listened to a variety of emotional sounds.

The sounds included a woman screaming, a woman laughing, a woman crying, and a

baby cooing. The subjects were instructed to process the sounds in three different ways.

In the “affective” condition, they were asked to “concentrate on feelings and actively

attempt to experience the emotions elicited by each stimulus” (p. 63). In the “cognitive

condition,” they were instructed to avoid making an affective response. In the neutral

condition, they were asked to focus full attention on the stimuli and to maintain a neutral

(i.e., nonaffective, noncognitive) set. Left-handers showed a greater overall level of

activation (arousal), especially for the emotional conditions, relative to right-handers.

Across the three conditions, however, right-handers showed greater overall lateralization,

whereas left-handers showed nearly identical activity in the two hemispheres across all

three conditions. This last finding corroborates the reports of increased variability for

left-handers in the perception and expression studies cited earlier, which raises the

possibility that the cerebral organization of emotional experience in left-handers, at a

group level, is more diffirse than in right-handers.

Evidence fi'om clinical populations, however, points to similarities between left-

and right handers for the experience of emotion. In an examination ofrates ofmood

disorders for thirty left-handed stroke patients, patients with left hemisphere lesions had

significantly higher depression scores and more depressive diagnoses than patients with

right hemisphere lesions (Robinson, Lipsey, Bolla-Wilson, et al., 1985). Moreover,

major depression was strongly associated with left anterior brain injury. These results are
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remarkably similar to those found in right-handers (see Anterior Asymmetries section for

a review of these results).

For right-handers, then, some tentative conclusions can be drawn about

neuropsychological organization of emotion, namely, that they show a right-hemisphere

effect for the perception of emotion and a valence effect for the expression and

experience of emotion —— negative for the right hemisphere, positive for the left

hemisphere. Left-handers appear to differ from right-handers, but it is hard to say how

they differ with any certainty. Given the aforementioned findings and the ample evidence

of the heterogeneity of left-handers, it is plausible to hypothesize that, at the group level,

left-handers show increased diffusion of cerebral organization for emotion. It is far more

difficult to accept McFarland and Kennison’s (1989) conclusion that the valence is

reversed in left-handers. It is also likely that some of the increased bilaterality in left-

handers occurs at a group level when phenotypic subgroups of left-handedness are

grouped together. Perhaps only when these subgroups are examined separately will we

be able to determine whether left-handers, in general, show greater bilaterality for the

lateralization for the experience of emotion, or whether it is only certain subgroups of

left-handers who show increased diffusion of cerebral organization for emotion.

As one can see fiom this review, there is a hole in the literature where

intrahemispheric differences in emotion and handedness are concerned. To date, no study

has examined such differences.
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Rationale and Predictions

The current study was designed to examine the relation between differences in

levels of depression and anxiety and patterns ofperceptual asymmetry as well as possible

differences that may exist between lefi- and right-handers along these dimensions. The

specific aims were: 1) to deterrrrine whether Heller et al.’s (1995) findings could be

replicated and whether the addition of a measure of approach and withdrawal coping

styles would also explain a portion of the variance, 2) to determine whether the addition

of a measure of state-anxiety would explain an additional portion of the variance, 3) to

examine whether changes in levels of depression and state-anxiety over time would be

related to changes in perceptual biases (and, by implication, right parietotemperal

functioning) within the same individual, and 4) to determine whether right-handers would

differ from left-handers in cerebral organization for perceptual asymmetries.

Replication of Heller et al.’s (1995) Study: Contributions of Depression and Trait

mm

To date, there have been no replications ofHeller et al.’s (1995) study. To avoid

any difficulties in making comparisons between their findings and the current findings,

I adhered to their procedure as closely as possible. This included the use of a similar

method to design the Chimeric Faces Task packet and the use of at least one of their

dependent measures, namely, the STAI Trait-anxiety form.

Patterns ofPerceptual Asmetries: Contributions of State Anxieg and Trait Anxiety

Where the current study purposefully deviated, however, was in the selection of

certain additional dependent measures to assess the subject’s current mood state. Recall

that Heller et al. (1995) used the Trait-Anxiety Scale of the STAI and the General
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Behavior Inventory, or GBI (Depue, Krauss, Spoont, & Arbisi, 1989). Although the

Trait-Anxiety Scale of the STAI is an excellent measure of general level of trait anxiety,

there are questions as to whether it should be used to make inferences between current

anxiety levels and patterns ofperceptual asymmetry. That is, if level of experience of

anxiety is hypothesized to be related dynamically to patterns of perceptual asymmetry, it

would seem more appropriate to assess current level of anxiety rather than general level

of anxiety. If Davidson’s data are correct, then according to his diathesis-stress model,

persons with higher trait anxiety who are currently in an anxious state should be much

more likely to show changes in perceptual asymmetries than persons with high trait

anxiety but who are not currently in an anxious state. State anxiety has been shown to

modulate the association between trait anxiety and attentional biases, such that anxious

individuals often do not show a bias toward threatening stimuli unless anxious arousal

has been elicited (e.g., Broadbent & Broadbent, 1988; MacLeod, & Mathews, 1988).

Furthermore, attentional biases have been found to disappear in patients with generalized

anxiety disorder, in social phobics, in spider phobics, and in rape victims with post-

traumatic stress disorder upon remission, which suggests that such biases are state-

dependent (McNally, in press). To assess this possibility, the State-Anxiety Scale of the

STAI was used in addition to the Trait-Anxiety Scale. Also, instead of using the GBI, the

current study used the Center for Epidemiologic Studies Depression Scale (CES-D). The

CES-D is much more widely used and allows for much more rapid assessment of

depressed symptomatology than the GBI.
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Patterns ofPemgptual Asmetries: Contributions ofApproach and Withdrawal

The current study also attempted to include an assessment ofpanic levels. Recall

from Heller et al.’s (1995) study that high anxiety in the absence of depression was not

associated with relatively higher left-hemispatial biases compared to controls. The

authors posited that one candidate for these null findings might be the type of anxiety

measured. That is, it may be that posterior right-hemisphere fimctions are associated with

fear or panic responses, whereas certain left-hemisphere fimctions may be involved in

worry (e.g. verbal rumination or cognitive worry). In order to distinguish between these

two types of anxiety I also planned to include a measurement ofpanic, namely, the Panic

and Agoraphobia Scale, or P & A (Bandelow, 1995; Bandelow et al. 1995). The P & A,

however, proved to be too expensive'0 and was replaced by the COPE test, a measure of

approach and withdrawal and other coping behaviors in response to stressful situations

(COPE; Carver, Scheier, Weintraub, 1989).

In combination, Davidson’s approach/withdrawal dichotomy for the experience of

emotion and Heller’s proposed division for subtypes of anxiety (i.e., the association

between panic and right hemisphere activity and the association between anxious

rumination and left hemisphere activity), lead to the following prediction: there should

be a positive relation between withdrawal coping styles and left-hemispace biases in

subjects with high levels of anxiety.

 

‘0 One US. dollar was requested for each administration.
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Changes in Patterns of Perceptual Asyr_nr_r_retries: Contributions of Changes in Levels of

Anxieg and Dspression

To date, the effects of changes in levels of anxiety and/or depression over time

within the same individual on biases in the perception of emotion have yet to be

investigated. The literature suggests that different levels of depression and anxiety

between individuals are associated with changes in perceptual biases. If perceptual

asymmetries are related to emotional states as well as trait, or predispositions, then

changes in levels of depression and/or anxiety within the same individual should be

related to changes in the perceptual biases as well. Using a repeated measures design

allowed changes in mood to be measured over time and, in turn, allowed for more

powerful analyses and conclusions to be drawn about the effects of current levels of

mood on perceptual biases.

Test ofHandedness Differences in Perceptual Asmmetries

Lastly, the current study sought to contribute to research on handedness and the

perception of emotion, a slim literature where handedness is concerned. To the extent

that right- and left-handers can be shown to differ in other psychological processes (e.g.,

the perception of emotion), then a comparison between right- and left-handers could

reveal clues to understanding the functional utility of lateralization for those processes.

That is, because left-handers are reported to differ from right-handers on selected

psychological tasks and to be more common in certain clinical and other special

populations, the study of left-handedness and emotion may hold a key to understanding a

fundamental question in neuropsychology— the relationship of laterality to cognitive,

perceptual and emotional processes (Harris, 1992).
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Based on the review of emotionality and handedness, six major predictions were

 

In accordance with evidence for associations between changes in arousal, changes

in right hemisphere activation, and changes in perceptual asymmetries, it was predicted

that increased depressed symptomatology between groups would be related to a weaker

left-hemispace bias, whereas increased levels of trait anxiety would be related to a

stronger left-hemispace bias. On the CES-D, it was predicted that increases would be

related to a weaker left-hemispace bias on the CFT. On the STAI Trait-Anxiety Scale, it

was predicted that increases (in the absence of depression) would be related to a stronger

left-hemispace bias on the CFT.

Prediction #2: Contributions of State Anxiety and Trait Anxiety to Percsptual

Asymmetries

In accordance with Davidson’s diathesis-stress model of the experience of

emotion, persons who are currently in a state of anxiety should show a stronger left-

hemispace bias than persons not currently in a state of anxiety. That is, not only must one

have the diathesis (trait) for heightened levels of anxiety, but one must also currently be

in a stressful state for that anxiety to be expressed. Therefore, it was predicted that

subjects with both high levels of trait- and state-anxiety should have stronger left

hemispace biases on the CFT than subjects with high trait anxiety, who are not currently

experiencing high state anxiety. Specifically, on the STAI, it was predicted that changes

in hemispace biases would be significantly more related to changes in the State—Anxiety

Scale than in the Trait-Anxiety Scale. In addition, it was predicted that subjects with
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elevated Trait- and State-Anxiety scores would show stronger left hemispace biases than

subjects with elevated Trait- but not State-Anxiety scores.

Prediction #3: Trait Anxiegy, Approach/Withdrawal, and Patterns of Perceptual

Asym_metries

Again based on the integration of Davidson’s approach-withdrawal distinction

and Heller’s proposed rumination-panic distinction for anxiety, there should be a positive

relation between withdrawal styles of coping behaviors and left-hemispace biases. It was

hypothesized, therefore, that greater levels ofwithdrawal behaviors in trait-anxious

subjects would be related with to stronger left-hemispace biases. Thus, it was predicted

that increases in denial and behavioral disengagement (i.e., withdrawal-related coping

behaviors) in subjects with high trait-anxiety would be related to stronger left-hemispace

biases as measured by the CFT, whereas active coping and planning (i.e., approach-

related coping behaviors) would be unrelated to hemispace biases.

Prediction #4: Changes in Levels of Depression, Trait Anxiegy, and Perceptual

Asym_metries From Time 1 to Time 2

Ifpatterns ofperceptual asymmetries are related to anxiety and/or depression,

then changes in these states over time, within the same individual ought to be related to

changes in the perceptual biases in the direction suggested by prediction #1. That is,

increases in levels of depression over time should be related to decreases in left-

hemispace biases. On the other hand, increases in levels of anxiety should be related to

increases in left-hemispace biases. The reverse predictions would be made for decreases

in levels of anxiety and decreases in depression. For depression, therefore, increases in

CES-D scores would be related to decreases in left-hemispace biases, whereas decreases
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in CES-D scores would be related to increases in left-hemispace biases. For anxiety,

increases in STAI State-Anxiety Scale scores would be related to increases in left

hemispace bases, whereas decreases in State-Anxiety Scale scores would be related to

decreases in left-hemispace biases as measured by the CFT.

Prediction #5: Handedness and Mood

Based on the literature reviewed earlier on the relation between handedness and

emotionality (e.g., emotional stability and temperament), it was predicted that any

differences that are found would be in the direction of higher rates for left-handers than

for right-handers on measures of negative emotional states (e.g., depression and anxiety).

On both the CES-D and STAI, this would correspond to higher scores in left-handers

relative to right-handers.

Prediction #6: Handedness, Mood, and Perceptual Asmmetries

Irrespective of results pertaining to prediction #5, based on the literature on

handedness and lateralization for perception of emotion, it was predicted that right-

handers would be more clearly lateralized than left-handers on the CFT (Prediction #6a).

That is, at the group level, right-handers would show stronger left-hemispace biases. At

the individual level, fewer right-handers would show right-hemispace biases than left-

handers. An additional prediction is that at comparable levels of depression, right-

handers’ perceptual asymmetries would show a greater reduction in magnitude of left-

hemispace biases. Likewise, at comparable levels of anxiety, their perceptual

asymmetries would show a greater increase in magnitude of left-hemispace biases

(Prediction #6b). Finally, based on evidence for relations between 1) variations in

perceptual asymmetries and individual differences in hemispheric arousal (e.g., Levy et
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al., 1983), 2) hemispheric arousal and depression and anxiety (e.g., Heller et al., 1995),

and 3) left-handers who fail to show a left-hemispace bias and higher left-hemisphere

than right-hemisphere arousal (e.g., Levy et al., 1983), then it should follow that left-

handers with right—hemispace biases will show changes in strength of right-hemispace

biases in accordance with Heller’s (1993) model (Prediction #6c). That is, left-handers

with right-hemispace biases should show weaker right-hemispace biases in relation to

higher levels of depression and stronger right-hemispace biases in relation to higher

levels of anxiety.
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METHOD

Subjects

Subjects were 118 male (82 right-handed, 36 left-handed) and 317 female (275

right-handed, 42 left-handed) undergraduate students fi'om the Psychology Department

Human Subjects Pool at Michigan State University.11 Subjects were tested in groups of

approximately 10 (range from 1 to 22). Subjects were enrolled in one of several large

introductory psychology classes and received course credit for participation. The age of

the subjects ranged from 18 to 58 with a mean age of 20.0 years (SD = 3.6). Subsets of

subjects were selected for certain analyses as described below. Subjects were treated in

strict accordance with the ethical standards of the American Psychological Association

(American Psychological Association, 1992).

Ofthe entire sample, 82.3% of the subjects were Caucasian, 6.2% were African-

American, 1.4% were Native-American, 3.4% were Asian-American, and 4.4% were

Hispanic. The remaining 2.3% indicated that they were biracial. Subjects ranged from

freshman to graduate students. Of the entire sample, 40.3% were freshman, 26.5% were

sophomores, 17.3% were juniors, 15.4% were seniors, and 0.4% were graduate students.

Subject demographic information is broken down by handedness and sex in Table 1.

 

” To achieve this sample size and to recruit as many left-handed subjects as possible, I tested subjects over

two successive semesters (Fall 1997 and Spring 1998). In addition, permission was sought by professors

participating in the Subjects P001 to make announcements in their classes and to post sign-up sheets for

left-handers. This announcement was made in all eight classes participating in the pool.
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Materials

Materials included an informed consent form, subject background and

demographic survey, 8-item handedness questionnaire, Center for Epidemiologic Studies

Depression Scale (CES-D; Radloff, 1977), State-Trait Anxiety Inventory (STAI;

Spielberger, 1968), the COPE (Carver, Scheier, & Weintraub, 1989), and the Chimeric

Faces Task (CFT; Levy, et al., 1983a, Levy et al., 1983b).

Informed Consent Forrrr

The Informed Consent Form (Appendix A) included the following information:

1) that the study involved examining the effects ofmood on the perception of emotion in

a normal, healthy population, 2) that subjects would be asked to complete a background

and demographic survey, an eight-item handedness questionnaire, and several

questionnaires pertaining to their mood, 3) that subjects would have the opportunity to

complete these measures again at a later date (approximately four weeks later), and 4)

that the main investigator of the study would have permission to call subjects to remind

them of the second testing date and time.

Eerspnal Information and Backgsound Questipnnaire

The Personal Information and Background Questionnaire (Appendix B) asked for

the subject’s full name, age, sex, years of education, academic major, ethnicity/race, and

handedness. The handedness question asked the subject to define his or her general

handedness: 1) strongly left-handed, 2) moderately left-handed, 3) ambidextrous (either-

handed), 4) moderately right-handed, or 5) strongly right-handed. This question was

included in the Personal Information and Background Questionnaire rather than the
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Laterality Questionnaire in order to get a general sense for how subjects defined their

handedness independently of the more detailed assessment that followed.

The Handedness Qpestionnaire

The Handedness Questionnaire (Appendix C) asked subjects to indicate their hand

preference for eight common tasks: 1) write a letter, 2) hammer a nail, 3) throw a ball at a

target, 4) unscrew lid of a jar, 5) use a knife to cut bread, 6) use a tooth brush, 7) hold a

match while striking it, and 8) hold a tennis racket. These eight items were taken from

the 10-item Edinburgh Handedness Inventory (Oldfield, 1971) and are commonly used to

assess degree ofhand preference (e.g., Peters, 1990; Peters & Servos, 1989; Ponton,

1987). Strength of hand preference was rated on a 5-point Likert Scale, from 1 (always

left) to 5 (always right). A laterality index score was created by adding the strength of

preference scores for each of the eight tasks. Therefore, scores could range from 8

(exclusive left-hand use for all items, i.e., 8 x 1) to 40 (exclusive right hand use for all

items, i.e., 8 x 5).

State-Trait Anxiety Inventory (STAI)

The STAI is printed on a single page and provides a measure of self-reported

current (state) and general (trait) levels of anxiety (Appendix D). The State-Anxiety

Scale appears on one side and the Trait-Anxiety Scale on the reverse. The 20 State-

Anxiety items are each rated on a four-point intensity scale, labeled “Not At All,”

“Somewhat,” “Moderately So,” and “Very Much So.” Respondents are instructed to

indicate how they feel “right now” by filling in the circle around the appropriate response

number. The 20 Trait-Anxiety Scale items are rated on a four-point frequency scale

labeled “Almost Never,” “Sometimes,” “Often,” and “Almost Always.” Here

79



respondents are instructed to indicate how they “generally feel.” In both sets of

instructions, subjects are assured that there is no right answer and they are discouraged

from spending too much time on any one item. Although there is no time limit, most

respondents complete both scales in less than 10 minutes (Chaplin, 1984). When the full

40-item STAI is administered, two scores are obtained. One score reflects the person’s

current level of state anxiety and can range between 20 to 80, with higher scores

reflecting more anxiety. The other score indicates the person’s general level of trait

anxiety and also can range from 20 to 80, with higher scores indicating more anxiety.

A subject’s score on each scale is simply the sum of the responses to the 20 items on that

scale. Beforehand, however, the responses to the 10 “anxiety-absent” items on the State-

Anxiety scale and the nine anxiety-absent items on the Trait-Anxiety are reversed (e.g., 1

= 4, etc.) before they are summed. The manual provides both percentile and standard (T)

scores for men and women in three age groups (19-39, 40-49, 50-69). The internal

consistency of the Trait-Anxiety Scale, as indexed by coefficient alpha, ranges fi'om .89

to .91 across male and female samples ofworking adults and college and high school

students. For the State-Anxiety Scale this range is fiom .86 to .95 (Spielberger, 1968).

Test-retest reliability was also assessed for periods varying between one hour and 104

days (using male and female high school and college students). Reliability intervals

decreased as a fimction of interval length. For the Trait-Anxiety Scale the coefficients

ranged from .65 to .86, whereas the range for State-Anxiety was .16 to .62. A lower level

of reliability for the State-Anxiety Scale is expected since this measure samples transient

situational factors of anxiety present at the time of testing. Had the test-retest reliability

of the State-Anxiety Scale not been lower than the reliability of the Trait-Anxiety Scale,

80



there would be reason to question the validity of these scales. The STAI has been found

to be a reliable and valid measure of the construct of anxiety (Finney, 1985) and also has

been used in studies of hemispheric asymmetry (e.g., Hagstadius & Reisberg, 1989;

Heller et al., 1995; Rodriguez, Cogorno, Gris et al., 1989; Tucker et al., 1978).

Center for Epidemiologic Studies Depression Scale (CES-D)

The CES-D (Radloff, 1977) is a 20-item self-administered “state” measure of

depressive symptomatology (Appendix E). The CES-D provides a state measure of

depression to the extent that it indicates current levels of functioning. To accomplish

this, the CES-D asks the respondent to assess the frequency and duration of symptoms

associated with depression that occurred within a one-week interval preceding its

administration. Sixteen of the items measure cognitive, affective, and behavioral features

of depression. An additional four items measure positive affect in an effort to monitor

possible response sets. For each item, respondents circle a number between 0 and 3 to

indicate the frequency or duration with which they have experienced certain symptoms

during the preceding week. The possible range of scores is between 0 and 60, with higher

scores indicating greater depressive symptomatology. There is considerable evidence

that the CES-D is a reliable and valid measure of depressed symptomatology that can be

used with nonclinical populations (for a review, see Devins & Orme, 1985). Test-retest

reliabilities for periods of two, four, six, and eight weeks were .51, .67, .59, and .59,

respectively (Radloff, 1977). Using three different samples, tests of internal consistency

yielded coefficient alphas of .84, .85, and .90. The CES-D takes approximately five

minutes to complete.
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The COPE

As noted earlier, the COPE (Carver et al., 1989) was included to replace the Panic

and Agoraphobia Scale, or P & A (Bandelow, 1995; Bandelow et al. 1995), which could

not be included due to its financial cost. See Appendix F for a summary of the P & A.

The COPE (see Appendix G) is a 60-item multidimensional coping inventory that

assesses 14 different dispositional styles of coping in response to stressful situations.

Five scales measure aspects ofproblem-focused coping (i.e., active coping, planning,

suppression ofcompeting activities, restraint coping, and seeking of instrumental social

support). Five scales measure aspects of emotion-focused coping (i.e., seeking of

emotional social support, positive reinterpretation, acceptance, denial, and turning to

religion). The remaining four scales are believed to measure less useful ways of coping

(i.e., focus on venting of emotions, behavioral disengagement, mental disengagement,

and alcohol-drug disengagement). For each of the 60 items, respondents are asked to

mark a number from 1 to 4 to indicate the frequency with which they generally exhibit

certain coping behaviors in response to stressful events. The possible range of scores for

each subscale is between 4 and 16, with higher scores indicating greater frequency of

such coping behaviors.

To assess approach and withdrawal behaviors in the present study, four of the 14

subscales were selected, namely, active coping, planning (both construed as approach

coping styles), denial, and behavioral disengagement (both construed as withdrawal

coping styles). Appendix H contains the four subscales and the items contained within

each. Carver et a1. (1989) report that the internal consistencies (coefficient alphas) for

active coping, planning, denial, and behavioral disengagement in a sample of 978 college
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students were .62, .80, 71, and .63, respectively. Test-retest reliabilities across an 8-week

period for these same subscales were .56, .63, .54, and .66, respectively.

Chimeric Faces Task (CFT)

There are a number of variations of the Chimeric Faces Task, or CFT, including

the use of fewer stimulus pages, color versus black and white photographs, schematic

versus real faces, and targets of different emotional valences. Given that the current

study sought to firrther investigate Heller et al.’s (1995) work, stimulus pages were

constructed to mirror their original stimulus packet as closely as possible. Heller et al.’s

(1995) CFT stimulus booklet contains 36 pages, each depicting two black and white

(Chimeric) faces of real persons, with half the face smiling, and the other half neutral or

unsnriling. The two halves of each image are of the same person, and the two faces on

each page are exact mirror images (see Appendix I for an example). Subjects are asked to

choose the face composite that is “happier.” The CFT takes advantage of the

hypothesized tendency for task-specific hemispheric specialization also to produce biases

in attention toward one side of space relative to the other for information that is not

initially restricted to one hemisphere (for a review, see Heller, 1991). The rationale for

this test is that if subjects consistently choose the face from each pair that has the target

emotion in the left or right visual hemispace, the hemisphere that lies contralateral to that

side of space is considered to be more specialized for the perception of emotion.

The CFT created for the current study contained 34 pages, each depicting two

black and white faces of real persons, with half of the face smiling, and the other half

neutral or unsmiling. Each contained a different person. Two stimulus booklets were

created, A and B, to counterbalance the position ofthe two images (top or bottom).
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Subjects indicated their choices on a separate answer sheet that also contained the

instructions for completing the task (see Appendix J).

Procedure

The prospective subjects entered the room and were given a packet of information

to complete. Determination ofwho received booklet A or B was based on the subject

identification number. Subjects with odd numbers received booklet A, subjects with even

number, booklet B. Subjects were told that the packet contained instructions with

sufficient detail so that the entire test packet could be completed without interruption.

Next, subjects completed the questionnaires followed by the CFT. At the

conclusion of the experiment, subjects returned the materials to the investigator and were

given credit for participation. On average, the whole procedure took approximately 25

minutes to complete. Subjects were thanked for participating and were told that a short

summary of the experiment would be sent via email.

Subjects then were queried about their possible interest in participating in the

second phase of the experiment that would occur four weeks later. They also were told

that the second phase would involve completing a similar set of questionnaires for which

they would receive an additional research credit. If interested, subjects were directed to a

table on which was placed a calendar highlighting the dates, times, and locations of the

second testing session and a notebook of sign-up sheets that was organized by date and

time. If there was a suitable date and time, subjects were instructed to turn to the correct

sign-up sheet and complete the information.

To increase the likelihood that subjects would return for the second testing

session, two methods were employed. First, after completing the sign-up sheet, subjects
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were given a reminder sheet with their scheduled date, time, and location on it. This

sheet also included the main investigator’s telephone number for use to reschedule if

necessary. Second, subjects received a reminder via telephone the evening before their

scheduled testing day. This method resulted in a 95% return rate (that is, ofpersons who

scheduled a second testing session).

A spread sheet file was created prior to the second testing session with subjects’

names, identification numbers, and scheduled appointments. This file was then organized

by the second testing date and time. Upon the subject’s return, a match was made

between they name and identification number so that they would complete the same

version of the CFT (booklet A or B) as was completed for the first testing session.

Data Reduction

Using Heller et al.’s (1995) study as a model, asymmetry scores were calculated

on the CFT for each subject by subtracting the total number of left-face emotion (smiling)

choices from the total number of right-face emotion (smiling) choices and dividing by the

total number of face pairs [Total Right-Face Choices - Total Left-Face Choices/Total

Number of Face Pairs]. Thus, scores that are increasingly negative are also indicative of

a stronger left hemispatial bias. On the other hand, scores that are increasingly positive

are indicative of a stronger right hemispatial bias. These scores were used to infer side of

greater hemispheric activity in the perception of emotion.

Analyses completed on the STAI Trait-Anxiety Scale, STAI State-Anxiety Scale,

and CES-D used both raw and percentile scores. Percentile scores for the STAI were

obtained from the manual (Spielberger, 1968). CES-D percentile scores were gathered

form a series of samples taken from normal populations (Radloff, 1977). Scores
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corresponding to the 50th and 80th percentiles were 34 and 43 for the STAI Trait-Anxiety

Scale, 34 and 45 for the STAI State-Anxiety Scale, and 9 and 16 for the CES-D. It

should be noted that the cutoffs for the 50th and 80th percentiles reported by Spielberger

(1968) for the STAI Trait-Anxiety Scale were slightly different from those reported by

Heller et al. (1995)— their reported values for low- and high-trait anxiety were 41 and

48, respectively. Unfortunately, Heller and her colleagues did not explain how they

derived these cutoffs nor provide any citations. Compared to Spielberger’s (1968)

cutoffs, those used by Heller et al. (1995) had somewhat more conservative “high trait-

anxiety” cutoffs and somewhat more liberal “low trait-anxiety” cutoffs.
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RESULTS

The results are divided into two parts. Part 1 contains descriptive statistics for the

various subgroups and for the independent and dependent measures. Part 2 presents the

results of tests of the predictions for Time 1 and Time 2, separately, then for the

contributions of approach and withdrawal, next for changes from Time 1 and Time 2, and

lastly for handedness, but only for Time 1. In this part, results are first reported for

comparisons between trait anxiety and depression and then for comparisons between

state- and trait-anxiety. Each comparison is made first using the same statistical tests

used by Heller et a1. (1995; i.e., ANOVAs, T-tests of subgroup mean CFT scores, and

subgroup phi-coefficient analyses), and then using additional statistical tests, namely,

correlational analyses and hierarchical regressions. Lastly, post hoc analyses are

reported.

Descriptive Statistics

The Lateraligy Index Score

Across both right- and left-handed men and women, the internal consistency of

the 8-item handedness scale at Time 1 and Time 2, as indexed by coefficient alphas, was

.95 and 94, respectively (see Table 2). Test-retest reliability over a four-week interval

was .95 (see Table 3). Of the right-handers, all reported using their right hand for

writing. Their mean laterality score was 36.94 (SD = 3.06). Ofthe left-handers, 77 of the

78 (98.7%) reported using their left hand for writing. Their mean laterality index score

was 15.17 (E = 6.0). Consistent with past studies, left-handers, as a group, were more

heterogeneous than right-handers as indexed by Levene’s (1960) test for equality of
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variances, E (1 , 433) = 88.0, p < .0001. Across seven of the eight tasks, left-handers were

more heterogeneous than right-handers, the only exception being the question about hand

preference for writing a letter.

Consistency of Handedness

Consistency of handedness was determined using Peters’ decision rule (Peters,

1990; Peters & Servos, 1989; Ponton, 1987). Subjects who reported left-hand

preference for writing and for six of seven other common unimanual tasks (hammer a

nail, throw a ball at a target, unscrew the lid of a jar, use a knife to cut bread, use a

toothbrush, hold a match while striking it, and hold a tennis racket) were classified as

consistent left-handers (CLHs). Subjects who reported right-hand preference for two or

more of the eight items were classified as inconsistent left-handers (ILHs). Ofthe left-

handed sample, 36 (46.2%)were CLHs and 42 (53.8%) were ILHs. Applying the same

decision rule for right-hand preference in right-handers, 284 (79.6%) were CRHs and 73

(20.4%) were IRHs. A significantly greater proportion of left-handers met criteria for

“inconsistent handedness” than did right-handers, x2 (1, N = 435) = p < .0001. This

classification yielded results consistent with those found in other studies using similar

criteria (e.g., Peters, 1990; Peters & Servos, 1989; Ponton, 1987).

State-Trait Anxieg Inventogy (STAI)

The internal consistency ofthe 20-item State-Anxiety Scale for Time 1 and Time

2, as indexed by coefficient alphas, was .91 and .93 ,respectively. The internal

consistency ofthe 20-item Trait-anxiety inventory for both Time 1 and Time 2 was .92.

These figures are consistent with those reported by Spielberger (1968). Test-retest

reliability over a four week interval was .52 for the State-Anxiety Scale and .85 for the
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Trait-Anxiety Scale. These figures are consistent with those reported by Spielberger

(1968), including the lower test-retest reliability of the State-anxiety scale relative to the

Trait-Anxiety Scale. Recall that a lower level of reliability for the State-Anxiety Scale is

expected since this measure samples transient situational factors of anxiety present at the

time of testing.

Center for Epidemiologic Studies Depression Scale (CBS-D)

The internal consistency of the CES-D (20 items) for Time 1 and Time 2, as

indexed by coefficient alphas, was .88 and .91, respectively. Test-retest reliability over a

four-week interval was .55. These figures are consistent with those reported by Radloff

(1977). The test-retest reliability of the CES-D found in the present study is lower than

the test-retest reliability of the STAI Trait-Anxiety Scale but parallels that of the State-

Anxiety Scale. This is to be expected given that both the State-Anxiety Scale and CES-D

are state measures, that is, indications of current levels of functioning.

Chimeric Faces Task (CFT)

The internal consistency of the 34 chimeric face pairs, as indexed by a coefficient

alpha, was .95, for both Time 1 and Time 2. Test-retest reliability over a four-week

interval was .75. These results are consistent with those reported by Levy et al. (1983).

The overall group mean and standard deviation obtained in the current study (_M_ = -.366,

SD = .54) were similar to those reported by Heller et al. (1995; M = -.377, $2 = .5) and

Levy et al. (1983; M = -.303, SD = .440). Recall that more negative scores correspond to

stronger left hemispace biases.
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Delay

The mean delay between Time 1 and Time 2 was 32.3 days (@ = 3.9). Of the

435 subjects tested at Time 1, 272 (62.5%) were scheduled to return for Time 2. Interest

in returning for the second testing session was lower than might otherwise be expected

because I began late in the Fall semester after subjects had completed most of their

research credits. In the Spring semester testing began early, resulting in approximately

85% of subjects reporting interest in returning for Time 2. Of the 272 subjects scheduled

for Time 2, 258 (95%) returned.

Croup Membership

The following terms will be used to label subjects according to group

membership. Subjects who are low depressed and low trait-anxious will be called

“controls.” Subjects who are high-depressed, low-trait-anxious will be called “depressed-

only.” Subjects who are low-depressed, high-trait-anxious will be called “trait-anxious-

only.” Lastly, subjects who are high-depressed, high trait-anxious will be called

“depressed/trait-anxious.” A similar classification scheme is employed for state- and

trait-anxiety group membership (i.e., state-anxious-only and state-anxious/trait-anxious).

The number of subjects meeting criteria for group membership into high- and

low-depression and high- and low-trait-anxiety is reported in Table 4 for Heller et al.’s

(1995) study and the present study for both Time 1 and 2. Group membership was

similar to that reported by Heller et al. (1995) with the exception of the trait-anxious-only

group. Only one subject (0.3% of the total sample) met criteria for trait-anxious-only

membership, in contrast to Heller et a1. (1995), who found 2.0% of their total sample

meeting criteria for this condition. Similarly, group membership for high-and low-state
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anxiety and high-and low-trait-anxiety for the current study for both Time 1 and Time 2

is reported in Table 5. Left-handers were excluded from these analyses and their data are

reported separately (see Table 26).

Tests of Predictions: An Overview of the Anew

Before turning to the results of the tests ofpredictions, it will be helpful to briefly

explain some of the tests used to measure group differences in the magnitude and

frequency ofhemispace biases.

In order to compare the subgroups on magnitude of CFT scores (i.e., strength of

herrrispace biases), the results oftwo tests are reported: an ANOVA and a t-test

comparing group means to zero. The latter test was performed to examine the extent to

which the data from subjects who met group membership criteria (e.g., depressed-only)

replicated those of Heller et al. (1995). In this test, the mean CFT score for each group is

examined to determine whether it differs significantly from chance. If it does, then the

group shows a reliable perceptual bias, either to the left or right. If it does not differ

significantly from chance, then the group does not show a reliable perceptual bias in any

direction.

To compare the frequency of left- versus right-hemispace-biased subjects

according to group membership, the current study used a method similar to the one used

by Levy et al. (1983), Jaeger et al. (1987), and Heller et al. (1995). Subjects in each

group were divided into left-biased (negative CFT score) or right-biased (positive CFT

score) categories, and a four—fold point correlation, or phi coefficient analysis, was

performed. Subjects with no bias (CFT score of zero) were not included. It should be

noted that Heller et al. (1995) appeared to use a liberal decision rule, or cutoff, for
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inclusion into left- or right-biased categories. In their study, which used 36 chimeric

pairs, a score of 18 meant that a subject made exactly 18 left choices and 18 right choices.

These subjects were the only ones not to be considered as left- or right-biased. If,

however, subjects’ scores were greater or less than 1 above or below 18, they were

categorized as left- or right-biased, respectively. Using the same cutoffs, Table 6

compares the number of subjects with left- and right-perceptual biases for Heller et al.’s

(1995) study and for the current study. Table 8 shows the same comparison using a more

conservative decision rule based on the binomial distribution and a p-value of .05.

According to this decision rule, to be considered left- or right biased required making a

CFT score of 21 or 13, respectively. To be considered “no bias” required a score between

14 and 20. In the current study, all phi coefficient analyses performed on frequency of

hemispace biases used cutoffs based on the binomial distribution and a p-value of .05.

To analyze the contributions of depression, trait anxiety, and state anxiety to CFT

scores, hierarchical regressions were performed. For each regression, the variables

entered at Step 1 were those that may influence on CFT scores, but without being central

to the prediction being tested. Step 2 variables are the variables of interest for prediction.

For instance, in a test of the influence of depression and trait anxiety on the prediction of

CFT scores, the “sex,” “handedness,” and “state anxiety” variables would be entered at

Step 1, “depression” and “trait anxiety” variables and their interaction at Step 2.

Time 1 Analyses

The following analyses were conducted on the measures at Time 1 to examine the

effects of depression, state anxiety, and trait anxiety, on hemispace biases (CFT scores).

Left-handers were excluded from these analyses and their data are reported separately.
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Depression and Trait Anxiegg

Magpitude Analyses. A three-way analysis of variance with sex (male, female),

depression (high, low), and trait anxiety (high, low) as between-subjects variables was

performed on the CFT scores. There were no significant main effects or interactions (see

Table 8).

Using t-tests, the mean CFT scores four each of the four groups were compared to

zero (which would indicate no asymmetry). Given that only one subject met criteria for

trait-anxious-only, analyses were performed on the remaining three groups. All three

groups showed significant left-hemispace biases: controls: t(123) = -7.93, p < .0001;

depressed-only: t(36) = -2.64, p = .012; depressed/trait-anxious: t(60) = -3.16, p < .01.

These results are comparable to those reported by Heller et al. (1995), except for the

depressed-only subjects, whose mean left-hemispace bias, unlike the current results, did

not differ significantly from zero in their study [t(19) = -l.18].

Frequency Analyses. The four-fold point correlations (Phi Coefficients) between

left— versus right-bias and comparisons of all combinations of group membership (control

vs. depressed-only; trait-anxious only vs. depressed/trait-anxious; control vs. trait-

anxious—only; depressed-only vs. depressed/trait—anxious; control vs. depressed/trait-

anxious; depressed-only vs. trait-anxious-only) were nonsigrrificant (see Table 7). That

is, none of the groups differed significantly in their proportion of left- to right-asymmetry

scores. This is in contrast to Heller et al. (1995), who found that depressed-only subjects

vs. trait-anxious-only subjects and depressed-only subjects vs. control subjects differed in

the fi'equency distribution of their asymmetry scores.
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Hierarchical Reggession. An examination of the bivariate correlation coefficients

failed to show any correlations between CFT scores and either depression or trait anxiety

(see Table 9). As expected, however, a significant correlation was found between

depression and trait anxiety, _r_ = .745, p < .01, two-tailed. Likewise, a hierarchical

regression analysis performed on variables predicting CFT scores (sex, handedness, and

state anxiety entered at Step 1; depression and trait anxiety entered at Step 2) revealed no

significant relationships between CFT scores and depression or trait anxiety (see Table

1 0).

State Anxiey and Trait Anxiety

Magpitude Analyses. A three-way analysis of variance with sex (male, female),

state anxiety (high, low), and trait anxiety (high, low) as between-subjects variables was

performed on the CFT scores. There were no significant main effects or interactions (see

Table 11).

Using t-tests, the mean CFT scores four each ofthe four groups were compared to

zero (which would indicate no asymmetry). The state-anxious/trait-anxious subjects did

not differ significantly from zero, t(34) = -1.34, p = .19. For the other three groups the

differences were highly significant: controls: t(l64) = -9.08, p < .001; state-anxious-

only: t( 13) = -2.69, p < .05; trait-anxious-only, t(9) = -4.12, p < .001. This suggests that

the state-anxious/trait—anxious group did not show an overall left-hemispace bias.

Frmuency Analyses. The four-fold point correlations (Phi Coefficients) between

left- versus right-bias and comparisons of all combinations of group membership (control

vs. state-anxious-only; trait-anxiety-only vs. state anxious/trait-anxious; control vs. trait-

anxious-only; state-anxious-only vs. state-anxious/trait-Anxious; state-anxious-only vs.
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trait-anxious-only) were nonsignificant except for control vs. state-anxious/trait-anxious,

; = .152, p < .05 (see Table 12). These results indicate that state-anxious/trait-anxious

subjects differed from controls in the frequency distribution of their asymmetry scores

with proportionately more state-anxious/trait-anxious subjects showing right-asymmetry

scores.

Hierarchical Regsession. An examination of the bivariate correlation coefficients

(see Table 9) showed a significant correlation between CFT scores and state anxiety, 1 = -

.106, p < .05, two-tailed. That is, higher levels of state anxiety were correlated with

decreases in CFT scores (left-hemispace biases). As would be expected, there also was a

significant correlation between state anxiety and both trait anxiety, ; = .664, p < .01 , two-

tailed, and depression, ; = .576, p < .01, two-tailed. Likewise, a hierarchical regression

analysis performed on variables predicting CFT scores (sex, handedness, and depression

entered at Step 1; trait anxiety and state anxiety entered at Step 2) revealed no significant

relationships between CFT scores and trait anxiety but did show an inverse relation

between state anxiety and CFT scores (see Table 13).

Time 2 Analyses

The following analyses were conducted on the measures at Time 2 to examine the

effects of depression, state-anxiety, and trait-anxiety, on hemispace biases (CFT scores).

Left-handers were excluded from these analyses.
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Depression and Trait Anxiety

Magnitude Analyses. A three-way analysis of variance with sex (male, female),

depression (high, low), and trait anxiety (high, low) as between-subjects variables was

performed on the CFT scores. Like the results reported for Time 1, there were no

significant main effects or interactions for Time 2 (see Table 14).

Using t-tests, the mean CFT scores four each of the four groups were compared to

zero (which would indicate no asymmetry). Given that only one subject met criteria for

trait-anxious only, analyses were performed on the remaining three groups. All three

groups showed significant left-hemispace biases: controls: t(79) = -6.47, p < .0001;

depressed-only: t(35) = -4.49, p < .0001; depressed/trait-anxious: t(31) = -2.46, p < .02.

These results are comparable to those reported by Heller et al. (1995), except for the

depressed-only subjects, whose mean left-hemispace bias, unlike the current results, did

not differ significantly from zero in their study [t(19) = -l.18].

Frepuency Analyses. The four-fold point correlations (Phi Coefficients) between

left- versus right-bias and comparisons of all combinations of group membership (control

vs. depressed-only; trait-anxious-only vs. depressed/trait-anxious; control vs. trait-

anxious-only; depressed-only vs. depressed/trait-anxious; depressed-only vs. trait-

anxious-only) were nonsignificant except for control vs. depressed/trait-anxious, ; = .227,

p < .05 (see Table 15). These results indicate that depressed/trait-anxious subjects

differed fi'om controls in the frequency distribution of their asymmetry scores with

proportionately more state-anxious/trait-anxious subjects showing right—asymmetry

SCOFCS.
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fiierarelp'cal Reggession. An examination of the bivariate correlation coefficients

failed to show any significant correlations between CFT scores and either depression or

trait-anxiety (see Table 9). As would be expected, however, a significant correlation, was

found between depression and trait-anxiety, r; = .673, p < .01, two-tailed. Similarly, a

hierarchical regression analysis performed on variables predicting CFT scores (sex,

handedness, and state anxiety entered at Step 1; depression and trait anxiety entered at

Step 2) revealed no significant relationship between CFT scores and either state anxiety

or trait anxiety. (see Table 16).

State Anxiety and Trait Anxiety

Magm'tpde Analyses. A three-way analysis of variance with sex (male, female),

state anxiety (high, low), and trait anxiety (high, low) as between—subjects variables was

performed on CFT scores (see Table 17). There were no significant main effects or

interactions except for trait anxiety, 12(1, 131) = 4.26, p = .05. That is, high trait anxious

subjects showed significantly weaker left hemispace biases than low trait anxious

subjects.

Using t-tests, the mean CFT scores four each of the four groups were compared to

zero (which would indicate no asymmetry). Two groups did not differ significantly from

zero: high trait-anxious-only, t(3) = -1.12, p = .35; state-anxious/trait-anxious, t(20) = «-

1.79, p =.09. For the other two groups the difference was highly significant: controls:

t(92) = -7.23, p < .0001; state-anxious-only: t(92) = -7.23, p < .0001; trait-anxious-only,

t(20) = -2.37, p < .028. This suggests that the both the trait-anxious-only group and the

state—anxious/trait-anxious group did not show overall left-hemispace biases.
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Frguency Analyses. The four-fold point correlations (Phi Coefficients) between

left- versus right—bias and comparisons of all combinations of group membership (control

vs. state-anxious-only; trait-anxious-only vs. state-anxious/trait-anxious; control vs. trait-

anxious-only; state-anxious-only vs. state-anxious/trait-anxious; state-anxious-only vs.

trait-anxious-only) were nonsignificant except for control vs. state-anxious and trait—

anxious, r; = .200, p < .05 (see Table 18). These results indicate that state-anxious/trait-

anxious subjects differed from controls in the frequency distribution of their asymmetry

scores with proportionately more state-anxious/trait-anxious subjects showing right-

asymmetry scores.

Hierarchical Regsession. Unlike Time 1, an examination of the bivariate

correlation for Time 2 failed to show any significant correlations between CFT scores and

state anxiety. As expected, however, there was a significant correlation between state

anxiety and both trait-anxiety, ; = .549, p < .01, two-tailed, and depression, s = .612, p <

.01, two-tailed. Similarly, a hierarchical regression analysis performed on variables

predicting CFT scores (sex, handedness, and trait anxiety entered at Step 1; trait anxiety,

and state anxiety entered at Step 2) revealed no significant relationships between CFT

scores and both state anxiety and trait anxiety (see Table 19).

Characteristics of Approach vs. Withdrawal

Hig1; Trait-Anxious Subjects

As Table 20 illustrates, behavioral disengagement was the only scale correlated

with CFT scores in right-handed trait-anxious-only subjects, ; = .235, p < .05, two-tailed.

That is, increases in self-reported tendencies to withdraw fi'om stressful situations in

right-handed subjects with high trait-anxiety were related to stronger left-hemispace
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biases. Additionally a hierarchical regression analysis on the prediction of CFT scores

from the four COPE scales (with sex entered at Step 1 and Active Coping, Planning,

Behavioral Disengagement, and Denial entered at Step 2) revealed a significant

association between CFT scores and both Denial and Behavioral Disengagement (see

Table 21).

Low Trait Anxieg; Subjects

In right-handed subjects with low trait anxiety, there were no significant

correlations between their CFT scores and any of the four COPE approach/withdrawal

scales (see Table 22). However, a hierarchical regression analysis on the prediction of

CFT scores from the four COPE scales (with sex entered at Step 1 and Active Coping,

Planning, Behavioral Disengagement, and Denial entered at Step 2) revealed significant

partial correlations between the two approach scales (active coping and planning) and

CFT scores; active coping, ; = 1.32, p < .05, two-tailed, and planning, s = -.136, p < .05

(see Table 23). That is, increases in self-reported tendencies to approach stressful

situations in right-handed subjects with low trait-anxiety was related with weaker left-

hemispace biases.

Time 1 - Time 2 Analyses: Change Scores

The correlations between handedness, sex, the independent variables, and the

dependent variables for Time 1 and Time 2 are shown in Table 9.

To examine the relationship between changes in the independent measures

(depression, state-anxiety, and trait-anxiety) and the dependent measure (CFT scores), a

preliminary analysis was conducted on change scores. Change scores were created for

each subject by subtracting Time 2 scores from Time 1 scores on these measures.
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Change score correlations between the CFT change scores and all dependent measures

were nonsignificant (see Table 24). The only significant correlations were between the

three independent measures. Similarly, a hierarchical regression analysis (handedness,

sex, and Time 1 scores for the CFT, depression, state- and trait-anxiety entered at Step 1;

Time 2 depression, state- and trait-anxiety entered at Step 2) revealed no significant

association between changes in depression, state-anxiety, or trait-anxiety and prediction

of Time 2 CFT scores (see Table 25).

Handedness Analyses

Handedness analyses were performed only on Time 1 measures because of the

low rate of return of left-handers for testing at Time 2. Table 26 shows the number of

left-handers who met criteria for inclusion into the high- and low-depression, trait-

anxiety, and state-anxiety groups at Time 1.

Comparisons Between Right- and Left-Handers

Separate t-tests revealed no significant differences between left- and right-handers

on depression, state-anxiety, and trait-anxiety (see Table 27). Table 28 and Table 29

show the means for each of the independent and dependent measures for handedness and

sex. These results suggest that the right- and left-handers reported similar levels of

depression, state-anxiety, and trait-anxiety.

To examine possible differences between handedness and herrrispace biases, an

independent samples t-test was performed between left- and right-handers’ CFT scores

(M = -.235 and -.366, respectively). The difference failed to reach significance, K430) =

1.74, p = .061. However, a hierarchical regressions revealed that handedness was a

Significant predictor of CFT scores when other variables such as sex, depression, and trait
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anxiety were removed (see Tables 10 & 13). The data were then examined with regard to

frequency of left- versus right-biased subjects according to handedness by dividing

subjects into left-biased (a negative score) or right-biased (a positive score) categories

(see Table 30). The four-fold point correlation (Phi Coefficients) between left- versus

right-bias and handedness was significant, 5 = -.118, p < .05. These results indicate that

left-handed subjects differed from right-handed subjects in the frequency distribution of

their asymmetry scores, with proportionately more left-handers showing right-hemispace

biases. Lastly, to examine possible differences between left- and right-handers with

right- or left-hemispace biases in the magnitude of their perceptual asymmetries, a two-

way analysis of variance with handedness (left, right), and direction ofperceptual

asymmetry (left-bias, right-bias) as between-subjects variables was performed on CFT

scores (see Table 31). There was a significant main effect for direction ofperceptual

asymmetry indicating that, regardless ofhandedness, subjects with left-hemispace biases

have stronger perceptual asymmetries than subjects with right-hemispace biases. The

other main effect and the interaction failed to reach significance. This suggests that left-

handers and right-handers do not differ in the magnitude of their perceptual asymmetries

when the directions of the perceptual asymmetries are the same.

Depression and Trait-Anxiety. A four-way analysis of variance with handedness

(left, right), sex (male, female), depression (high, low), and trait-anxiety (high, low) as

between-subjects variables was carried out on the CFT scores and revealed no significant

main effects or interactions (see Table 32). Given the absence of sex differences between

handedness groups, the right- and left-handers were compared again, this time with the
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men’s and women’s scores combined. Again, there were no significant main effects or

interactions (see Table 33).

State- and Trait-Anxiety. A four-way analysis of variance with handedness (left,

right) sex (male, female), depression (high, low), and trait-anxiety (high, low) as

between-subjects variables was carried out on the CFT scores and revealed no significant

main effects or interactions (see Table 34). Given the absence of sex differences between

handedness groups, the right- and left-handers were compared again, this time with the

men’s and women’s scores combined. Again, there were no significant main effects or

interactions (see Table 35).

Comparisons Between Subggoups of Left-Handers

Depression and Trait-Anxieg. A two-way analysis of variance with depression

(high, low), and trait anxiety (high, low) as between-subjects variables was performed on

the CFT scores. There were no significant main effects or interactions (see Table 36).

Using t-tests, the mean of the four groups was compared to zero (which would

indicate no asymmetry). Given that no subjects met criteria for trait-anxious-only,

analyses were performed on the remaining three groups. All three groups did not differ

significantly from zero: controls: t(23) = -.374, p = .712; depressed-only: t(7) = -1.44, p

= .193; depressed/trait-anxious, t(l 1) = -1.819, p = .096.

The four-fold point correlations (Phi Coefficients) between left- versus right-bias

and comparisons of all combinations of group membership (control vs. depressed-only;

trait-anxious only vs. depressed/trait-anxious; control vs. trait-anxious-only; depressed-

only vs. depressed/trait-anxious; control vs. depressed/trait-anxious; depressed-only vs.
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trait-anxious-only) were nonsignificant (see Table 37). That is, none ofthe groups

differed significantly in their proportion of left- to right-asymmetry scores.

A hierarchical regression analysis performed on variables predicting CFT Scores

(sex entered at Step 1; depression, trait-anxiety, and state-anxiety entered at Step 2)

revealed a significant relationship between CFT scores and depression such that higher

levels of depression were correlated with stronger left-hemispace biases (see Table 38).

A similar hierarchical regression analysis conducted separately for consistent and

inconsistent left-handers revealed that that the association between CFT scores and

depression was present in inconsistent but not consistent left-handers (see Table 39).

State- and Trait-Anxieg. A two-way analysis of variance with state anxiety

(high, low), and trait anxiety (high, low) as between-subjects variables was performed on

the CFT scores. There were no significant main effects or interactions (see Table 40).

Using t-tests, the mean of the four groups was compared to zero (which would indicate no

asymmetry). Given that only one subject met criteria for state-anxious-only, analyses

were performed on the remaining three groups. The control group was the only one to

differ significantly from zero, t(34) = -3. 14, p < .01. The other two groups did not differ

significantly from zero: trait-anxious-only, t(2) = .060, p = .958; state-anxious/trait-

anxious, t(8) = -1.891, p = .10.

The four-fold point correlations (Phi Coefficients) between left- versus right-bias

and comparisons of all combinations of group membership (control vs. state-anxious-

only; trait-anxious only vs. state-anxious/trait-anxious; control vs. trait-anxious-only;

state-anxious-only vs. state-anxious/trait-anxious; control vs. state-anxious/trait-anxious;

state-anxious-only vs. trait-anxious—only) were nonsignificant (see Table 41). That is,
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none of the groups differed significantly in their proportion of left- to right-asymmetry

scores.

A hierarchical regression analysis performed on variables predicting CFT Scores

(sex entered at Step 1; depression, trait-anxiety, and state-anxiety entered at Step 2)

revealed no significant relationship between CFT scores and either state anxiety or trait

anxiety (see Table 38). Performing a similar hierarchical regression analysis on

consistent and inconsistent left-handers separately revealed similar results (see Table 39).

Post Hoc Analyses

Stable Group Membership

On the possibility that the null findings for trait-anxiety and depression were

related to the “state” nature of the depression inventory (in contrary to the GBI, a trait

measure of depression, used by Heller et al., 1995), a subset of stable group members was

selected and an ANOVA was performed on their CFT scores. Stable group members

were subjects whose group membership (low or high trait-anxiety, low or high

depression) did not change over the course of the two testing sessions. Two kinds of

analyses were performed: 1) an ANOVA on CFT scores using stable depression and

trait-anxiety group membership, and 2) an ANOVA on CFT scores using stable state-

anxiety and trait-anxiety group membership.

First, a two-way ANOVA with stable depression (high, low), and stable trait

anxiety (high, low) as between-subjects variables was carried out on the CFT scores at

Time 1 and Time 2 separately. There were no significant main effects or interactions for

either time (see Tables 42 & 43).
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Second, a two-way ANOVA with stable state anxiety (high, low) and stable trait

anxiety (high, low) as between-subjects variables was carried out on the CFT scores at

Time 1 and Time 2 separately. This analysis revealed no significant main effects for

either time. There was, however, a significant interaction between state anxiety and trait

anxiety at Time 2 such that subjects with stable levels ofboth high state anxiety and high

trait anxiety showed weaker left-hemispace biases (see Tables 44 & 45).

STAI State-Anxieg Scale Principle Components Analysis

On the possibility that the inverse relation between state-anxiety and CFT scores

might be due to the influence of ruminative anxiety as measured by the STAI State-

Anxiety Scale, the STAI State-Anxiety Scale items were analyzed using a oblique

principle components analysis. This analysis revealed a four-factor solution (see Table

46). An analysis of the items in each factor suggested that factors 1-4 were conceptually

related to serenity (or lack of anxiety), free-floating anxiety, autonomic anxiety, and

cognitive worry.

A hierarchical regression analysis (see Table 47) performed on these four factors

and their prediction of CFT Scores (handedness, sex, depression, and trait anxiety entered

at Step 1; serenity, free-floating anxiety, autonomic anxiety, and cognitive worry entered

at Step 2) revealed that anxious ambiguity was significantly correlated with CFT scores.

Exarrrination of the separate partial correlation coefficients for each ofthe four factors

revealed that both anxious ambiguity (; = .-147, p = .002) and cognitive worry (; = .113,

p < .02) were inversely related to CFT scores. That is, increases in anxious ambiguity

and cognitive worry were related to weaker left-hemispace biases.
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Self-Reported Intensity of Affect

Given 1) that psychological dimensions of valence and arousal have been shown

to covary with particular physiological events, including attention and the startle reflex

(e.g., Lang, 1995; Lang, Bradley, & Cuthbert, 1990), and 2) that arousal has been

associated with right hemisphere function, including skin conductance (e.g., Heihnan,

Schwartz, & Watson, 1978) and abnormal skin conductance responses in persons with

right-hemisphere brain-damage (e.g., Zoccolotti, Scabini, & Violani, 1982), a measure of

affect intensity was included to assess its effects on hemispace biases (see Discussion

section for a discussion of the rationale for including this measure). The Affect Intensity

Measure, or AIM, (Larsen, 1984) was chosen to measure affect intensity (see Appendix

K).

The AIM is a 40-item questionnaire designed to assess the characteristic strength

with which a person experiences both positive and negative affect. Although Larsen

(1984) suggested that the AIM can be used as a unidemensional index of affect intensity,

Weinfurt, Bryant, and Yarnold (1994), on the basis of a sample of over 600 college

subjects, effectively argue for a four-factor interpretation of the AIM: Positive

Affectivity, Negative Intensity, Serenity, and Negative Reactivity. The first factor,

positive affectivity, assesses both the degree to which one typically reacts to pleasurable

events with positive affect and positive intensity, or the characteristic strength of the

positive affect one generally experiences. The second factor, negative intensity, assesses

a wide range of negative affective responses, including the intensity (frequency and

duration) ofnegative emotions in general. The third factor, serenity, assesses the degree

to which one experiences positive affect as energetic arousal versus calmness. Lastly,
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negative reactivity assesses negative affective reactions to environmental stimuli or

events. In the present study, the AIM (and its four factors) had both high internal

consistency and test-retest reliability (see Tables 2 & 3).

It was hypothesized that affect intensity (along all four dimensions) would be

correlated with hemispace biases. Thus, it was predicted that increases in the four factors

would be correlated with increases in left-hemispace biases as measured by the CFT. As

Table 48 illustrates, negative reactivity was the only factor correlated with CFT scores

(; = -.105, p < .05, two-tailed. That is, increased levels of intensity of negative reactivity

were related to decreases in left-hemispace biases. This correlation appeared only at

Time 1 (see Table 49 for Time 2 correlations). Furthermore, it was not correlated with

state-anxiety as measured by the STAI-S — the only other measure related to CFT scores

at Time 1.
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DISCUSSION

The discussion begins with a restatement of the major predictions followed by a

summary of the results. It then presents some general conclusions, limitations of the

study, and, finally, directions for further research.

Contributions of Depression and Trait Anxiety to Perceptual Asmmetries

Recall Heller et al.’s (1995) finding that depressed subjects showed no reliable

 

asymmetries on the CFT, whereas high-anxious subjects had stronger left-biases (as

indexed by frequency, or direction, as well as magnitude of effects). Prediction #1

followed from Heller et al.’s (1995) findings, namely, that increased depressed

symptomatology between groups would be related to a weaker left-hemispace bias,

whereas increased levels of trait anxiety would be related to a stronger left-hemispace

bias. Although the current study followed Heller et al.’s (1995) method for determining

group membership, it failed to reveal any significant relation between depression, trait

anxiety, and hemispace bias as indexed by the CFT for either magnitude or frequency.

Thus, prediction #1 was not supported. That is, the current study did not find that

subjects with high depression would have weaker left henrispace biases than subjects with

low depression, or that subjects with high trait anxiety would have stronger left

hemispace biases than subjects with low trait anxiety. Instead, all subgroups had left-

hemispace biases.

The results, however, are consistent with Jaeger et a1. (1987) for depression, the

only measure used in their study. Heller et al. (1995) argued that Jaeger et al.’s (1987)

data were confounded because the investigators failed to screen for levels of anxiety in
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their depressed subjects. Their subjects therefore may have had levels ofhigh anxiety

concomitant with their high depression. The current study, however, controlled for levels

of trait anxiety and still found the same pattern for depressed-only subjects as that

reported by Jaeger et al. (1987).

Although no support was found for Prediction #1, the results did reveal certain

relations between the interaction of depression, trait anxiety, and CFT scores.

Specifically, the results suggest that subjects with high trait anxiety and high depression

differ from subjects who are low on both dimensions in the frequency distribution of their

asymmetry scores, such that proportionately more of the high-anxious, high-depressed

subjects show right-hemispace biases compared to controls. Although this effect was of

uncertain reliability (occurring only at Time 2), it is in the opposite direction from what

would be predicted by Heller et al. (1995). According to Heller et al. (1995), subjects

who are high on both dimensions should not differ from controls in either the frequency

or magnitude ofhemispace biases. The competing patterns of arousal for anxiety and

depression should cancel each other out.

In summary, for depression and trait anxiety, the current found no support for

Heller’s (1993) model and no support for Heller et al’s. (1995) findings. Instead, when

compared to controls, the number of subjects with right-hemispace biases was

proportionately greater among subjects high on depression as well as trait anxiety.
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Contributions of State Anxiegg and Trait Anxieg to Perceptual Asmetries

Prediction #2 was that high state anxiety in combination with high trait anxiety

would be associated with stronger left-hemispace biases than either condition alone. This

prediction likewise was not supported. Although anxiety was related to hemispace

biases, it was in the opposite direction, such that the state-anxious/trait-anxious group not

only had weaker left-hemispace biases than controls but also a greater proportion of right-

hemispace membership.

The effects just described were stable across both Time 1 and Time 2. They also

are the effects that constitute the most direct tests of the prediction. There were certain

other effects, however, less directly tied to the prediction, that were unstable, that is,

either present in Time 1 but not Time 2, or present in Time 2 but not Time 1. At Time 1,

trait anxiety did not appear to be related to hemispace biases as indicated by any of the

following analyses: ANOVA, hierarchical regression, t-test comparing trait anxiety CFT

means to zero, and phi coefficient analyses between the frequency of left- or right

herrrispace biases in the trait-anxious-only group compared to the other three groups. By

contrast, several of the same analyses for state anxiety revealed that state anxiety was

related to changes in magnitude ofhemispace biases (except in the opposite direction of

the prediction). At Time 2, these results changed. Now, trait anxiety was related to

weaker left-hemispace biases (as indicated by ANOVA and t-test), whereas state anxiety

was no longer correlated with hemispace biases.

In summary, the results suggest an inverse relation between concomitant levels of
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high state- and trait-anxiety and hemispace biases, such that combinations of high state-

and trait-anxiety are related to weaker left-hemispace biases and a greater frequency of

right-hemispace bias group membership.

Trait Anxieg, Approach/Withdgrwal. and Patterns of Perceptual Asmmetries
 

Derived from the interaction of Heller’s (1993) model and Davidson’s (1992)

approach-withdrawal model, Prediction # 3 was that greater levels ofwithdrawal

behaviors in trait-anxious subjects would be related to stronger left-hemispace biases.

Prediction #3 was supported. That is, in a group of trait-anxious subjects, the tendency

to behaviorally disengage (to withdraw) fiom stressful situations was correlated with

stronger left hemispace biases. Likewise, in non-anxious subjects, the increase in the

tendency to behaviorally engage (to approach) in stressfirl situations was correlated with

stronger right (or weaker left-) herrrispace biases.

Changes in Levels ofDepression and Anxieg and Perceptual Amen—metrics

Prediction #4 was that changes in depression and/or anxiety over time would be

related to changes in herrrispace biases (in a direction consistent with the model).

The prediction was not supported: changes in levels of depression and in state anxiety

across time were not related to CFT scores.

Handedness and Mood

Prediction #5 was that any differences between left- and right-handers would be in

the direction ofhigher rates for left-handers than for right-handers on measures of

negative emotional states (e.g., depression and anxiety). Prediction # 5 was not

supported. Left-handers did not differ from right-handers in mean levels of state-anxiety,

trait-anxiety, or depression.
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Handepness, Mood, and Perceptual Asmrr_netries

Prediction #6 was in three parts. Prediction #6a was that right-handers would be

more clearly lateralized than left-handers on the CFT. This prediction was confirmed.

Consistent with prior studies, left-handers’ perceptual asymmetry scores were more

heterogeneous than right-handers. At the group level, for some but not all statistical

comparisons, left-handers had weaker left-hemispace biases than right-handers. At the

individual subject level, proportionately more left-handers than right-handers were

classified as right-hemispace biased.

Prediction #6b was that at comparable levels of depression, right-handers would

show a greater reduction in magnitude of left-hemispace biases, whereas at comparable

levels of anxiety, they would show a greater increase in magnitude of left-hemispace

biases. As already noted, left- and right-handers differed in the direction and strength of

hemispace biases but did not differ flier prediction #5) in the mean levels of depression

and anxiety. Similarly, there were no significant interactions between handedness, levels

of depression and anxiety, and strength of henrispace biases. Thus prediction #6b was not

supported.

Prediction #6c was that left-handers with right-hemispace biases would show

changes in strength ofright-hemispace biases in accordance with Heller’s predictions for

anxiety and depression. Prediction #6c was not supported. When a group of left-handers

showing right-hemispace biases was examined separately, there was no relation between

their levels ofdepression and anxiety and the strength of their right-hemispace biases.

Recall fi'om Levy et al. (1983) that this subgroup of left-handers should show

characteristically higher left- than right-hemisphere arousal. Ifwe assume that arousal
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levels are influenced by depression and anxiety, then left-handers with right-hemispace

biases should also show changes in the magnitude of their CFT scores with changes in

depression and anxiety.

Lastly, although not predicted, when left-handers were examined alone, there was

a relation between increases in levels of depression and increases in left—hemispace

biases. Furthermore, this effect appeared only for consistent left-handers, not inconsistent

left-handers.

Summm, Conclusions, and Future Directions

A general summary will first be provided for the results for right-handers

followed by a separate discussion of the results for left-handers.

Right-Handers

For right-handers, the main results are complex and, for the most part, do not

support Heller’s model. For trait anxiety, the model predicts that subjects with high

depression and low trait anxiety would show weaker left hemispace biases on the CFT

compared to the controls (low depression/low anxious). This prediction was not

supported. The only subjects whose CFT scores were in this direction were those with

high depression and high trait anxiety. This latter finding is also inconsistent with

Heller’s model because the model predicts that there should be no differences in CFT

scores for this subgroup compared to controls; that is, the competing arousal patterns for

depression and anxiety should cancel each other out and produce a left-hemispace bias

similar to that of controls. It should be noted, however, that this finding was of uncertain

reliability, occurring only at Time 2.
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Although Heller’s model deals only with trait anxiety, similar predictions

presumably would follow for state anxiety. Here again, though, the results were in the

reverse direction, with increases in levels of state anxiety related to decreases, rather than

increases, in left-hemispace biases. Additionally, when levels of trait anxiety were

examined in relation to levels of state anxiety, among subjects reporting high levels on

both dimensions a greater proportion had right-hemispace biases compared to controls.

This finding was reliable, occurring at both Time 1 and 2. Recall that it was predicted

that concomitant high levels of state- and trait-anxiety would result in a greater overall

left-hemispace bias than either form of anxiety in isolation. These results, therefore, were

in the reverse direction from what was predicted and are suggestive of decreased right-

hemisphere arousal and possible left-hemisphere hyperarousal in subjects who are

currently in states of anxiety.

The current study also found that changes in levels of depression and in state

anxiety across time were not related to CFT scores, much less in the direction that would

be predicted by Heller’s (1993) model. One possible way to reconcile this finding with

the prediction derived fiom the model is that variations in patterns ofperceptual

asymmetries in depression and anxiety are more trait-like or stable and, therefore, are

relatively uninfluenced by variations in levels of depression or state-anxiety across the

two testing periods. Although this interpretation appears to contradict the findings for

state-anxiety, the possibility will be raised in the next section that “state anxiety,” as

measured by the STAI, may be measuring more than just state anxiety.
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Subtypes of Anxieg: Re-consideration of the Model. The current results are in

obvious conflict with Heller’s (1993) model and the predictions it makes for depression

and anxiety. Is there any way that they can be reconciled? Heller et al. (1995)

themselves recently have suggested one approach. They posited that it may be necessary

to consider the type of anxiety being measured when making inferences about neocortical

activity.

Wopy vs. Panic. As one possibility, Heller et al. (1995) make a distinction

between panic, characterized by a number of somatic concerns and physiological

changes, and worry, characterized by uncontrollable, often intrusive, and ruminative

thoughts. They also note that in reports of higher levels of right hemisphere activity in

association with anxiety, the kind of anxiety studied is more often panic, whereas in

studies that found either no asymmetries or higher left hemisphere arousal in association

with anxiety, the kind of anxiety studied is more often worry. What this pattern of results

suggests for the current study is that the STAI State-Anxiety Scale may be measuring

dimensions of anxiety more closely related to worry, or rumination, than panic. Closer

examination of this scale supports this possibility. On the STAI State-Anxiety Scale (see

Appendix D) there are many items that might be classified as worry rather than panic

(e.g., “I am presently worrying over possible misfortunes,” I feel indecisive,” “I am

worried,” and “I feel confused”). The same kind of items can be found in the STAI Trait-

Anxiety Scale (e.g., “I feel that difficulties are piling up so that I cannot overcome them,”

I worry too much over something that doesn’t matter,” “I have disturbing thoughts,” I

make decisions easily,” and “I take disappointments so keenly that I can’t put them out of

my mind”).
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Given that state anxiety showed an inverse, rather than a positive, relation to CFT

scores and that the state anxiety measure used in the current study rrright contain a

mixture of anxiety subtypes, the data were re-examined to better understand this relation.

First, on the possibility that “state anxiety” itself contains a mixture of subtypes, a

principle components analysis was performed on the STAI State Anxiety Scale. This

analysis revealed four factors. Next, a hierarchical regression was performed to compare

the four factors’ relation to CFT scores. The results indicated that two factors, best

described as “cognitive worry” and “free-floating anxiety,” were the only factors related

to hemispace bias, with higher levels ofboth being related to weaker left-hemispace bias.

Taken together, the results suggest than in state-anxious persons, it is only the cognitive

worry and fi'ee-floating anxiety subtypes that are associated with decreased right- (or

increased left-) hemisphere arousal. Also, in hindsight, it appears that the STAI contains

a mixture of anxiety subtypes beyond that of “state” vs. “trait” and that certain subtypes,

but not others, are intimately related to hemispace bias. This would explain why state

anxiety was inversely related to CFT scores and why high state- and trait-anxiety (using

the same measure of trait-anxiety used by Heller et al., 1995) were related to weaker left-

herrrispace biases. This might also explain why Heller et al. (1995) failed to find stronger

left-hemispace biases in subjects with high trait-anxiety in the absence of depression.

That is, to the extent that the anxiety measures tapped into more than one subtype of

anxiety and to the extent that certain subtypes of anxiety are related to anxiety in

opposing ways, then interpretation of the results is obscured by these possible

confoundings.
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Anxiops Arousal (panic) vs. Anxiog Apprehension (wopy). Recently, Heller

and colleagues have elaborated more fully on the panic-worry distinction and its utility in

studies of the role of arousal in perceptual asymmetries. They draw on Watson et al.’s

(1995) distinction among subtypes of anxiety: anxious arousal and anxious apprehension.

Heller and Nitschke (1997) propose that their terms worry and panic exemplify these two

kinds of anxiety, respectively. They then propose that brain activity might be different

for anxious arousal and anxious apprehension. They make this suggestion on their view

that these kinds of anxiety differ significantly in both psychological and physiological

characteristics. Anxious arousal is characterized by physiological hyperarousal and

somatic tension (including fear, tachycardia, dyspnea, sweating, and choking) and would

include disorders of anxiety such as panic, post-traumatic stress disorder, and phobias.

Anxious apprehension, on the other hand, is characterized by won'y and verbal

rumination and includes such disorders of anxiety as generalized anxiety disorder and

obsessive-compulsive disorder. Just as there is high comorbidity between anxiety and

depression, anxious apprehension and anxious arousal can also co-occur in the same

population of individuals. For example, being worried about future events (anxious

apprehension) may prompt one to experience somatic tension (anxious arousal). Given

left-hemisphere dominance for language in most right-handers, Heller and colleagues

have also hypothesized that anxious apprehension should be associated with more left-

than right-hemisphere activity because of the strong verbal component inherent in worry

and cognitive anxiety. Conversely, they suggest that the literature linking somatic

arousal to posterior right-hemisphere regions of the brain (see Introduction) should be

associated with more right posterior activity and with anxious arousal. Nitschke,
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Palrnieri, Miller, and Heller (Nitschke, personal communication, February 9, 1998) found

support for their proposed divisions in a study of EEG activity in undergraduate subjects

with high scores either on a measure of anxious apprehension (Penn State Worry

Questionnaire; Molina & Borkevec, 1994) or on a measure of anxious arousal (Anxious

Arousal scale ofthe Mood and Anxiety Symptom Questionnaire; Watson et al., 1995).

The two groups showed different patterns of hemispheric asymmetry, with the anxious

apprehension group showing more left-sided activity and the anxious arousal group

showing more right-sided activity in parietotemporal regions.

Approach vs. Withdrawal. Heller and Nitschke (1997) have also begun to

speculate about the possible interactions between their arousal-apprehension dimension

and both of the typologies of emotion discussed in the Introduction, namely, Davidson’s

(1992) approach-withdrawal distinction and the positive-negative valence distinction.

Heller and Nitschke suggest that anxious apprehension that leads to approach or

withdrawal tendencies might also favor the left or right anterior regions, respectively.

With regard to valence, they predict that anxious apprehension characterized by approach

tendencies would be accompanied by relatively pleasant affect. In contrast, anxious

apprehension characterized by withdrawal tendencies would be accompanied by

relatively unpleasant affect.

It is possible that the distinction, still based on an approach-withdrawal

dimension, is simpler than Heller and Nitschke have supposed. Let us assume that

anxious apprehension and anxious arousal are related to increases in left or right parietal

activity, respectively. If so, it may be that anxious arousal is related to withdrawal

behavior, whereas anxious apprehension is related to the absence of approach or
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withdrawal. To elaborate, anxious arousal and its association with fear (Watson et al.,

1995) implies a fight or flight type response or an instrumental response to or away from

an object (here termed instrumental anxiety). Anxious apprehension, on the other hand,

and its association with verbal rumination, suggests little in terms ofmovement toward or

away from an object or goal (here termed non-instrumental anxiety). Rather, the

apprehensive person does not move, but instead describes feelings ofbeing “stuck,”

“indecisive,” or “frozen.” Because the current study did not distinguish between anxious

apprehension and anxious arousal, it was not possible to test the prediction that anxious

arousal would be related to withdrawal behavior. However, the current study did measure

state- and trait-anxiety as well as styles of coping in stressful situations (Carver et al.,

1989). Among the COPE’s many subscales, there are at least four that assess approach

and withdrawal coping tendencies in response to stressful situations (i.e., make

instrumental vs. non-instrumental behavioral responses). The question is whether

anxious persons’ hemispace biases differ in relation to their tendency to approach or to

avoid stressful situations. That is, a group of anxious subjects with concomitant high

levels of the tendency to disengage, or withdraw, should be most like Heller and

Nitchske’s “anxious arousal” group and, thus, should show greater right- than left-

herrrisphere arousal. The current study confirmed that there is a difference. Among trait-

anxious subjects, an increase in the tendency to behaviorally disengage (withdraw) from

situations was correlated with an increase in left hemispace bias (indicating greater right

hemisphere arousal). This suggests that anxious persons who engage in instrumental

behavior (i.e., withdrawal) have greater right- relative to left-hemisphere activity. Ifwe

are to assume that this group is most like Heller and Nitschke’s “anxious arousal”
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subgroup, then it also supports their proposed distinction. Likewise, in a group ofnon-

anxious subjects, increases in tendencies to behaviorally engage (approach) in situations

were correlated with increases in right hemispace biases.

The results of the current study suggest that attentional and perceptual biases are

related to withdrawal behaviors (i.e., anxious arousal) and the “emotion surveillance

system” (Nitschke, personal communication, February 9, 1998) of the right hemisphere.

The right hemisphere has been shown to be primed by ambiguous and threatening stimuli

and is hypothesized to play a role in orienting to such stimuli (for reviews, see Eysenck,

1992; Mathews & McLeod, 1994; MacLeod, 1990). In addition, the current results

suggest that anxious arousal is related to right-hemisphere activity, suggesting that

anxious arousal is associated with an augmentation of the emotional surveillance system

(e. g., preparing the organism for fight or flight), even in the absence of an emotional

stimulus (e.g., as assessed by the COPE). Thus, engagement of right-hemisphere regions

that accompany anxious arousal can be hypothesized to produce a set ofbehaviors that

include attentional and other cognitive responses designed to evaluate the presence of a

threat and to prepare for a behavioral action.

Left-Handess

Consistent with previous studies (e.g., Levy et al., 1983), left-handers as a group

had weaker perceptual asymmetries than right-handers. In addition, proportionately more

left-handers than right-handers showed right-hemispace biases. Left-handers, however,

Were not different from right-handers in levels of depression, trait anxiety, or state

anxiety. Similarly, there were no significant interactions between handedness, levels of
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depression and anxiety, and strength ofhemispace biases— even in a subgroup of left-

handers with right-hemispace bias, a group that, according to Levy et al. (1983), should

have higher left- than right-hemisphere arousal. These results are difficult to interpret: If

we were to consider, jointly, Heller’s arousal model and its predictions for depression and

anxiety, and the current results on handedness, namely that left-handers as a group have

weaker asymmetries and more frequent right-hemispace bias than right-handers, then the

left-handers, compared to right-handers, ought not to have had similar depression and

anxiety scores. Their scores instead should have been different, namely, their depression

scores should have been higher. Furthermore, the results for the inconsistent left-hander-

depression—perceptual asymmetry effect should have gone in the reverse direction

assuming that Peters and Servos’ (1989) are correct in their suggestion that consistent

left-handers, not inconsistent left-handers, are the “reverse” of right-handers (i.e., show

reverse advantages for lateralized tasks). That these expectations were not borne out

suggests at least two possibilities: 1) hemispheric specialization for arousal and for the

perception of emotion is organized different] in right-handers and left-handers such that,

for example, the two are more consolidated in one hemisphere for right-handers but more

dissociated for left-handers, and/or 2) depression and anxiety are only one way in which

differences in perceptual asymmetries can be explained— a way that does not appear to

contribute significantly to the differences between left- and right-handers. This is not to

say that handedness differences in perceptual asymmetries are unrelated to depression and

anxiety. As the current results revealed, for left-handers, there was a difference between

consistent and inconsistent handedness in the interaction between depression and

perceptual asymmetries. It is, rather, that we do not currently possess a model and
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perhaps enough meaningful subclassifications of handedness to understand or to predict

how handedness and emotion interact to produce differences in perceptual asymmetries.

Limitations of Current Study

The current study has several possible limitations. To begin with, it was

extremely difficult to isolate the variables of interest in an undergraduate population.

Recall that only one of 435 subjects met criteria for inclusion into the low depression,

high trait anxiety group. In addition, given that only 18% of the sample were left-handed

(despite concerted effort to recruit left-handers), one can appreciate the difficulty of

establishing an appropriate sample size for the variables of interest. Perhaps before

factors of handedness can be addressed (as well as others with similarly low prevalence

rates in normal populations), the model should be refined using the most accessible

populations.

A second limitation of the current study relates to its choice of independent

measures. As discussed earlier, the STAI may not be the most suitable measure for use in

studying Heller’s (1997) revised model, which distinguishes between anxious approach

and anxious apprehension. To the extent that the STAI measures both kind of anxiety, it

cannot distinguish between them to assess their respective influences on

neuropsychological functioning.

A third possible limitation of the current study is its choice of dependent

measures, namely, the Chimeric Faces Task, or CFT. That is, because the CFT is only a

proxy measure ofhemispheric specialization for emotion used to infer asymmetric

hemispheric arousal, it may have insufficient external validity. However, this possibility

is diminished by evidence supporting: 1) the proposal that the distribution of attention in
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space is biased in the direction contralateral to the more activated hemisphere (for review,

see Reuter-Lorenz, Kinsboume, & Moscovitch, 1990), 2) right hemisphere superiority for

face recognition (for a review, see Benton, 1980), and 3) the CFT’s ability to measure

both hemispheric specialization for the perception of emotion and asymmetries in

herrrispheric arousal (e.g., Levy et al., 1983b).

Lastly, the current study is limited in its ability to generalize to or make

interpretations about clinical populations. This may be especially true for considerations

of state-trait congruence. The reason is that clinical populations are far more likely than

non-clinical populations to be high on both dimensions.

Ceneral Conclusions and Future Directions

In summary, the main results of the current study were complex and did not

support Heller’s model as originally formulated. The data, however, fit better with

Heller’s recently revised model and provide preliminary support for the suggestion that

subtypes of anxiety are characterized by different regional brain activity. However, such

an interpretation must be tempered by the observation that even though the “purification”

of the STAI State-Anxiety Scale revealed a significant relation only between CFT scores

and “cognitive worry” and “free-floating anxiety,” the correlations between these two

factors and CFT scores remained relatively unchanged from the correlation between CFT

scores and the entire 20-item State-Anxiety Scale. In addition, the factor “autonomic

arousal,”— the factor that should be related to Heller and Nitschke’s (1997) anxious

arousal dimension—was unrelated to CFT scores. According to Heller and Nitschke’s

revised model, autonomic arousal should be related to CFT scores in the opposite

direction of cognitive worry and free-floating anxiety. Although these observations
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weaken an interpretation of the data as favoring Heller and Nitschke’s revised model,

they should not be interpreted as evidence for rejecting their proposed revision. That is,

as mentioned earlier, the current study neither measured anxious apprehension nor

anxious arousal, but rather made inferences about these constructs fi'om measures of

anxiety designed to measure other constructs, namely, trait and state anxiety. To the

extent that these measures are unable to assess anxious arousal and anxious apprehension,

then any conclusions about the validity of Heller and Nitschke’s (1997) model are

suspect.

Regardless of the viability of Heller and Nitschke’s proposed revisions for anxiety

subtypes, the data in the current study for state anxiety and trait anxiety suggest that when

we examine regional brain asymmetries, we cannot treat anxiety as a unitary construct.

To the extent that different psychological conditions affect hemispace biases in different

ways, as the current study demonstrated for state anxiety and trait anxiety, we must

consider their separate influences as well as their possible interactions. Just as trait-

anxiety often co-occurs with depression, so, too, do state- and trait-anxiety co-occur as

well as a variety of anxiety subtypes (e.g., anxious arousal and anxious apprehension;

instrumental anxiety and non-instrumental anxiety). Therefore, it will be important for

future studies to include better assessments ofthose subtypes.

If Heller and Nitschke’s (1997) revised model proves unsound, it remains to be

seen what new model might offer more explanatory power. Based on the data in the

current study, one possible interpretation is that deviations from the normal left

henrispace bias (e.g., right hemispace biases) simply reflect other deviations in the

“stability” ofthe individual, for instance, high levels of state anxiety in the current state
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anxiety. This interpretation is supported by evidence for deviations in reaction times

between left- and right-hemispace bias groups (Wirsen, Klinteberg, Levander, & Schaller,

1990), with the latter group showing slower reaction times and “also appear[ing] to be

more cautious...and less impulsive” (Wirsen et al., 1990; p. 237). While this

interpretation is tentative, it may hold additional explanatory power.

Given that anxiety appears to be related to regional brain activity, albeit in a

manner that remains to be elucidated, it will also be important to examine anxiety in

relation to unilateral brain damage. Typically, these clinical p0pu1ations have been

studied only along a positive/negative dimension. Heller’s model makes specific

predictions about the effects of such unilateral damage on anxiety. From the clinical

studies earlier, one can expect unilateral damage to also cause changes in anxious arousal

(e.g., increase or decrease in panic or fear responses), anxious apprehension (e.g.,

increase or decrease, perhaps indifference, in worry), or instrumental anxiety (e.g.,

increased tendency to approach or withdrawal fi'om situations), depending on location of

damage.

The current study also helps to shed light on the question of whether patterns of

brain activity and cognitive firnction characteristic of anxiety are present regardless of

mood state. The results suggest that when there is congruence between state- and trait-

anxiety (particularly at the high end), regional brain activity is altered to a greater degree

than when there is noncongruence. Thus, regional brain differences may be overlooked

in persons who are not currently in anxious states. In the future, therefore, it will be

important to find state and trait measures for each of the dimensions discussed earlier

(i.e., approach-withdrawal, arousal-apprehension). It is possible that the relation between
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these dimensions and regional brain activity will be different for persons depending on

the level of congruity between their state and trait for the dimension being assessed.

Thus, it will also be important to study Heller’s model in persons with specific

psychological disorders, especially given the number of dimensions on which anxiety

may vary. As already noted, it probably will be difficult to isolate such individuals in the

general college population. Individuals with clinical disorders are much more likely to

have congruence between ‘state’ and ‘trait’ on the dimensions being examined.

The current study also suggests that the state-trait distinction (as measured by the

STAI) is not synonymous with Heller’s anxious arousal-anxious apprehension dimension

and that it measures more than one meaningful subtype. So far, this distinction has not

been clearly made in the literature. Thus, when drawing conclusions about arousal or

apprehension, one must be carefirl when using state-trait measures because these

measures often include items that measure both anxious-arousal and anxious

apprehension.12 That is, persons in a state-anxious state are not necessarily aroused to

action (i.e., approach or withdrawal from a situation) — instead, such persons in states of

anxiety could be in heightened states of worry (e.g., worrying about an upcoming

examination or having an increase in occurrence of intrusive thoughts). In the firture, it

will be important to more accurately differentiate between anxious apprehension and

anxious arousal.

In sum, the results thus do not support Heller’s model but suggest how an

integration of her revised model with Davidson’s model might have more explanatory

¥

12 Although Heller et al. (1995) recognize the value of the distinction, Heller continues to cite her 1995

study— a study that uses the STAI Trait-Anxiety Scale— as evidence for anxious arousal. However, as

we have seen, the scale includes a number of items that are more characteristic of anxious apprehension

than anxious arousal.
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power. The results also suggest that any such integration calls for a clear understanding

of the relation between anxiety and hemispheric arousal and will depend on making

meaningful distinctions among anxiety subtypes. Just as it may be helpful to treat

‘emotional valence’ as an approach-withdrawal dimension, it may be helpful to treat

anxiety as an approach-withdrawal dimension. The current findings, with regard to

approach vs. withdrawal coping styles in anxious individuals, suggest that a clear

understanding of the relation between anxiety and hemispheric arousal may depend

intimately on making meaningful distinctions among its subtypes as well as on better

integration of neuropsychological theories of emotion. Only then, perhaps,will we begin

to “carve nature at its joints” (Davidson, 1992b, p. 243).
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Table 1

Subject Demogr_aphic Information for Right- and Left-Handers

N

Age

(SD)

Ethnicity (%)

Caucasian

African-American

Native-American

Asian-American

Hispanic

Other

Year in School

Freshman

Sophomore

Junior

Senior

Grad

Laterality Index

Score

(SD)

Handedness

Consistency

Consistent

Inconsistent

Right-Handed

Male Female

82 275

20.7 19.7

(5.0) (3.2)

79.3 82.5

2.4 7.6

2.4 1.5

8.5 2.5

6.1 4.0

1.2 1.8

35.4 43.1

24.4 28.5

17.1 15.3

23.2 13.1

36.34 13.57

(3.25) (5.42)

29% 18%

71% 82%

129

Left-Handed

Male Female

36 42

20.0 20.1

(2.14) (3.7)

86.1 83.3

-- 9.5

-- 2.4

2.8 4.8

11.1 --

27.8 42.9

30.6 14.3

25.0 23.8

16.7 14.3

-- 4.8

17.03 37.12

(6.19) (2.98)

64% 45%

36% 55%



Table 2

Internal Consistency (Coefficient Alphas) for Independent and DQendent Measures for

First end Second Testing Sessions

Time 1 Time 2

(N = 435) (N = 255)

Independent Measures

Handedness Questionnaire (8 items) .9492 .9357

STAI (State) .9181 .9283

STAI (Trait) .9160 .9221

CES-D .8844 .9137

Dependent Measure

Chimeric Faces Task (34 items) .9448 .9446

Post Hoc Measures

AIM (40 items)

Positive Affectivity (l 7 items) .9223 .9173

Negative Intensity (10 items) .7736 .6929

Serenity (7 items) .8219 .8655

Negative Reactivity (6 items) .7613 .8053

COPE (60 items)

Active Coping (4 items) .6794 --

Planning (4 items) .8415 --

Denial (4 items) .7750 --

Behavioral Disengagement (4 items) .7056 --

STAI State Anxiety Scale (4 Factors)

Serenity (9 items) .8922 --

Free-Floating Anxiety (3 items) .6346 --

Autonomic Anxiety (3 items) .6404 --

Cognitive Worry (4 items) .7637 ~-
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Table 3

Test-Retest Reliability of Independent and Dependent Measures Acrossfia Four Week
 

Interval

(N = 255)

Independent Measures

Handedness Questionnaire (8 items) ** .959

STAI (State) ** .516

STAI (Trait) ** .845

CES-D ** .548

Dependent Measure

Chimeric Faces Task (34 items) ** .748

Post Hoc Measures

Affect Intensity Measure (40 items)

Positive Affectivity ** .821

Negative Intensity ** .752

Serenity ** .709

Negative Reactivity ** .839

** Correlation is significant at the 0.01 level (2-tailed)
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Table 4

Freguency of High- and Low-Depressed and High- and Low-Trait Anxious Subjeets for

Heller et al. (1995) and Current Study for poth Time 1 and Time 2

a. Heller et al. (1995) (Right-Handed males and females = 830)

 

 

 

 

Depressed

flit-Anxious Low High

Low 297 20

% of total sample 35.8 2.4

% of those meeting criteria 69.7 4.7

High 16 93

% of total sample 2.0 11.2

% of those meeting criteria 3.8 21.8
 

b. Current Study Time 1 (Right-Handed males and females = 357)

 

 

 

 

 

 

 

Depressed

T_rsit-Anxious Low High

Low 124 37

% of total sample 34.7 10.4

% of those meeting criteria 55.6 16.6

High 1 61

% of total sample 0.3 17.1

% of those meeting criteria 0.4 27.4

c. Current Study Time 2 (Right-Handed males and females = 224)

Depressed

flit-Anxious Low High

Low 80 36

% of total sample 35.7 16.1

% of those meeting criteria 53.7 24.1

High 1 32

% of total sample 0.4 14.3

% of those meeting criteria 0.7 21.5
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Table 5

Fraueney pf Higl_r- and Low- State-Anxiops and High- and Low-Trait Anxious Subjects

for Current Study for both Time 1 and Time 2

a. Current Study Time 1 (Right-Handed males and females = 357)

 

State-Anxious

 

 

Trait-Anxious Low High

Low 165 14

% of total sample 46.2 4.0

% of those meeting criteria 73.7 6.3

High 10 35

% of total sample 3.0 9.8

% of those meeting criteria 4.4 15.6
 

b. Current Study Time 2 (Right-Handed males and females = 224)

 

State-Anxious

 

 

Low

High

flit-Anxious Low High

93 21

% of total sample 41.5 9.3

% of those meeting criteria 66.9 15.1

4 21

% of total sample 1.8 9.3

% of those meeting criteria 2.9 15.1
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Table 6

Frmuency pf Hmispace Biases for High- and LAN-Depressed and High- and Qw-

Anxious Right-Handed Subjects for Heller et al. (1295) and Current Study (Time 1)

Using Heller’s Decision Rule13

a. Heller et al. (1995)

Anxious Low

Low

Left biased 234 (78.8%)

No asymmetry 16 (5.3%)

Right biased 47 (15.8%)

High

Left biased 15 (93.8%)

No asymmetry 0

Right biased 47 (15.8%)

b. Current Study using Heller et al.’s (1995) Criteria

Anxious Low

Low

Left biased 99 (79.8%)

No asymmetry 2 (1.6%)

Right biased 23 (18.5%)

High

Left biased 1 (100%)

No asymmetry 0

Right biased 0

 

Med

High

8 (40.0%)

2 (10.0%)

10 (50.0%)

75 (81.1%)

2 (4.3%)

14 (15.1%)

Depressed

High

26 (70.3%)

0

11 (29.7%)

75 (81.1%)

2 (4.3%)

14(15.1%)

‘3 Table reflects data for right-handers who met cutoff criteria for inclusion (N = 426). 426 of 830

participants (51.3%) of Heller et al.’s (1995) sample met criteria for inclusion.
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Table 7

Frguency ofHemispace Biases for High- and Low-Depressed and High- and Low-

Anxious Right-Handed Subjects in Current Study Using the Binomial Distributipn and

p-value of<05 (Time 1)

mug

Low

Left biased (_>_ 21)

No asymmetry (14-20)

Right biased (_<_ 13)

High

Left biased (2 21)

No asymmetry (14-20)

Right biased (5 13)

N

85

23

16

p
a

C
O

135

Low

CFT

-.691

-.003

.724

-1.000

mm

SD N

(.23) 19

(.10) 9

(.23) 9

H 36

12

13

High

CFT

-.752

-.007

.575

-.628

-.001

.665

SD

(.23)

(.01)

(.34)

(.22)

(.11)

(.29)
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Table 8

M_e_an CFT Scores for High- and Low-Depressed and High- and Low-Trait-Anxious

Right-Handed Subjects and Analysis of Variance of Hemispace Biases for Heller et al.

(1995) and Current Study (Time 1)

 

a. Mean CFT Scores for High- and Low-Depressed and High- and Low-Anxious

Subjects as Reported by Heller et al. (1995)

 

 

mares—sect

L_ov.V. High

Trait-Anxious M SD M SD M

Low -.422 .48 -.l 17 .44 -.269

High - .517 .45 -.386 .50 -.451

M -.469 -.251

 

b. Mean CFT Scores for High- and Low-Depressed and High- and Low-Anxious Subjects in

Current Study

 

 

Depressed

Lo_w fish

[gait-Anxious M SD M SD M

Low -.3 85 .54 -.262 .60 -.357

High -1.000 -- -.230 .57 -.230

M -.390 -.242

 

0. ANOVA Table

 

 

Source gl_f E Sig Powg

Between subjects

Sex (S) 1 .63 .43 .12

Depression (D) 1 1.57 .21 .24

Trait Anxiety (TA) 1 .29 .59 .08

S x D 1 .78 .38 .14

S x TA 1 1.46 .23 .23

D x TA 1 1.07 .30 .18

S x TA x D 0 .

_S_ within-group error 216 (90.79)

 

Note. Value enclosed in parentheses represents mean square errors.
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Table 10

Summarv (
____—-——-—*—

Prediction .

Variable

Step 1

Handed

Sex

Step 2

Handed

Sex

Depress

Trait Ar

Step 3

Handed:

Sex

Depressi

Trait An

Depressi

N
0‘51 R‘ = .01

* 2< .05.



Table 10

Summary of Hierarchical Regression Analysis for Depression and Trait Anxiety on the

Prediction ofCFT Scores at Time 1 (N: 428)
 

 

 

Variable _B _S_E_ B B

Step 1

Handedness -.259 .1 12 *-.125

Sex .073 .100 .040

Step 2

Handedness .070 .1 13 *-. 125

Sex .007 .101 .038

Depression .006 .007 .067

Trait Anxiety -.002 .007 -.025

Step 3

Handedness -.259 .113 *-.125

Sex .070 .101 .038

Depression .004 .020 .046

Trait Anxiety -.003 .010 -.034

Depression x Trait Anxiety .000 .000 .029

 

Note: 32 = .015 for Step 1; A 3} = .003 for Step 2 (ps = .634; ); A if = .000 for Step 3 (ps = .919; )

"' p<.05.

Excluded Variables in Model 1

Beta In

Depression (D) .048

Trait Anxiety (TA) .026

D x TA .044

.906

.478

.831

138

S_ig.

.366

.633

.407

Partial

Correlation

.049

.026

.045



Table 1 1

Mean CFT Scores for High- and Low-State-Anxious and High- and Low-Trait-Anxious

Right-Handed Subjects and Analysis of Variance ofHemispace Biases fgr Cm]; Smdy

(Time 1)

a. Mean CFT Scores for High- and Low-State—Anxious and High- and Low-Trait-

Anxious Subjects in Current Study

 

State-Anxious

 

 

 

 

Low High

Ir_ait-Anxiou§ M SD M SD M

Low -.393 .56 -.298 .42 -.386

High -.410 .31 -.143 .63 -.201

M -.394 -.187

b. ANOVA Table

Source d_f E Sig Power

Between subjects

Sex (S) 1 .37 .55 .09

State Anxiety (SA) 1 .81 .37 .15

Trait Anxiety (TA) 1 .OO .97 .05

S x SA 1 .03 .87 .05

S x TA 1 .38 .54 .09

SA x TA 1 .01 .92 .05

S x SA x TA 1 .73 .39 .14

S within—group error 216 (88.31)

 

Note. Value enclosed in parentheses represents mean square errors.
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Table 12

Frequency of Hemispace Biases for High- and Low-State-Anxious and High- and Low-

Anxious Right-Handed Subjects in Current Study Qsing the Binomial Distribution and

p-value of <05 (Time 1)

 

State Anxious

Trait Anxious Lgy 11ng

N Mean SD N CFT SD

Law

Left biased (3 21) 108 -.738 (.22) 27 -.734 (.20)

No asymmetry (14-20) 33 .000 (.14) 4 .001 (.10)

Right biased (_<_ 13) 11 .674 (.18) 5 .788 (.24)

High

Lefi biased (2 21) 6 -.618 (.20) 19 -.632 (.25)

No asymmetry (14-20) 4 -.009 (.00) 6 .001 (.12)

Right biased (_<_ 13) 0 10 .694 (.27)
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Table 13

 

Summary of Hierarchical Regtession Analysis for State Anxiety and Trait Anxiety on the

Prediction ofCFT Scores at Time 1 (N = 428)

 

 

Variable 5 SE B. 3

Step 1

Handedness -.258 .113 *-.125

Sex .075 .100 .041

Step 2

Handedness -.255 .113 -.124

Sex .065 .101 .035

State Anxiety .010 .006 .120

Trait Anxiety -.005 .006 -.055

Step 3

Handedness -.263 .1 12 *-.127

Sex .072 . 100 .039

State Anxiety -.017 .017 -.205

Trait Anxiety -.029 .016 -.335

State Anxiety x Trait Anxiety .000 .000 .561

 

Note: 32 = .015 for Step 1; A 32 = .009 for Step 2 (ps = .222); A 32 = .008 for Step 3 (p_s = .101).

* p<.05.

Excluded Variables in Model 1

Beta In t S_ig._ Partial

Correlation

State Anxiety (SA) .083 1.563 .119 .084

Trait Anxiety (TA) .026 .485 .628 .026

SA x TA .075 1.405 .161 .075
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Table 14

Mean CFT Scores for High- and Low-Depressed and High- and Low-Anxious Right-

Handed Subjects and Analysis of Variance efHemiepace Biases for Current Study

Time 2

a. Average CFT Scores for High- and Low-Depressed and High- and Low-Anxious

Subjects in Present Study

 

 

 

 

 

Depressed

Low High

Trait-Anxious M SD M SD M

Low -.381 .53 -.440 .59 -.400

High - .530 -- -.213 .49 -.223

M -.383 -.333

b. ANOVA Table

Source _d_f E Sig Power

Between subjects

Sex (S) 1 .11 .74 .06

Depression (D) 1 .50 .48 .11

Trait Anxiety (TA) 1 .03 .87 .05

S x D 1 .91 .34 .16

S x TA 1 .01 .91 .05

D x TA 1 .54 .46 .11

SxTAxD 0 .

S within-group error 142 (83.08)

 

Note. Value enclosed in parentheses represents mean square errors.

S = subjects (Right-handed males and females)
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Table 15

Frequency of Hemispace Biases for High- and Low-Depression and Higl_r- and Low-

Anxious Right—Handed Subjects in Current Study Csing the Binomial Distribution and

p-value of <.051Time 2)

Anxiw

Low

Lefi biased (_>_ 21)

No asymmetry (14-20)

Right biased (_<_ 13)

High

Left biased (2 21)

No asymmetry (14-20)

Right biased (5 13)

57

12

11

p
—
a

C
O

143

Depressed

Low

CFT SD N

-.665 (.22) 27

.000 (. 14) 4

.183 (.18) 5

-.529 (--) 15

9

8

High

CFT

-.734

.001

.241

-.663

-.002

.412

SD

(.20)

(.10)

(.59)

(.21)

(.15)

(.49)



Table 16

Summm ofHierarchical Regtession Analysis for Depressien and Trait Anxiety on the

Prediction of CFT Scores at Time 2 (N = 257 )

 

 

Variable B S_E B 13

Step 1

Handedness -.403 .145 *-. 192

Sex .224 .122 .127

Step 2

Handedness -.404 .145 *-.193

Sex .236 .123 .134

Depression -.006 .007 -.078

Trait Anxiety .007 .007 .090

Step 3

Handedness -.403 .146 *-. 192

Sex .230 .123 .130

Depression -.021 .018 -.301

Depression x Trait Anxiety .000 .000 .303

 

Note: 3’ = .046 for Step 1; A 32 = .005 for Step 2 (ps = .605); A 3’ = .004 for Step 3 (ps = .344).

* p<.05.

Excluded Variables in Model 1

Beta In

Depression (D) -.018

Trait Anxiety (TA) .037

D x TA .012

-.263

.542

.182

144

S_ig;

.793

.589

.856

P_art_iil

Correlation

-.018

.038

.013



Table 17

Mean CFT Scores for High- and Low-State-Anxious and Higl_1- and Low—Trait-Anxieus

Right-Handed Subjects and Analysis of Variance ofHemispace Biases for Current Study

(Time 2)

a. Average CFT Scores for High- and Low-State-Anxious and High- and Low-Trait-

Anxious Subjects in Current Study

 

 

State-Anxious

Lam High

Iteit-Anxious M SD M SD M

Low -.405 .54 -.297 .57 -.385

High -.235 .42 -.221 .57 -.148

M -.380 -.259

 

b. ANOVA Table

 

 

Source d_f _E S_ig Power

Between subjects

Sex (S) 1 1.37 .24 .21

State Anxiety (SA) 1 1.20 .28 .19

Trait Anxiety (TA) 1 4.26 .04 .54

S x SA 1 .27 .61 .08

S x TA 1 .41 .52 .10

SA x TA 1 2.60 .11 .36

S x SA x TA 1 .36 .55 .09

S within-group error

 

Note. Value enclosed in parentheses represents mean square errors.

S = subjects (Right-handed males and females)
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Table 18

Frmuency ofHemispace Biases for High- and Low-State-Anxious and High- and Low-

Anxious Right-Handed Subjects in Current Study Using the Binomial Distribution and

 

mlue of<05 (Timeg

Trait Anxious

Low

Left biased (3 21)

No asymmetry (14-20)

Right biased (_<_ 13)

mg.

Lefi biased (2 21)

No asymmetry (1420)

Right biased (5 13)

66

14

13

t
—
‘
w

146

Low

Mean

-.709

.003

.670

State Anxious

SD N

(.20) 14

(.14) 2

(.20) 5

1 1

(.19) 4

(--) 6

Higl_1

CFT

-.655

.003

.576

-.690

-.004

.520

SD

(.20)

(.00)

(.26)

(.17)

(.16)

(.21)



Table 19

Summag of Hierarchical Regression Analysis for State Anxiety and Trait Anxiegt on the

Prediction of (IT Scores at Time 2 (N = 257)

 

 

Variable 3 322. B

Step 1

Handedness -.401 .145 *-.191

Sex .226 .122 .128

Step 2

Handedness -.399 .146 *-.190

Sex .226 .123 .128

State Anxiety .000 .005 .000

Trait Anxiety .003 .007 .036

Step 3

Handedness -.395 .146 *-.188

Sex .225 .123 .127

State Anxiety -.014 .016 -.221

Trait Anxiety -.011 .017 -.137

State Anxiety x Trait Anxiety .000 .000 .353

 

Note: 32 = .046 for Step 1; A 32 = .001 for Step 2 (p_s = .874); A 32 = .004 for Step 3 (ps = .369).

a

p < .05.

Exeluded Variables in Model 1

Beta In t S_igt Partial

Comm

State Anxiety (SA) .020 .288 .773 .020

Trait Anxiety (TA) .036 .521 .603 .037

SA x TA .041 .594 .553 .042
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Table 21

Summefl of Hierarchical Regtession Analysis for COPE Subscales on the Prediction of

CFT Scores at Time 1 in Trait Anxious-Only Crone (fl =71)
 

 

 

 

 

Disengagement

149

Variable B S_B B 13

Step 1

Sex 1.584 2.565 .074

Step 2

Sex 1.252 2.579 .059

Active Coping .096 .724 .022

Planning -.111 .614 -.031

Denial -.963 .453 -.289

Behavioral Disengagement 1.398 .548 .340

Note: 3.2 = .005 for Step 1; A g: = .105 for Step 2 (p_s = .118).

"‘ p < .05.

Excluded Variables in Model 1

Beta In t Sig Partial

Correlation

Active Coping .005 .039 .969 .005

Planning .004 .034 .973 .004

Denial -.124 -1.027 .308 -.124

Behavioral .206 1.737 .087 .206
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Table 23

Sum of Hierarchical Re ession Anal sis for PE ubscales on the Prediction of

CFT Scores at Time 1 in Low Trait-Anxious Greup (N = 230)

 

 

 

Disengagement

151

Variable 3 SEE B

Step 1

Sex -1.685 1.462 .250

Step 2

Sex -2.014 1.477 -.O92

Active Coping -.300 .385 -.O75

Planning -.362 .366 -.096

Denial .314 .382 .061

Behavioral Disengagement -.7 l O .453 -.1 18

Note: 32 = .006 for Step 1; A 32 = .037 for Step 2 (p_s = .131).

* p_< .05.

Excluded Variables in Model 1

Beta In t Sig Partial

Correlation

Active Coping -.132 -1.995 .047 -.132

Planning -.136 -2.057 .041 -.136

Denial .029 .434 .665 .029

Behavioral -.061 -.905 .366 -.O60



Table 24

Correlations Between Change Scores from Time 1 to Time 2 (N=225)

 

CFT CESD STAI-S STAI-T

CFT .553 .859 .384

CESD -.040 .000 .000

STAI-S .012 ** .420 .000

STAI-T -O.59 ** .354 ** .276

 

CFT = Chimeric Faces Task Change Score; CESD =

Depression Scale; STAI-S = STAI State-Anxiety Scale;

STAI-T = STAI State-Anxiety Scale

“ Correlation is significant at the 0.01 level (2-tailed)
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Table 25

umrn of Hierarchical Re ession Anal sis for Variables Predictin

Scores (N = 256)

han es in FT

 

 

Variable B S_E B 13

Step 1

Handedness 3 .75 8 1.760 . 134

Sex -1.455 1.411 -.O65

Depression (Time 1) .044 .094 .044

State Anxiety (Time 1) -.149 .079 -.152

Trait Anxiety (Time 1) .008 .102 .008

Step 2

Handedness 3.754 1.766 * . 134

Sex -1.601 -.072 -1.128

Depression (Time 1) .041 .098 .041

State Anxiety (Time 1) -.l67 .084 * -.17O

Trait Anxiety (Time 1) .088 .137 .087

Depression (Time 2) .049 .089 .052

State Anxiety (Time 2) .056 .072 .067

State Anxiety (Time 2) -.150 .135 -.148

 

Note: R2 = .036 for Step 1; A 32 = .007 for Step 2 (23 = .587).

* p<.05.
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Table 26

Frequency of Croup Membership for Depressioii, Trait Anxieg, and State Anxith Group

Membership for Left-Handed Males and Femalee (Time 1)

a. High- and Low-Depressed and High- and Low-Trait-Anxious

 

 

 

Depressed

T_reit-Anxious Low High

Low 24 8

% oftotal sample 30.8 10.3

% of those meeting criteria 54.5 18.2

High 0 12

% of total sample 0.0 15.4

% of those meeting criteria 0.0 27.3

b. High- and Low-State-Anxious and High-and Low-Trait-Anxious

 

 

 

State-Anxious

Trait-Anxious Low High

Low 35 1

% of total sample 44.9 1.3

% of those meeting criteria 74.5 2.1

High 3 8

% of total sample 3.8 10.3

% of those meeting criteria 6.4 17.0
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Table 27

T-tests Between Left- and Right-Handers for Depression, State-Anxiety, aird Trait-

Anxieg

Measure

CFT #1

CES-D

STAI-ST

STAI-TR

Handedness

Left

Right

Left

Right

Left

Right

Left

Right

78

354

78

355

78

356

78

356

z (b m :
3

 

21.00

23.23

14.18

14.66

34.75

35.14

38.42

39.33

E

1

155

0.4

9.2

8.2

9.3

9.7

9.9

8.5

9.7

I

-1.88

-.425

-.318

-.759

_(E

430

431

432

432

Sig. (2-tailed)

.061

.671

.751

.448



Table 28

Mean Scores for Independent and Dependent Variables for Right—and Left-Handed Males

and Females

Time 1 (N)

CESD

STAI-State

STAI-Trait

CFT

Time 2 (N)

CESD

STAI-State

STAI-Trait

CFT

Right-Handed

Male Female

82 274

14.25 14.79

(9.3) (9.3)

34.56 35.32

(9.4) (10.1)

40.04 39.11

( 10.1) (9.6)

23.43 23.17

(8.7) (9.4)

48 178

13.67 15.13

(8.6) (10.5)

35.38 36.51

(10.7) (10.7)

38.46 37.83

(9.7) ((9.3)

23.26 23.27

(9.0) (9.1)
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Left-Handed

Male Female

36 42

13.14 15.10

(7.6) (8.6)

33.81 35.57

(8.9) (10.5)

37.70 39.01

(8.4) (8.5)

21.78 20.33

(10.5) (10.5)

14 20

14.21 17.20

(7.1) (11.6)

34.36 36.65

(9.6) (11.7)

36.71 40.10

(7.3) (10.2)

25.30 16.20

(7.7) (12.2)



Table 29

Mean Scores for Independent and Dependent Variables for Handedness and Sex

Time 1 (N)

CESD

STAI-State

STAI-Trait

CFT

Time 2 (N)

CESD

STAI-State

STAI-Trait

CFT

Handedness

Right-Handed Left-Handed

356 78

14.66 14.18

(9.3) (8.2)

35.15 34.76

(9.9) (9.7)

39.33 38.42

(9.7) (8.5)

23.23 21.00

(9.3) (10.4)

226 34

14.82 15.97

(10.1) (10.0)

36.3 35.71

(11.5) (10.8)

37.96 38.71

(9.4) (9.1)

23.26 19.94

(9.1) (11.4)
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Male

118

13.91

(8.8)

34.33

(9.3)

39.33

(9.6)

22.92

(9.3)

62

13.79

(8.3)

35.15

(10.4)

38.1

(9.2)

23.72

(8.7)

Sex

Female

316

14.83

(9.2)

35.36

(10.1)

39.10

(9.5)

22.79

(9.6)

198

15.34

(10.6)

36.5

(11.7)

38.10

(9.4)

22.55

(9.7)



Table 30

Frmuency of Hemispace Biases for High— and Low-Depression and Higl_r- and Low-

Anxious Left-Handed Subjects in Current Study Using the Binomial Distribution and

wlue of <.05 (Time 1)

Handedness

Left-Handed Right-Handed

N Mean SD N CFT SD

LCM

Left biased (2 21) 47 -.661 (.26) 230 -.703 (.22)

No asymmetry (14-20) 10 .000 (.01) 71 .003 (.11)

Right biased (_<_ 13) 21 .625 (.27) 53 .576 (.27)
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Table 31

Mean CFT Scores for Left-Handers and Right-Handers ang Left- or Right-Hemiepace

Biases and Analysis ef Variance ofHemispace Biases (Time 1)

a. Mean CFT Scores for Left- and Right-Handers and Left- or Right-Hemispace Biases

 

 

 

 

 

Handedness

Direction of L_e_ft Right

Perceptual Asymmetry M SD M SD M

Left -.661 .26 -.703 .22 -.696

Right - .625 .27 -.647 .27 .641

M -.651 -.576

b. ANOVA Table

Source d_f E Sig P_ovxer

Between subjects

Handedness (H) 1 .078 .781 .059

Perceptual Asymmetry (PA) 1 1335.723 .000 1.000

H x PA 1 .810 .369 .146

S within-group error 347 (16.32)

 

Note. Value enclosed in parentheses represents mean square errors.

S = subjects (Right- and left-handed males and females)
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Table 32

Mean CFT Scores for High- and Low-Depressed and Higl_1- and Low- trait-Anxious

Subjects and Analysis of Variance of Hemispace Biases (Time 1)

a. Mean CFT Scores for High- and Low-Depressed and High- and Low-Anxious Left-

Handed Subjects in Current Study

 

 

 

 

 

Depressed

LCM High

Trait-Anxious M SD M SD M

Low -.005 .67 -.250 .49 -.101

High -- -- -.250 .48 -.250

M -.005 -.250

b. ANOVA Table

Source g” B Sig Power

Between subjects

Handedness (H) 1 1.64 .20 .25

Sex (S) l .361 .55 .09

Depression (D) 1 .502 .48 .11

Trait Anxiety (TA) 1 .48 .49 .11

H x S 1 .01 .91 .05

H x D 1 .83 .36 .15

H x TA 1 .35 .56 .09

S x D 1 .00 .94 .05

S x TA 1 .03 .87 .05

D x TA 1 1.04 .31 .17

H x D x TA 0 . . .

H x S x D l .63 .43 .12

HxSxTA 1 .01 .91 .05

SxDxTA O

HxSxDxTA 0 .

S within-group error 254 (.324)

 

Note. Value enclosed in parentheses represents mean square errors.

S = subjects (Right- and left-handed males and females)
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Table 33

Analysis of Variance ofHemispace Biases For High-and Low-Depreseed and High- and

Low-Trait-Anxious Subjects Combining Sex of Subject (Time 1)

 

 

Source g B fig Pewer

Between subjects

Handedness (H) 1 1.71 .193 .26

Depression (D) 1 1.05 .31 .18

Trait Anxiety (TA) 1 .92 .34 .16

H x D 1 1.67 .21 .24

H x TA 1 .01 .91 .05

TA x D 1 1.25 .27 .24

H x TA x D 0 .

S within-group error 145 (92.44)

 

Note. Value enclosed in parentheses represents mean square errors.

S = subjects (Right- and left-handed males and females)
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Table 34

M_ean CFT Scores for High— grid Low-State-Anxious and High- and Low-Anxious

Subjects and Analysis of Variance of Hemispace Biases (Time 1)

a. Mean CFT Scores for High- and Low-Depressed and High- and Low—Anxious Right-

and Left-Handed Subjects

 

 

 

 

 

 

State-Anxious

Law. Iiigh

Trait-Anxious M SD M SD M

Low -.323 .61 -.235 -- -.320

High -.002 .57 -.309 .46 -.219

M -.296 -.301

b. ANOVA Table

Source Sf B S_ig Power

Between subjects

Handedness (H) 1 .50 .48 .11

Sex (S) 1 .61 .44 .12

State Anxiety (SA) 1 .03 .87 .08

Trait Anxiety (TA) 1 .26 .61 .05

H x S 1 .00 .96 .05

H x SA 1 .87 .35 .15

H x TA 1 .20 .65 .07

S x SA 1 .27 .61 .08

S x TA 1 .05 .83 .06

SA x TA 1 .11 .74 .06

H x SA x TA 1 .26 .61 .08

H x S x SA 1 .06 .81 .06

H x S x TA 1 .06 .80 .06

SxSAxTA 0 .71 .40 .13

H x S x SA x TA 0 .

S within-group error 256 (.313)

 

Note. Value enclosed in parentheses represents mean square errors.

S = subjects (Right- and left-handed males and females)
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Table 35

Analysis of Variance of Hemispace Biases For Higheand Low—State-Anxious and High-

and Low-Trait-Anxious Left-Handed Subjects Combining Sex of Subject (Time 1)

 

 

Source _cii B S_ig Power

Between subjects

Handedness (H) 1 .29 .59 .08

State Anxiety (SA) 1 .03 .87 .05

Trait Anxiety (TA) 1 .32 .57 .09

H x SA 1 .68 .41 .13

H x TA 1 .03 .86 .05

SA x TA 1 .12 .73 .06

Hx SAx TA 1 .65 .42 .13

S within-group error 263 (90.22)

 

Note. Value enclosed in parentheses represents mean square errors.

S = subjects (Right- and left-handed males and females)
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Table 36

Mean CFT Scores for High- and Low—Depressed and High- and Low-Anxious Left-

Handed Subjects and Analysis of Variance of Hemispace Biases (Time 1)

a. Mean CFT Scores for High- and Low-Depressed and High- and Low-Anxious Left-

Handed Subjects

 

 

Depressed

L_ovz High

Trait-Anxious M SD M SD M

Low -.051 .67 -.250 .49 -.101

High -- -- -.250 .48 -.250

M -.051 -.250

 

b. ANOVA Table

 

 

Source g” B S_ig Power

Between subjects

Depression (D) 1 .664 .420 .125

Trait Anxiety (TA) 1 .000 1.000 .050

D x TA 0 . . .

S within-group error 41 (102.985)

 

Note. Value enclosed in parentheses represents mean square errors.

S = subjects (Left-handed males and females)
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Table 37

Frequency of Hemispace Biases for High- and Low-Depressed and Higl_r- and Qw-

Anxious Left—Handed Subjects in Current Study Using the Binomial Distribution and

p-value of <05 (Time 1)

Depressed

Anxious Low High

N CFT SD N CFT SD

Low

Left biased (2 21) 12 -.632 (.27) 5 -.494 (.33)

No asymmetry (14-20) 2 -.059 (.00) 2 -.118 (.08)

Right biased (g 13) 10 .647 (.28) 1 .706 (—-)

High

Lefl biased (2 21) 0 7 -.588 (.21)

No asymmetry (14-20) 0 2 -.O29 (.21)

Right biased (_<_ 13) 0 3 .392 (.15)
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Table 38

 

 

 

 

umrn of Hierarchical Re ession Anal sis for Variables Predictin FT cores at

Time 1 for Left-HandegOnlv (N = 78)

Variable B SB B 13

Step 1

Sex -1.444 2.378 -.O7O

Step 2

Sex -1.670 2.371 -.080

Depression 1.010 .919 .792

State Anxiety -.930 .748 -.870

Trait Anxiety -.632 .508 -.513

Depression x State Anxiety -.011 .021 -.471

State Anxiety x Trait Anxiety -.017 .018 1.037

Note: 31’ = .005 for Step 1; A _R_’ = .098 for Step 2 (ps = .277).

Excluded Variables in Model 1

Beta In t Sig Partial

Correlation

Depression .194 1.703 .093 .193

State Anxiety (SA) -.012 -.100 .921 —.012

Trait Anxiety (TA) .052 .453 .652 .052

DxSA .169 1.480 .143 .168

SA x TA .036 .309 .758 .036
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Table 39

umrn of Hierarchical Re ession Anal sis for Variables Predictin FT Scores at

Time 1 for Consistent Left -Handers (N =36) and Inconsistent Left-Handers (E = 42)
 

a. Consistent Left-handers (N = 36)

 

 

 

 

 

Variable B SB B 13

Step 1

Sex 5.095 3.929 .238

Step 2

Sex 5.095 3.929 .238

Depression .180 .362 .122

State Anxiety .011 .270 .009

Trait Anxiety .175 .346 .131

Note: 1:2 = .044 for Step 1; A 32 = .055 for Step 2 (ps = .600).

* p < .05.

b. Inconsistent Left-handers (fl = 42)

Variable B EB 13

Step 1

Sex -5.911 3.170 -.283

Step 2

Sex -4.717 3.182 -.226

Depression .901 .337 * .780

State Anxiety -.379 .197 -.390

Trait Anxiety -.443 .305 -.379

 

Note: B." = .080 for Step 1; A 3’ = .160 for Step 2 (ps = .067).

*p<05
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Table 40

Mean CFT Scores for High- and Low-State-Anxious and Higli- and Low-Trait-Anxious

Left-Handed Subjects and Analysis of Variance of Hemispace Biases (Time 1)

a. Mean CFT Scores for High- and Low-Depressed and High- and Low-Anxious Left-

Handed Subjects

 

 

 

 

 

State-Anxious

Low High

Trait-Anxious M SD M SD M

Low -.323 .61 -.235 -- -.320

High .020 .57 -.309 .46 -.219

M -.296 -.250

b. ANOVA Table

Source d_f B S_ig Power

Between subjects

State Anxiety (SA) 1 .114 .74 .063

Trait Anxiety (TA) 1 .142 .71 .066

SA x TA 1 .341 .562 .088

S within-group error 43 (98.626)

 

Note. Value enclosed in parentheses represents mean square errors.

S = subjects (Left-handed males and females)
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Table 41

Frequency of Hemispace Biases for High- and Low-State-Anxious and High- ape Low-

Anxious Left-Handed Subjects in Current Study Csing the Binomial Distributien and

p-value of <05 (Time 1)

State Anxious

Trait Anxious Low High

N CFT SD N CFT SD

Low

Left biased (3 21) 24 -.679 (.24) 1 -.235 (--)

No asymmetry (14-20) 2 -.059 (.00) 0

Right biased (5 13) 9 .569 (.27) 0

High

Left biased (2 21) 1 -.588 (--) 5 -.588 (.26)

No asymmetry (14-20) 1 .118 (--) 1 -.177 (--)

Right biased (5 13) 1 .529 (--) 2 .324 (.12)
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Table 42

Mean CFT Scores for Stable High- and Low-Depressed and Higli-c and Low-Trait-

Anxious Right—Handed Subjects and Analysis of Variance ofHemispace Biasee for

Current Study (Time 1)

a. Mean CFT Scores for Stable High- and Low-Depressed and High- and Low-Anxious

Right-Handed Subjects in Present Study at Time 1

 

 

 

 

 

 

Depressed

Low Higl_r

Trait-Anxious M SD M SD M

Low -.434 .52 -.554 .59 -.46

High -- -- -.328 .51 -.51

M -.434 -.400

b. ANOVA Table

Source g B S_ig Power

Between subjects

Depression (D) 1 .52 .47 .11

Trait Anxiety (TA) 1 1.54 .22 .23

D x TA 1 . . .

S within-group error 91 (.273)

 

Note. Value enclosed in parentheses represents mean square errors.

S = subjects (Right-handed males and females)
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Table 43

Mean CFT Scores for Stable High- and Low-Depressed ang High— and Low-Trait-

Anxious Right-Handed Subjects and Analysis of Variance ofHemispace Biases for

Current Study (Time 2)

a. Average CFT Scores for Stable High- and Low-Depressed and High- and Low-

Anxious Right-Handed Subjects in Present Study at Time 2

 

 

 

 

 

Depressed

Low Higli

Trait-Anxious M SD M SD M

Low -.398 .55 -.481 .64 -.412

High -- -- -.210 .47 -.467

M -.398 -.289

b. ANOVA Table

Source g B fig Power

Between subjects

Depression (D) 1 .22 .64 .08

Trait Anxiety (TA) 1 2.00 .16 .29

D x TA 1 . . .

S within-group error 90 (.290)

 

Note. Value enclosed in parentheses represents mean square errors.

S = subjects (Right-handed males and females)
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Table 44

Mean FT Scores for table Hi - and Low- tate- io Hi - Low-Trait-

Anxioue Right-Handed Subjects and Analysis of Variance ofHemispace Biases for

Current Study (Time 1 )

a. Mean CFT Scores for Stable High— and Low-State-Anxious and High- and Low-

Anxious Right-Handed Subjects in Current Study at Time 1

 

 

 

 

 

t -Anxi us

Low High

Trait-Anxious M SD M SD M

Low -.487 .47 -.647 -- -.489

High -.706 -- -.177 .61 -.210

M -.490 -.206

b. ANOVA Table

Source d_f E Sig Lflow

Between subjects

State Anxiety (SA) 1 .26 .61 .08

Trait Anxiety (TA) 1 .12 .73 .06

SA x TA 1 .93 .34 .16

S within-group error 84 (.247)

 

Nete. Value enclosed in parentheses represents mean square errors.

S = subjects (Right-handed males and females)
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Table 45

Mean CFT Scores for Stable High- and Low-State-Anxious and High- and Low-Trait-

Anxious Right-Handed Subjects and Analysis ofVariance ofHemispace Biases for

Current Study (Time 2)

a. Mean CFT Scores for Stable High— and Low-State-Anxious and High- and Low-

Anxious Right-Handed Subjects in Current Study at Time 2

 

 

 

 

 

State-Amines

Low Higli

mat-Anxious M SD M SD M

Low -.435 .52 -.765 -- -.440

High .118 -- -.102 .51 -.009

M -.516 -.518

b. ANOVA Table

Source g B Sig Power

Between subjects

State Anxiety (SA) 1 .55 .46 .11

Trait Anxiety (TA) 1 2.68 .11 .37

SA x TA 1 .02 .88 .05

S within-group error 83 (.265)

 

Note. Value enclosed in parentheses represents mean square errors.

S = subjects (Right-handed males and females)
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Table 46

Pattern Matrix of Principle Components Analysis using Celimin with Kaieer

Normalization Rotation Method for STAI State-Anxiegt Inventog (N = 435)

   

main Factor 1 Factor 2 Factor ,3 Factor 4

I feel secure. jfl -.023 .142 -.119

I feel at ease. .4_7; -.292 .198 -.321

I feel satisfied. ._7__4_ .109 -.237 -.161

I feel comfortable. .l9_6 .068 .034 .019

I feel self-confident. .73—7 .348 -.038 .135

I am relaxed. .QSL -.206 .332 -.004

I feel content. .844, .026 -.061 -.050

I feel steady. .m .019 .129 .055

I feel pleasant. .QQ -.070 -.O65 -.181

I feel fiightened. -.005 .§1_9 .222 -.249

I feel indecisive. .209 .QL .170 -.064

I feel confused. .032 ABA .073 -.459

I feel nervous. .020 .143 .QQQ -.164

I amjittery. -.044 .176 .m .106

I am tense. -.167 -.219 ABS -.398

I feel strained. .078 -.135 .039 -.M

I feel upset. -.014 .032 -.O42 -._72_9

I am presently worried over

possible misfortunes. .059 .096 -.092 am

I am worried. .019 .177 .126 -._9_9_

I feel calrn. .423 -.292 .489 -.091

Component Correlation Matrix Between Four Factor Solution for STAI State-Anxiety

and CFT Scores for Time 1 (N = 435)

 

Factor 1 Factor 2 Factor 3 Factor 4 CFT

Factor 1 .000 .000 .000 .162

Factor 2 ** .411 .000 .000 .004

Factor 3 ** .391 ** .374 .000 .073

Factor 4 ** .591 ** .538 ** .404 .030

CFT -.O67 ** -.137 -.086 * -.104

174



Table 47

Summm of Hierarchical Regi'ession Analysis for STAI State-Anxiety Four-Factor

Solution Predicting CFT Scores at Time (_N_ = 435)

 

 

 

 

Variable B SB B B

Step 1

Handedness 2.382 .097 .051

Sex -.630 -.029 .553

Depression .002 .002 .983

Trait Anxiety -.036 -.O36 .625

Step 2

Handedness 2.484 .101 .041

Sex -.917 -.043 .394

Depression .044 .043 .568

Trait Anxiety .051 .051 .527

Serenity -.022 -.013 .850

Free-Floating Anxiety -.780 -.131 .031

Autonomic Anxiety -.322 -.041 .456

Cognitive Worry -.244 -.O65 .329

Note: g2 = .010 for Step 1; A i? = .036 for Step 2 (ps = .047).

* p < .05.

Excluded Variables in Model 1

Partial

Beta In t S_igz Correlation

Serenity -.078 -1.254 .210 -.O61

Free-Floating Anxiety -.168 -3.06O .002 -.147

Autonomic Anxiety -.086 -1.623 .105 -.079

Cognitive Worry -.135 -2.339 .020 -.113
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INFORMED CONSENT FORM

This is a study of the effects mood on the perception of emotion in normal, healthy

people. It is a “normative study”, which means that we don’t know how normal, healthy people

will respond, and we want you to help us find out. There are no right or wrong ways to respond.

The study will take about twenty minutes to complete. You will receive one-half hour of

research credit (1 research credit) for your participation.

Your record will be kept completely confidential. To ensure this, you will be assigned a

participant identification number, which will be the only way to identify you in any reports about

the study. Only the experimenter will have access to files and lists that can be used to link a

name with a participant number. Any publications resulting from this work will not identify you

by name or in any way that would allow your identity to be discovered.

For this study, you will be asked to complete the following tasks: a subject identification

form, personal information and background questionnaire, handedness questionnaire, several

questionnaires assessing your current and general mood, and a questionnaire asking you to make

choices between several pairs of faces.

A debriefing period will follow your participation in the experiment. Specifically, you

will receive a written brief summary of the nature of the study via E-mail. This summary will

include an overview of the literature, hypotheses being testing, and their predictions. You will

receive one-half hour of credit (1 research point) for your participation. You have the right to

discontinue your participation at any time and for any reason, and to do so without explanation or

penalty. There is also an alternative method of earning extra course credit if you do not wish to

participate in this or other experiments. If you wish to seek this alternative, speak with your

professor for specifics. The assignment may vary from professor to professor, but it is usually to

write a short paper.

If you would like further information regarding your rights as a research participant, you

may contact the Office of the UCRIHS at Michigan State University by telephoning (517) 355-

2180.

After the entire study is completed, if you have any questions or if you want a written

summary of the general results (beyond what you will receive via E-mail), you may contact the

investigators at their university offices.

Lauren Julius Harris, Ph.D. Travis G. Fogel, M.A.

Professor of Psychology Clinical Psychology Doctoral Candidate

 

I have read this consent form, I understand the conditions, and I voluntarily agree to participate in

this study.

 

Participant’s Signature Date
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PARTICIPANT IDENTIFICATION FORM

This is the only form that can identify you by name and can link you to the participant

identification number that has been assigned to you. This page will be removed from the

packet when you turn it in. Only the investigator will have access to this form. To

ensure confidentiality, all other documents you fill out will have only your participation

identification number.

Please print your full name.

Participant name: Identification number:
 

Professor of class for which

you receive research credit:
 

If you would like to receive a written summary of this experiment via E-mail, please

leave your E-Mail address.

E-mail address:
 

At the conclusion of your participation today, we would like to provide you with the

option of signing up for the experiment again—YOU WILL RECEIVE AN

ADDITIONAL RESEARCH CREDIT FOR YOUR PARTICIPATION. Specifically we

would like to test you again in another four weeks. We are interested in determining the

test-retest reliability of the questionnaires you will complete today. Your continued

participation would be greatly appreciated. For your convenience, we will have

numerous dates and times available. These sign-up sheets will only be available at the

conclusion of your participation today— they will be unavailable in class. If you wish to

schedule for an additional credit, we will provide you with a written reminder. In

addition, if you would like a phone call to remind you, we would be happy to do so.

Simply leave your phone number below. Lastly, if you need to reschedule, please call

me. I will be happy to accommodate you.

Phone Number:
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PERSONAL INFORMATION AND BACKGROUND QUESTIONNAIRE

1. What is your age?

2. Are you?

3. What year in school are you in now?

4. What is your academic major?

Male: _ Female: __

 

 

5. Which ethnic/race category best fits you?

 

 

Caucasian: _ Asian: _

African-American: Hispanic: _

Native American:. Other: _ Define:

6. Mark with an ‘X’ the description that best applies to you:

Strongly Moderately Ambidextrous Moderately Strongly

Left-Handed Left-Handed (either-handed) Right-Handed Right-Handed
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For each of the tasks listed below, check the column that corresponds to the hand you

would use to perform that task.

Always Usually Usually Always

Left Left Both Right Right

1 2 3 4 5

Hand Use

1. Write a letter

2. Hammer a nail

3. Throw a ball at a target

4. Unscrew lid of a jar

5. Use knife to cut bread

6. Use tooth brush

7. Hold a match while suiking it

8. Hold a tennis racket
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STATE-TRAIT ANXIETY INVENTORY (STAI)

State Items

I feel calm.

I feel secure.

I am tense.

I feel strained.

I feel at ease.

I feel upset.

I am presently worrying over possible misfortunes.

I feel satisfied.

I feel frightened.

I feel comfortable.

I feel self-confident.

I feel nervous.

I am jittery.

I feel indecisive.

I am relaxed.

I feel content.

I am worried.

I feel confused.

I feel steady.

I feel pleasant.
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21.

22.

23.

24.

25.

26.

27.

28.

29.

30.

31.

32.

33.

34.

35.

36.

37.

38.

39.

40.

STATE-TRAIT ANXIETY INVENTORY (STAI)

Trait Items

I feel pleasant.

I feel nervous and restless.

I feel satisfied with myself.

I wish I could be as happy as others seem to be.

I feel like a failure.

I feel rested.

I am “calm, cool, and collected.”

I feel that difficulties are piling up so that I cannot overcome them.

I worry too much over something that really doesn’t matter.

I am happy.

I have disturbing thoughts.

I lack self-confidence.

I feel secure.

I make decisions easily.

I feel inadequate.

I am content.

Some unimportant thought runs through my mind and bothers me.

I take disappointments so keenly that I can’t put them out ofmy mind.

I am a steady person.

I get into a state of tension or turmoil as I think over my recent concerns and

interests.

188



APPENDIX E

189



 

Circle the number for each statement which best describes how often you

felt or behaved this way— DURING THE PAST WEEK.
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

Occasionally

Rarely or Some or a or a Most or

None of Little of Moderate All of

the Time the Time Amount the Time

(Less than of Time

1 Day) (1-2 Days) (3-4 Days) (5—7 Days)

DURING THE PAST WEEK:

1. I was bothered by things

that usually don’t bother

me ......................................... O l 2 3

2. I did not feel like eating; my

appetite was poor .................. O l 2 3

3. I felt that I could not shake

off the blues even with help

from my familyand friends .. 0 l 2 3

4. I felt I was just as good

as other people ...................... 0 l 2 3

5. I had trouble keeping my

mind on what I was doing ..... 0 l 2 3

6. I felt depressed ...................... 0 1 2 3

7. I felt that everything I did

was an effort ......................... 0 l 2 3

8. I felt hopeful about the

future ..................................... O l 2 3

9. I thought my life had been a

failure .................................... 0 1 2 3

10. I felt fearful ........................... 0 1 2 3

11. My sleep was restless ............ 0 1 2 3

12. I was happy ........................... 0 1 2 3

13. I talked less than usual .......... 0 l 2 3

14. I felt lonely ............................ 0 l 2 3

15. People were unfriendly ......... O l 2 3

16. I enjoyed life ......................... 0 l 2 3

17. I had crying spells ................. O l 2 3

18. I felt sad ................................ O l 2 3

I felt that people disliked

19. me ......................................... 0 1 2 3

20. I could not get “going” ......... 0 1 2 3     
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The Panic and Agoraphobia, or P & A Scale (Bandelow, 1995; Bandelow, Hajak,

Holzrichter, Kunerf, & Rfither, 1995) is a self-report measure that assesses degree of

severity of panic disorder and agoraphobia (Appendix F). The P & A contains 13 items

with 0-4 point scales grouped in five subscales: panic attacks (frequency, severity,

duration), avoidance, anticipatory anxiety, disability (family, social, employment), and

worries about health. The items have high face validity. The total score is obtained by

summing the item scores, while the subscale scores are obtained by averaging the item

scores. Normative data are based on 235 subjects with either panic disorder,

agoraphobia, or both. Reliability of the measure was calculated on the normative sample

of 235 subjects with either panic disorder, agoraphobia, or both. The item-total

correlations were high (between .37 and .70), and Cronbach’s alpha was .88. A principle

component analysis revealed a clear factor structure, with three factors explaining 65.6%

of the variance: agoraphobia/disability, panic, and anticipatory anxiety/worries about

health. As noted earlier, the P & A was not ultimately used in the current study due to

financial constraints. Instead, the COPE (Carver, Scheier, & Weintraub, 1989) was used

to assess approach and withdrawal behavioral tendencies in response to stressfirl

situations (see Results section for a description of this measure).
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We are interested in how people respond when they confront difficult or stressful events in their

lives. There are lots of ways to deal with the stress. This questionnaire asks you to indicate whatm

generally do and feel,. when you experience stressful events. Obviously, different events bring out

somewhat different responses, but think about what you usually do when you are under lots of stress.

Then respond to each of the following items by entering one answer for each statement, using the

response choices listed below. Please try to respond to each item separately in your mindfrom each other

item. Choose your answers thoughtfully, and make your answers as true FOR YOC as you can. Please

answer every item. There are no “right” or “wrong” answers, so choose the most accurate answer for you -

- not what you think “most people” would say or do. Indicate what YOU usually do when YOU

experience a stressful event.

= I usually don’t do thisM

= I usually do this e little bit

= I usually do this a medium amount

= I usually do this a let

 

b
u
m
-
—

 

 

I try to grow as a person as a result of the experience.

I turn to work or other substitute activities to take my mind of things.

_Iget upset and let my emotions out.

I try to get advice from someone about what to do.

I concentrate my efforts on doing something about it.

I say to myself “this isn’t real.”

1mt my trust in God.

I laugh about the situation.

I admit to myself that I can’t deal with it, and quit trying.

I restrain from doinglnyflg too quickly.

 

 

 

 

 

 

 

 

 

 

 

 

I discuss my feelings with someone.

I use alcohol or drugs to make myself feel better.

I get used to the idea that it happened.

I talk to someone to find out more about the situation.

I keep myself from gettiidistracted by other thoughts or activities.

I daydream about things other than this.

_Iget upset, and am really aware of it.

I seek God’s help.

I make a plan of action.

I make jokes about it.

 

 

 

 

 

 

 

 

 

 

 

 

I accept that this has happened and that it can’t be changed.

I hold off doing anything about it until the situation permits.

I try to get emotional support from friends and relatives.

Ifirst give up trying to reach my goal.

I take additional action to try to get rid of the problem.

I try to lose myself for a while by drink'rpg alcohol or taking drugs.

I refuse to believe that it has happened.

I let my feeligs out.

I try to see it in a different light, to make it seem more positive.

I talk to someone who could do something concrete about the problem.
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= I usually don’t do this £11}.

I usually do this a ligle bit

I usually do this a medium amount

= I usually do this a 1m

 

A
W
N
-
—

II

 

 

I sleep more than usual.

 

I try to come up with a strategy about what to do.

 

I focus on dealing with this problem, and if necessary let other things slide a

little.

 

I get sympathy and understanding form someone.

 

I drink alcohol or take drugs, in order to think about it less.

 

I kid around about it.

 

I give up the attempt to get what I want.

 

I look for something good in what is happening.

 

I think about how I might best handle the problem.

 

I pretend that it hasn’t really happened.

 

 

 

I make sure not to make matters worse by acting too soon.

 

I try hard to prevent other things from interfering with my efforts at dealing with

this.

 

_Igo to movies or watch TV, to think about it less.

 

I accept the reality of the fact that it happened.

 

I ask people who have had similar experiences what they did.

 

I feel a lot of emotional distress and I find myself expressing those feelings a lot.

 

I take direct action to get around the problem.

 

I try to find comfort in my religion.

 

I force myself to wait for the right time to do something.
 

I make firn of the situation.

 

 

 

I reduce the amount of effort I’m putting into solving the problem.

 

I talk to someone about how I feel.

 

I used alcohol or drugs to help me get through it.
 

I learn to live with it.

 

I put aside other activities in order to concentrate on this.

 

I think hard about what steps to take.

 

I act as though it hasn’t happened.

 

I do what has to be done, one step at a time.

 

I learn something from the experience.

  I ray more than usual.      
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Approach

Planning

0 I try to come up with a strategy about

what to do.

0 I make a plan of action.

- I think hard about what steps to take.

0 I think about how I might best handle

the problem.

Active Coping

0 I take additional action to try to get rid

of the problem.

- I concentrate my efforts on doing

something about it.

° I do what has to be done, one step at a

time.

0 I take direct action to get around the

problem.

Withdrawal

Behavioral Disengagement

- I give up the attempt to get what I want.

0 I just give up trying to reach my goal.

- I admit to myself that I can’t deal with

it, and quit trying.

0 I reduce the amount of effort I’m

putting into solving the problem.

Denial

- I refuse to believe that it has happened.

- I pretend that it hasn’t really happened.

9 I act as though it hasn’t even happened.

- I say to myself “this isn’t real.”
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Booklet (Circled) A B

FACE PERCEPTION

1997-1998 Michigan State University

Instructions: Turn to the packet that has been provided to you. On each of the following pages you will

see 2 faces arranged one above the other. Your task will be to look at each face by focusing on the nose,

and then decide which face is happier, or, sometimes,, which face is sadder. Circle the letter on your

answer sheet that corresponds to the face you choose.

***********************************************************

1. Which face, A or B, looks happier? A 01' B

2. Which face, A or B, looks sadder? A or B

3. Which face, A or B, looks happier? A 01' B

4. Which face, A or B, looks sadder? A 01' B

5. Which face, A or B, looks happier? A 01' B

6. Which face, A or B, looks sadder? A or B

7. Which face, A or B, looks happier? A 01' B

8. Which face, A or B, looks happier? A or B

9. Which face, A or B, looks happier? A or B

1 0. Which face, A or B, looks sadder? A 01' B

1 1 . Which face, A or B, looks sadder? A 01' B

l 2. Which face, A or B, looks happier? A or B

13. Which face, A or B, looks happier? A or B

14. Which face, A or B, looks sadder? A or B
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15.

16.

17.

18.

19.

20.

21.

22.

23.

24.

25.

26.

27.

28.

29.

30.

31.

32.

33.

34.

35.

36.

37.

38.

39.

40.

Which face, A 01’ B, looks happier?

Which face, A or B, looks happier?

Which face, A or B, looks happier?

Which face, A or B, looks happier?

Which face, A or B, looks happier?

Which face, A or B, looks happier?

Which face, A or B, looks happier?

Which face, A or B, looks happier?

Which face, A or B, looks happier?

Which face, A or B, looks happier?

Which face, A or B, looks happier?

Which face, A or B, looks happier?

Which face, A or B, looks happier?

Which face, A or B, looks happier?

Which face, A or B, looks happier?

Which face, A 01‘ B, looks happier?

Which face, A or B, looks happier?

Which face, A or B, looks happier?

Which face, A or B, looks happier?

Which face, A or B, looks happier?

Which face, A or B, looks happier?

Which face, A or B, looks happier?

Which face, A or B, looks happier?

Which face, A or B, looks happier?

Which face, A or B, looks happier?

Which face, A or B, looks happier?
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AIM QUESTIONNAIRE

DIRECTIONS: The following questions refer to the emotional reactions to typical life-

events. Please indicate how YOU react to these events by placing a number fi‘om the

following scale in the blank space preceding each item. Please base your answers on how

YOU react, not on how you think others react or how you think a person should react.

NEVER

l
—
n
r
—
s
u
-
t

P
t
"
?

13.

14.

15.

16.

17.

18.

P
P
S
F
M
P
P
‘
P
?
‘

ALMOST 0N ALMOST

NEVER OCCASION USUALLY ALWAYS ALWAYS

2 3 4 5 6

When I accomplish something difficult I feel delighted or elated.

When I feel happy it is a strong type of exuberance.

I enjoy being with other people very much.

I feel pretty bad when I tell a lie.

When I solve a small personal problem, I feel euphoric.

My emotions tend to be more intense than those of most people.

My happy moods are so strong that I feel like I’m “in heaven.”

I get overly enthusiastic.

If I complete a task I thought was impossible, I am ecstatic.

My heart races at the anticipation of some exciting event.

Sad movies deeply touch me.

When I’m happy it’s a feeling ofbeing untroubled and content rather

than being zestfill and aroused.

When I talk in front of a group for the first time my voice gets shaky

and my heart races.

When something good happens, I am usually much more jubilant than

others.

My fiiends might say I am emotional.

The memories I like the most are of those of times when I felt content

and peaceful rather than zestful and enthusiastic.

The sight of someone who is hurt badly affects me strongly.

When I’m feeling well it’s easy for me to go from being in a good mood

to being really joyful.
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NEVER

19.

20.

21.

22.

23.

24.

25.

26.

27.

28.

29.

30.

31.

32.

33.

34.

35.

36.

37.

38.

39.

40.

ALMOST ON ALMOST

NEVER OCCASION USUALLY ALWAYS ALWAYS

2 3 4 5 6

“Calm and cool” could easily describe me.

When I’m happy I feel like I’m bursting with joy.

Seeing a picture of some violent car accident in a newspaper makes me

feel sick to my stomach.

When I’m happy I feel energetic.

When I receive an award I become overjoyed.

When I succeed at something, my reaction is calm contentment.

When I do something wrong I have strong feelings of shame and guilt.

I can remain cahn even on the most trying days.

When things are going good I feel “on top of the world.”

When I get angry it’s easy for me to still be rational and not overreact.

When I know I have done something very well, I feel relaxed and

content rather than excited and elated.

When I do feel anxiety it is normally very strong.

My negative moods are mild in intensity.

When I am excited over something I want to share my feelings with

everyone.

When I feel happiness, it is a quiet type of contentment.

My friends would probably say I’m a tense or “high-strung” person.

When I’m happy I bubble over with energy.

When I feel guilty, this emotion is quite strong.

I would characterize my happy moods as closer to contentment than to

joy-

When someone compliments me, I get so happy I could “burst.”

When I am nervous I get shaky all over.

When I am happy the feeling is more like contentment and inner cahn

than one of exhilaration and excitement.
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Figere 1. Neuropsychological Theories of Emotional Processing: The Right Hemisphere

Hypothesis and the Valence Hypothesis
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a. The Right Hemisphere Hypothesis

Left Hemisphere Right Hemisphere

Positive Negative Positive Negative

Interpretation + +

Experience + +

Expression + +

b. The Valence Hypothesis

Left Hemisphere Right Hemisphere

Positive Negative Positive Negative

Interpretation + +

Experience + +

Expression + +
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Figure 2. Heller’s Model (from Heller, 1993; Neuropsychology, 7, p. 477).

209



AROUSAL

DIMENSION

(Right

parieto-

temporal)

High (+)

VALENCE DIMENSION

(Frontal)

Pleasant

Left > Right

\
I

V

L
!

V

 

 

  

 

 

   Anxious Depressed

Unpleasant

Right > Left

210



REFERENCES

211



REFERENCES

Ahem, G. L., Schomer, D. L., Kleefield, J., Blume, H., Cosgrove, G. R., Weintraub, S., &

Mesulam, M. M. (1991). Right hemisphere advantage for evaluating emotional

facial expressions. Cortex 27 193-202.

 

Altshuler, L. L., Devinsky, 0., Post, R. M., & Theodore, W. (1990). Depression,

anxiety, and temporal lobe epilepsy. Archives ofNeurology, 47, 284-288.

American Psychological Association. (1992). Ethical principles ofpsychologists and

code of conduct. American Psychologist, 47, 1597—1611.

Annett, M. A. (1970). The classification ofhand preference by association analysis.

British iogal of Psychology, 61, 303-332.

Annett, M. A. (1972). The distribution ofmanual asymmetry. British Jomal of

Psychology, 63, 343-358.

Bandelow, B. (1995). Assessing the efficacy of treatments for panic disorders and

agoraphobia. H. The panic and agoraphobia scale. International Clinical

Psychopharmacology, 10, 73- 81.

Bandelow, B., Hajak, G., Holzrichter, S., Kunerf, H. J., & Riither (1995). Assessing the

efficacy of treatments for panic disorder and agoraphobia. I. Methodological

problems. International Clinieal Psychopharrnacology, 10, 83-93.

Banich, M. T., Stolar, N., Heller, W., & Goldman, R. B. (1992). A deficit in right-

hemisphere performance after induction of a depressed mood. Neuropsychiati’y,

Neuropsycholegy, and Behavioral Neurqlogy, 5, 20-27.

Benton, A. L. (1980). The neuropsychology of facial recognition. American

PSyehelogiSt, 3;, 176-186.

Benton, A. (1984). Hemispheric dominance before Broca. Neuropeychologie, 22, 807-

81 1.

Berger-Gross, P., Bruder, G. E., Quitkin, F., & Goetz, R. (1985). Auditory laterality in

depression: Relation to circadian patterns and EEG sleep. Biologicel Peycip'am,

29, 611-622.

Borod, J. C. (1992). Interhemispheric and intrahemispheric control of emotion: A focus

on unilateral brain damage. Journal of Consulting and Clinical Psychelogy, 60,

339-348.

212

 



Borod, J., & Caron, H. S. (1980). Facedness and emotion related to lateral dominance,

sex and expression type. Neuropsychologia, 18, 237-241.

Borod, J. C., Caron, H. S., & Koff, E. (1981). Asymmetry of facial expression related to

handedness, footedness, and eyedness: A quantitative study. Cortex 17 381-390.

 

Borod, J. C., Carper, M., Naeser, M., & Goodglass, H. (1985). Left-handed and right-

handed aphasics with left-hemisphere lesions compared on nonverbal measures.

Cortex 21 81-90.

 

Borod, J. C., Koff, E., & White, B. (1983). Facial asymmetry in posed and spontaneous

expressions of emotion. Brain and Cogpition, 2, 165-175.

Borod, J. C., Vingiano, W., & Cytryn, F. (1989). Neuropsychological factors associated

with perceptual biases for emotional chimeric faces. International Journal of

Neuroscience 45 101-110.

 

Bramwell, B. (1899). On “crossed” aphasia and the factors which go to determine

whether the “leading” or “driving” speech-centres shall be located in the left or in

the right hemisphere of the brain. The Lancet 3 1473-1479.

 

Broca, P. (1865). Sur le siege de la faculté du language articulé. Bull de la Société

Anthropologie de Paris, 6, 377-393.

Broclqneier, B., & Ulrich, G. (1993). Asymmetries of expressive facial movements

during experimentally induced positive vs. negative mood states: A video-analytic

study. Cogpition and Emotion, 5, 393-405.

Bruder, G. E., Fong, R., Tenke, C. E., Leite, P., Towey, J. P., Stewart, J. E., McGrath,

P. J., & Quitkin, F. M. (1997). Regional brain asymmetries in major depression

with or without an anxiety disorder: A quantitative study. Biological Psychiat_ry,

fl, 939-948.

Bruder, G. E., Quitkin, F. M., Stewart, J. W., Martin, C., Vohnaier, M. M., & Harrison,

W. M. (1989). Cerebral laterality and depression: Differences in perceptual

asymmetry among diagnostic subtypes. Journal ofAbnormal Psychology, 98, 177-

1 86.

Bruder, G., Sutton, 8., Berger-Gross, P., Quitkin, F., & Davies, S. (1981). Lateralized

auditory processing in depression: Dichotic click detection. Psychiam Research,

1, 253-266.

Bryden, M. P., Free, T., Gagné, S., & Groff, P. (1991). Handedness effects in the

detection of dichotically-presented words and emotions. Cortex, 27, 229-235.

213



Buck, R., & Duffy, R. J. (1980). Nonverbal communication of affect in brain damaged

patients. Cogex, 16, 351-362.

Bulman-Fleming, M. B., & Bryden, M. P. (1994). Simultaneous verbal and affective

laterality effects. Neuropsychologia, 32, 787-797.

Carnpell, R. (1979). Left-handers’ smiles: Asymmetries in the projection ofa posed

expression. Cortex 15 571-579.

 

Carlson, D. F., & Harris, L. J. (1985). Perception ofpositive and negative emotion in

free viewing of asymmetrical faces: Sex and handedness effects. Paper presented at

the Annual Meeting of the International Neuropsychological Society, San Diego,

CA. (Abstract published in The Bulletin of the International Neuropsychological

Society. Nov., p. 9)

Carmon, A., & Nashshon, I. (1973). Ear asymmetry in perception of emotional and

nonverbal stimuli. Acta Physiologice, 37, 351-357.

Carter, W. R., Johnson, M. C., & Borkovec, T. D. (1986). Worry: An electrocortical

analysis. Advances in Behavioral Research and Therapy, 8, 193-204.

Carver, C. S., Scheier, M. F., & Weintraub, J. K. (1989). Assessing Coping strategies:

A theoretically based approach. Journal of Personality and Social Psychology, 56,

267-283.

Cemacek, J. (1992). Attention and emotion in relation to the functional asymmetry

(dominance) of the hemisphere. Studia Psychologica, 34, 1-14.

Chaplin, W. F. (1984). State-Trait Anxiety Inventory. In D. J. Keyser & R. C.

Sweetland (Eds.), Test Critiques, Volme 1 (pp. 626-632). Missouri: Test

Corporation of America.

Chaurasia, B. D., & Goswami, H. K. (1975). Function asymmetry in the face. Acta

Anatomice, 91, 154-160.

Coffey, C. E. (1987). Cerebral laterality and emotion: The neurology of depression.

Comprehensive Psychiafl, 28, 197-219.

Dalin, O. (1745), cited in Benton, A. L., & Joynt, R. J. (1960). Early descriptions of

aphasia. Archives ofNeurology, 3, 205-222.

Davidson, R. J. (1984). Affect, cognition, and hemispheric specialization. In C. E.

Izard, J. Kagan, & R. B. Zajonc (Eds), Emotions, cogpitioti, and behavior (pp.320-

365). Cambridge, England: Cambridge University Press.

214



Davidson, R. J. (1992a). Anterior cerebral asymmetry and the nature of emotion. Biain

and Cogpition, 20, 125-151.

Davidson, R. J. (1992b). Prolegomenon to the structure of emotion: Glearrings from

neuropsychology. Cogiiition & Emotiop, S, 245-268.

Davidson, R. J. (1992c). Emotion and affective style: Hemispheric substrates.

Psychological Science 3 39-43.

 

Davidson, R. J. (1993). Parsing affective space: Perspectives from neuropsychology

and psychophysiology. Neuropsychology, 7, 464-475.

Davidson, R. J. (1993a). Cerebral asymmetry and emotion: Conceptual and

methodological conundrums. Special Issue: Neuropsychological perspectives on

emotion. Cognition é: Emotion, 7, 115-138.

Davidson, R. J. (1994). Asymmetric brain function, affective style, and

psychopathology: The role of early experience and plasticity. Development Q

Psychopathology, 6, 741-758.

Davidson, R. J., Chapman, J. P., & Chapman, L. J. (1987). Task-dependent EEG

asymmetry discriminates between depressed and non-depressed subjects.

Psychophysiology, 24, 585.

Davidson, Donzella, and Dottl (1994) Individual differences in anterior brain asymmetry

predict persistence of emotion-modulated startle. Manuscript in preparation.

Davidson, R. J., Ekman, P., Saron, C. D., Senulis, J. A., & Friesan, W. V. (1990).

Approach-withdrawal and cerebral asymmetry: Emotional expression and brain

physiology 1. ioumal of Personalig and Social Psychology, 58, 230-241.

Davidson, R. J., & Fox, N. A. (1989). Frontal brain asymmetry predicts infants’

response to maternal separation. ioumal of Abnermal Psychology, 9S, 127-131.

Davidson, R. J., & Fox, N. A. (1982). Asymmetrical brain activity discriminates

between positive and negative affective stimuli in human infants. Science, 218,

1235-1237.

Davidson, R. J., Henriques, J. A., Tomarken, A. J., & Marshal], J. (1994). While a

phobic waits: Changes in brain electrical activity during the anticipation ofmaking

a public speech in social phobics. Manuscript in preparation.

Davidson, R. J., Schaffer, C. E., Saron, C. (1985). Effects of lateralized presentation of

faces on self-reports of emotion and EEG asymmetry in depressed and non-

depressed subjects. Psychophysiology, 22, 353-364.

215



Davidson, R. J., & Schwartz, G. E. (1976). Patterns of cerebral lateralization during

cardiac biofeedback versus the self-regulation of emotion: Sex differences.

Psychophysiology, 13, 62-68.

Davidson, R. J., Schwartz, G. E., Saron, C., Bennett, J., & Goldman, D. J. (1979).

Frontal vs. parietal EEG asymmetry during positive and negative affect [Abstract].

Psychophysiology, 16, 202-203.

Deglin, V. L., & Nikolaenko, N. N. (1975). Role of the dominant hemisphere in the

regulation of emotional states. Human Physiology, 1, 394-402.

DeKosky, S., Heilman, K. M., Bowers, D., & Valenstein, E. (1980). Recognition and

discrimination of emotional faces and pictures, Brain and Language, 2, 206-214.

Devins, G. M., & Orme, C. M. (1985). Center for Epidemiologic Studies Depression

Scale. In D. J. Keyser & R. C. Sweetland (Eds), Test Critiques, Volume H (pp.

144-160). Missouri: Test Corporation of America.

De Renzi, E. (1982). Disorders of Space expleration and cogpition. NY: Wiley.

DeWit, H., & Griffiths, R. R. (1991). Testing the abuse liability of anxiolytic and

hypnotic drugs in humans. Drug and Alcohol Dependence, 28, 83-111.

Dimond, S., & Fanington, L. (1971). Emotional response to films shown to the right

and left hemisphere of the brain measured by heart rate. Aeta Psycholegice, 41,

255-260.

Dimond, S. J., Farrington, L., and Johnson, P. (1976). Differing emotional response

from right and left hemispheres. Nature 41 255-260.

 

Dopson, W. G., Beckwitlr, B. E., Tucker, D. M., & Bullard-Bates, P. C. (1984).

Asymmetry of facial expression in spontaneous emotion. Cortex, 20, 243-251.

Duda, R., & Brown, J. (1984). Lateral asymmetry ofpositive and negative emotions.

Cortex, 20, 253-261.

Eckrnan, P., Hagar, J. C., & Friesan, W. V. (1981). The symmetry of emotional and

deliberate facial actions. Psychophysiology, IS, 101-106.

Everhart, D., Harrison, D. W., & Crews, W. D. (1996). Hemispheric asymmetry as a

function ofhandedness: Perception of facial affect stimuli. Perc tual an Motor

Skills, S2, 264-266.

Eysenck, M. W. (1992). Anxiety: The cogm'tive peiepeetive. Hillsdale, NJ: Erlbaum.

216



Finney, J. C. (1985). Anxiety: Its measurement by objective personality tests and self-

report. In A. H. Tuma & J. Maser (Eds), Anxiety and the anxith giisorders (pp.

645-673). Hillsdale, NJ: Erlbaum.

Flor-Henry, P., Koles, Z. J., Howarth, B. G., & Burton, L. (1979). Neurophysiological

studies of schizophrenia, mania and depression. In J. Gruzelier & Flor-Henry (Eds)

Hemispheric asymmetries of function in psychopatholegy. New York: Elsevier

North-Holland.

Fogel, T. G., & Harris, L. J. (1998). Do unilateral right and left facial contractions

induce positive and negative emotions? A further test of Schiff and Lamon’s

(1989) hypothesis. Manuscript in preparation.

Fredrikson, M., Gustav, W., Greitz, T., Eriksson, L., Stone-Elander, S., Ericson, K., &

Sedvall, G. (1993). Regional blood flow during experimental phobic fear.

Psychephysiology, SO, 126-130.

French, C. C. & Richards, A. (1990). The relationship between handedness, anxiety, and

questionnaire response patterns. British ioumal of Psychology, 81, 57-61.

Gainotti, G. (1969). Reactions “catotrophiques” et manifestations d’indifference au

cours des atteintes cerebrias. Neuropsychologia, 7, 195-204.

Gainotti, G. (1972). Emotional behavior and hemispheric side of lesion. 99.11%..8.

41-55.

Goldstein, K. (1939). The organism: A holistic approach to biology derived from

patholegical data in data. New York: American Book Company.

Gilbert, C., & Bakan, P. (1973). Visual asymmetry in the perception of faces.

Neuropsyehelogie, 11, 355-362.

Goodglass, H., & Kaplan, E. (1972). The assessment of aphasia and related eiserders.

Philadelphia: Lea and Febiger.

Green, J., Morris, R. D., Epstein, C. M., West, P. D., & Engler, H. F. J. (1992).

Assessment of the relationship of cerebral hemisphere arousal asymmetry to

perceptual asymmetry. Brain _arid Cogm'tion, 29, 264-279.

Gur, R. C., Skolnick, B. E. W., & Gur, R. E. (1994). Effects of emotional discrimination

tasks on cerebral blood flow: Regional activation and its relation to performance.

Brain and Cogpip'on, 25, 271-286.

Haggard, M. P., & Parkinson, A. M. (1971). Stimulus and task factors as determinants

of ear advantages. Quarterly Journal of Experimental Psychology, 23, 168-177.

217



Hagstadius, S., & Risberg, J. (1989). Hyperfrontality ofrCBF related to anxiety in

normals. Journal of Cetebrel Blood Flow end Metabolism, 2, 332.
 

Harburg, E., Roeper, P., Ozgoren, F., & Feldstein, A. M. (1981). Handedness and

temperament. Perceptual and Motor Skills, 52, 283-290.

Harris, L. J. (1980). Which hand is the ‘eye’ of the blind? A new look at an old

question. In Herron, J. (Ed.), Neuropsychology of left-handedness (303-329). NY:

Academic Press.

Harris, L. J. (1992). Left-handedness. In I. Rapin, & S. J. Segalowitz (Eds.), Bandbook

of neuropsychology, child neuropsychology, Vol. 6, Section 10, Part 1 (pp. 145-

208) (Series editors: F. Boller & J. Grafinan). Amsterdam: Elsevier Science

Publishers B. V.

Harris, L. J., & Carlson, D. F. (1993). Hand preference for visually-guided reaching in

human infants and adults. In Ward, J. P., & Hopkins, W. D. (Eds.) Primate

lateralig: Current behavioral evidence ofprimate asmetries (pp. 285-305). New

York: Springer-Verlag.

Harris, L. J., & Snyder, P. J. (1992). Subjective mood state and perception of emotion in

chimeric faces. Cortex 28 471-581.

 

Hécaen, H., Angelergues, R. (1962). L’aphasie, l’apraxie, l’agnosie chez les gauchers:

Modailités et fiéquence des troubles selon l’hémisphere atteint. Revue

Neurologique, 106, 510-516.

Hécaen, H., De Agostini, M., & Monzon-Montes, A. (1981). Cerebral organization in

left-handedness. Brain and Language, 12, 261-284.

Hécaen, H., & Sauget, J. (1971). Cerebral dominance in left-handed participants.

Cortex, 7, 19-48.

Heilman, K. M., Chatterjee, A., & Doty, L. C. (1995). Hemispheric asymmetries of

near-far spatial attention. Neuropsychology, 9, 58-61.

Heihnan, K. M., Scholes, R., Watson, R. T. (1975). Auditory affective agnosia:

Disturbed comprehension of affective speech. Journal ofNeurolegy, Neurosurge_ry,

and Psychiat_ry, 38, 69-72.

Heihnan, K. M., Schwartz, H., & Watson, R. T. (1978). Hypoarousal in patients with the

neglect syndrome and emotional indifference. Neurology (Minneapolis), 28, 660-

664.

218



Heihnan, K. M., & Van den Abell, T. (1980). Right henrisphere dominance in attention:

The mechanism underlying hemispheric asymmetries of inattention (neglect).

Neurology, 30, 327-330.

Heilman, K. M., Watson, R. T., & Valentstein, E. (1985). Neglect and related disorders.

In K. M. Heilman & E. Valenstein (Eds.), Clinical neuropsychology (pp.243-295).

New York: Oxford University Press.

Heller, W. (1990). The neuropsychology of emotion: Developmental patterns and

implications for psychopathology. In N. Stein, B. L. Leventhal. & T. Trabasso

(Eds.), Psychological and biological approachee to emotion (pp. 167-211).

Hillsdale, New Jersey: Erlbaum.

 

Heller, W. (1993). Neuropsychological mechanisms of individual differences in

emotion, personality, and arousal. Neuropsychology, 7, 476-489.

Heller, W., Etienne, M. A., Miller, G. A. (1995). Patterns ofperceptual asymmetry in

depression and anxiety: Implications for neuropsychological models of emotion

and psychopathology. Journal ofAbnormel Psychology, 194, 327-333.

Heller, W., & Levy, J. (1981). Perception and expression of emotion in right-handers

and left-handers. Neuropsychologia, 19, 263-272.

Heller, W., Lindsay, D. L., Metz, J., & Farnum, D. M. (1991). Individual differences in

right-hemisphere activation associated with arousal and autonomic responses to

lateralized stimuli [Abstract]. Jeumal of Clinical and Experimental

Neuropsyehology, 13, 95.

Heller, W., & Nitschke, J. B. (1997). Regional brain activity in emotion: A framework

for understanding cognition in depression. Cogtp'tion and Emotiop, 11, 637-661.

Heller, W., & Nitschke, J. B. (1997). The puzzle ofregional brain activity in depression

and anxiety: The importance of subtypes and commorbidity. Cegm'tiopfl

Emotion (manuscript in press).
 

Hellige, J. B., Bloch, M. I., Cowin, E. L., Eng, T. L., Eviatar, Z., & Sergent, V. (1994).

Individual variation in hemispheric asymmetry: Multitask study of effects related to

handedness and sex. Jeumg ot Expep'ipental Psycholegy: General, 12;, 235-256.

Henriques, J. B., & Davidson, R J. (1990). Regional brain electrical asymmetries

discriminate between previously depressed and healthy control subjects. Journal of

Abnormal Psychology, 99, 122-131.

Henriques, J. B., & Davidson, R. J. (1991). Left frontal hypoactivation in depression.

Journal ofAbnormal Psychology, 100, 535-545.

219



Hicks, R. A. & Pellegrini, R. J. (1978). Handedness and anxiety. Cortex, 14, 119-121.

Hoptrnan, M., Levy, J. (1988). Perceptual asymmetries in left- and right-handers for

cartoon and real faces. Brain and Cogpition, 8, 178-188.

Hugdahl, K., Iversen, P. M., & Johnsen, B. H. (1993). Laterality for facial expressions:

Does the sex of the subject interact with the sex of the stimulus face? Cortex, 29,

325-331.

Hughlings-Jackson, J. (1879). On affections of speech from disease of the brain. In J.

Taylor (Ed). Selected writings of John Hughlings-Jackson, (vol. 2, pp. 171-204).

London: Hodder & Stoughton.

Ingram, T. T. S., & Reid J. F. (1956). Developmental aphasia observed in a department

of child psychology. Archives of Diseases of Childhood, 31, 161-172.

Jaeger, J., Borod, J. C., & Preselow, E. D. (1987). Depressed patients have atypical

hemispace biases in the perception of emotional chimeric faces. Jomal ef

Abnormal Psychology, 96, 321-324.

Johnson, 0., & Crockett, D. (1982). Changes in perceptual asymmetries with clinical

improvement of depression and schizophrenia. Journal ofAbnormal Psychology,

9_1,_45-54.

Kang, Y., & Harris, L. J. (1992, May). The factorial Strueture ofhuman handednese: A

normative study ofAmerican college stpdents. Paper presented at the Third Annual

Meeting ofTENNET, Montreal, Quebec.

Karlin, R., Weinapple, M., Rochford, J., & Goldstein, L. (1978). Quantitative EEC

features ofnegative effective states: Report of Some hypnetie §11Ldies. Paper

presented at the Society of Biological Psychiatry, Atlanta, Georgia.

 

Kim, H., & Levine, S. C. (1991). Inferring patterns ofhemispheric specialization for

individual subjects from laterality data: A two-task criterion. Neurepsyehologie,

22, 93-105

Kolb, B., & Milner, B. (1981). Observations on spontaneous facial expression after focal

cerebral excisions and after intracaratid injection of sodium arnytal.

Neuropsyepelegign 12, 505-514.

Kolb, B., Milner, B., & Taylor, L. (1983). Perception of faces by patients with localized

cortical excisions. Canadig Journal of Psychology, 37, 8-18.

Kolb, B., & Taylor, L. (1981). Affective behavior in patients with localized cortical

excisions: Role of lesion site and side. Science, 214, 89-91.

220



Kop, W. J., Merckelbach, H., & Muris, P. (1991). Unilateral contraction of facial

muscles and emotion: A failed replication. Cortex, 27, 101-104.

Kop, W. J., Merckelbach, H., & Muris, P. (1993). Unilateral contraction and induction

of emotion: A reply to Schiff and Lamon. Cortex, 22, 553-554.

Kronfol, Z., Harnsher, K., Digire, K., & Waziri, R. (1978). Depression and hemispheric

functions: Changes associated with unilateral ECT. British Journal ofPsychiam,

132, 560-567.

Ladavas, E., Nicoletti, R., Umilta, C., & Rizzolatti, G. (1984). Right hemisphere

interference during negative affect: A reaction time study. Nemopsychologi; 22,

479-485.

Lang, P. J. (1985). The cognitive psychophysiology of emotion: Fear and anxiety. In |

A. H. Tuma & J. D. Maser (Eds.), Anxiety and the anxiegt disordeg (pp.131-170).

Hilldale, New Jersey: Erlbaum.

Lang, P. J. (1985). The emotion probe: Studies of motivation and attention. American

Psychologist, 50, 372-385.

Lang, P. J., Bradley, M. M.,, Cuthbert, B. N. (1990). Emotion, attention, and the startle

reflex. Psychqlogical Review, 27, 377-398.

Larsen, R. J. (1984). Theory and measurement of affect intensity as an individual

difference characteristic. Dissertation Abstracte Intematienal, SS, 2297B.

(University Microfihns No. 84-22112).

LeDoux, J. E. (1987). Emotion. 1n V. B. Mountcastle (Ed), Handbook ofphysiology:

Vel. V. Higher functions of the hrain, part I (pp. 419-459). Bethesda, Maryland:

American Physiological Association.

Levene, H. (1960). Robust tests for equality of variance. In I. Olkin (Ed), Contributions

to probability and statistics (pp. 278-292). Palo Alto, CA: Stanford University

Press.

Levine, S. C., & Levy, J. (1986). Perceptual asymmetry for chimeric faces across the

life Span.W291-306.

Levy, J. (1982). Handwriting posture and cerebral organization: How are they related?

Peychelogical Btilletin, 91, 589-608.

Levy. J. (1990, February). Discussant comments. In W. Heller & R. J. Davidson

(Chairs), The neurepsychology ofmoegi. Symposium conducted at the International

Neuropsychological Society, Orlando, FL.

221



Levy, J., Heller, W., Banich, M. T., & Burton, L. A. (1983a). Asymmetries of

perception in free viewing of chimeric faces. Brain and Cognition, 2, 404-419.

Levy, J ., Heller, W., Banich, M. T., & Burton, L.A. (1983b). Are variations among

right-handed individuals in perceptual asymmetries caused by characteristic arousal

differences between hemispheres? Journal of Experimental Peychology: Human

Perception and Performance, 9, 329-359.

Levy, J., & Reid, M. (1976). Variations in writing posture and cerebral organization.

Science, 194, 337-339.

Levy, J., & Reid, M. (1978). Variations in cerebral organization as a function of

handedness, hand posture, in writing, and sex. Joumal of Experimental

Psychology: General, 107, 119-144.

Ley, R. G., & Bryden, M. P. (1982). Hemispheric differences in processing emotions

and faces. Brain and Cogm'tion, 7, 127-138.

Liotti, M., Sava, D., Rizzolatti, G., & Caffarra, P. (1991). Differential hemispheric

asymmetries in depression and anxiety: A reaction-time study. Biolegical

Psychiam, 29, 887-899.

Lubin, B. (1994). State Trait-Depression Agijective Checklists. Odessa, FL:

Psychological Assessment Resources, Inc.

Luh, K. E., Reid, J., & Levy, J. (1994). Left- and right-handers see people differently:

Free-vision perceptual asymmetries for chimeric stimuli. Brain and Cogm'tien, 25,

141-160.

Luria, A. R. (1973). The working brain. New York: Basic Books.

Luys, J. (1890). The brain and its functions. New York: D. Appleton and Company.

MacLeod, C. (1990). Mood disorders and cognition. In M. W. Eysenck (Ed), Cogm'tive

psychology: An international review (pp. 9-56). Chichester, UK: Wiley.

Mathews, A., & MacLeod, C. (1994). Cognitive approaches to emotion and emotional

disorders. Annual Review ofPsychology, 45, 25-50.
 

McFarland, R. A., & Kennison, R. (1989). Handedness affects emotional valence

asymmetry. Perceptual and Motor Skills, 68, 435-441.

McGlone, J., & Davidson, W. (1973). The relation between cerebral speech laterality

and spatial ability with special reference to sex and hand preference.

Neuropeyehelogie, 11, 105-113.

222



McIntosh, D. N. (1996). Facial feedback hypotheses: Evidence, implications, and

directions. Motivation and Emotion 20 121-147.

 

McLaren, J., & Byron, S. (1987). Hemispheric asymmetry in the perception of

emotional and neutral faces. Neuropsychologia, 23, 645-654.

McNair, D. M., Lorr, M., & Droppleman, L. F. (1981). EITS Manual for the Profile of

Mood States. San Diego, CA: Educational and Industrial Testing Service.

McNally, R. J. (in press). Information-processing abnormalities in anxiety disorders:

Implications for cognitive neuroscience. Cogm'tion and Emotion.

Mecacci, L., & Spinelli, D. (1987). Hemispheric asymmetry of pattern reversal visual

evoked potentials in healthy participants. International Journal ofNeuroscience, 4,

325-328.

Mendolia, M., & Kleck, R. E. (1991). Watching people talk about their emotions:

Inferences in response to full-face vs. profile expressions. Motivation and

Behavior 15 229-242.

 

Molina, S., & Borkovec, T. D. (1994). The Penn State Worry Questionnaire:

Psychometric properties and associated characteristics. In G. V. L. Davey & F.

Tallis (Eds.), Womh'ng: Perspectives on theom, assessment and treatment (pp. 265-

283). Chichester, UK: John Wiley & Sons Ltd.

Moretti, M. M., Charlton, S., & Taylor, S. (1996). The effects ofhemispheric

asymmetries and depression on the perception of emotion. Brain and Cogm'tion, 32,

67-82.

Morrison, J. M., Molliver, M. E., & Grzanna, R. (1979). Noradrenergic innervation of

cerebral cortex: Widespread effects of local cortical lesions. Science, 205, 313-

316.

Morrow, L., Urtunski, P. B., Kim, Y., & Boller, F. (1981). Arousal responses to

emotional stimuli and laterality of lesion.W65-72.

Moscovitch, M., & Olds, J. (1982). Asymmetry in spontaneous facial expression and

their possible relation to hemispheric Specialization. Neuropsychologie, 20, 71-81.

Mueller, J. H., Grove, T. R., & Thompson, W. B. (1993). Test anxiety and handedness.

Bulletin of the Peychonomie Socieg, 31, 461-464.

Natale, M., Gur, R. E., & Gur, R. C. (1983). Hemispheric asymmetries in processing

emotional expressions. Neuropsychologia, 21, 555-565.

Naventeur, J., Roy, J. C., Ovelac, E., & Steinling, M. (1992). Anxiety, emotion, and

cerebral blood flow. International a P cho h siolo 13 137-146.

223



Oldfield, R. C. (1971). The assessment and analysis of handedness: The Edinburgh

inventory. Neuropsychologip, 9, 97-113.

Orme, J. E. (1965). The relationship of obsessional traits to general emotional

instability. British Journal of Medical Psychology, 38, 269-271.

Orme, J. E. (1970). Left-handedness, ability, and emotional stability. British Journal of

Social and Clinical Psychology, 9, 87-88.

Otto, M. W., Yeo, R. A., & Dougher, M. J. (1987). Right hemisphere involvement in

depression: Toward a neuropsychological theory of negative affect experiences.

Biological Psychiah'y, 22, 1201-1215.

Penfield, W., & Roberts, L. (1959). Speech and brain mechanisms. Princeton: Princeton

University Press.

Peters, M. (1990). Phenotype in normal left-handers: An understanding ofphenotype is

the basis for understanding mechanism and inheritance of handedness. In Coren, S.

(Ed), Left-handedness Amsterdam: Elsevier.

 

Peters, M., & During, B. (1979). Left-handers and right-handers compared on a motor

task. Journal of Motor Behavior 11 103-111.

 

Peters, M., & Servos, P. (1989). Performance of subgroups of left-handers and right-

handers. Canadian Journal ofPsychology, 43, 341-358.

Ponton, C. W. (1987). Enhanced articulatory speech in ambidexters. Neuropsychologia,

2_5_, 305-311.

Provins, K. A., & Magliaro, J. (1989). Skill, strength, handedness, and fatigue. Journal

ofMotor Behavior 21 113-121.

 

Radloff, L. S. (1977). The CES-D Scale: A new self-report depression scale for

research in the general population. Applied Psychological Measurement , l, 385-

401.

Rasmussen, T., & Milner, B. (1977). The role of early left-brain injury in determining

lateralization of cerebral speech function. Annuals oi the New York Academy of

Science, 299, 328-354.

Reiman, E. M., Raichle, M. E., Butler, F. K., Herscovitch, P., & Robins, E. (1984). A

focal brain abnormality in panic disorder, a severe form of anxiety. Nature 310

683-685.

 

Reiman, E. M., Fusselrnan, M. J., Fox, P. T., & Raichle, M. E. (1989). Neuroanatomical

correlates of anticipatory anxiety. Science, 24;, 1071-1074.

224

 



Reuter-Lorenz, P. A., & Davidson, R. J. (1981). Differential contributions of the two

hemispheres to the perception ofhappy and sad faces. Neuropsychologice, 19, 609-

613.

Reuter-Lorenz, P. A., Givis, R. P., & Moscovitch, M. (1983). Hemispheric

specialization and the perception of emotion: Evidence from right-handers and from

inverted and non-inverted left-handers. Neuropsychologia, 21, 687-692.

Renter-Lorenz, P. A., Kinsboume, M., & Moscovitch, M. (1990). Hemispheric control

for spatial attention. Brain and Cognition, 12, 240-266.

Robinson, R. G., Kubos, K. G., Starr, L. B., Rao, K., & Price, T. R. (1984). Mood

disorders in stroke patients: Importance of lesion location. Brain 107 81-93.

 

Robinson, R. G., Lipsey, J. R., Bolla-Wilson, K., Bolduc, P. L., Pearlson, G. D., Rao, K.,

& Price, T. R. (1985). Mood disorders in left-handed stroke patients. American

Journal ofPsychiamt, 142, 1424-1429.

Rodriguez, G., Cogorno, P., Gris, A., Marenco, S., Mesiti, C., Nobili, & Rosadini, G.

(1989). Regional cerebral blood flow and anxiety: A correlation study in

neurologically normal patients. Journal of Cerebral Blood Flow and Metabolism, 9,

410-416.

Ross, E. D., & Mesulam, M. M. (1979). Dominant speech functions of the right

hemisphere? Prosody and emotional gesturing. Archives ofNeurology, 39, 144-

148.

Rossi, G. F., & Rosadini, G. (1967). Experimental analysis of cerebral dominance in

man. In F. L. Darley (Ed), Brain mechanisms derl ' eech an lan

(pp. 167-184). NY: Grune & Stratton.

Rubin, D. A., & Rubin, R. T. (1980). Differences in asymmetry of facial expression

between right- and left-handed children. Neuropsychologie, 18, 373-377.

Russell, J. A. (1980). A circumplex model of affect. Journal of Personaligt and Social

Psychology, 39, 1161-1178.

Sackeim, H., Decina, P., Epstein, D., Bruder, G. E., & Malitz, S. (1983). Possible

reversed affective lateralization in a case ofbipolar disorder. American Jeurnal of

Psychiat_ry, 140,1191-1193.

Sackeim, H., Greenberg, M. S., Weimen, A. L., Gur, R. C., Hungerbuhler, J. P., &

Geshwind, N. (1982). Hemispheric asymmetry in the expression ofpositive and

negative emotions: Neurologic evidence. Archives efNemplqu, 32, 210-218.

225



Sackeim, H. A., & Gur, R. C. (1978). Lateral asymmetry in the intensity of emotional

expression. Neuropsychologia, 16, 473-481.

Sackeim, H. A., Gur, R. C., & Saucy, M. C. (1978). Emotions are expressed more

intensely on the left side of the face. Science, 202, 434-436.

Sackeim, H. A., Portnoy, S., Decina, P., Molitz, S., Warmflash, V., Vingiano, W. A., &

Yudofsky, S. C. (1983). Left-side visual neglect in ECT patients.

Psychopharmacology Bulletin, 19, 83-85.

Satz, P., & D’Elia, L. (1989). The Pin Test. Odessa, FL: Psychological Assessment

Resources.

Schaffer, C. B, Davidson, R. J., & Saron, C. (1983). Frontal and parietal EEG

asymmetries in depressed and non-depressed subjects. Biological Psychology, 18,

753-762.

Schiff, B. B., Esses, V. M., & Lamon, M. (1992). Unilateral facial contractions produce

mood effects on social cognitive judgements. Cegm'tion mid Emeh'ep, p, 357-368.

Schiff, B. B., & Gagliese, L. (1994). The consequences of experimentally induced and

chronic unilateral pain: Reflections of hemispheric specialization of emotion.

Cortex, 30, 255-267.

Schiff, B. B., & Lamon, M. (1989). Inducing emotion by unilateral contraction of facial

muscles: A new look at hemispheric specialization and the experience of emotion.

Neuropsyehologia, 27, 923-935.

Schiff, B. B., & Lamon, M. (1993). Unilateral contraction of facial muscles do effect

emotion: A “failed replication’s” failure to perform a replication. Certex, 29, 549-

55 1 .

Schiff, B. B., & Lamon, M. (1994). Inducing emotion by unilateral contraction ofhand

muscles. Cortex, 30, 247-254.

Schiff, B. B., & MacDonald, B. (1990). Facial asymmetries in the spontaneous response

to positive and negative emotional arousal. Nepmpsychologie, 28, 777-785.

Schiff, B. B., & Rump, S. A. (1995). Asymmetrical hemispheric activation and emotion:

The effects of unilateral forced nostril breathing. Brain and Cogm'tioh, 22, 217-231.

Schiff, B. B., & Truchon, C. (1993). Effect of unilateral contractions ofhand muscles on

perceiver biases in the perception of chimeric and neutral faces. Neurqpeychelegim

3_1_, 135 1-1365.

226



Schwartz, G. B, Davidson, R. J., & Maer, F. (1975). Right hemisphere lateralization for

emotion in the human brain: Interactions with cognition. Science, 190, 286-288.

Segalowitz, S. J ., & Bryden, M. P. (1983). Individual differences in hemispheric

representation of language. In S. J. Segalowitz (Ed), Langpage functiens mg hrain

erganization (pp. 341-372). New York: Academic Press.

Silberman, E. K., & Weingartner, H. (1986). Hemispheric lateralization of firnctions

related to emotions. Brian and Cogm'tion, 5, 322-353.

Smith, B. D., Kline, R., & Meyers, M. (1990). The differential hemispheric processing

of emotion: A comparative analysis in strongly-lateralized sinistrals and dextrals.

International Journal ofNeuroscience, S0, 59-71.

Smokler, I. A., & Shevrin, I. (1979). Cerebral lateralization and personality style.

Archives of General Psychiamy, 36, 949-954.

Snyder, P. J., & Harris, L. J. (1991, February). Consistent and inconsistent left-

handedness in college students: Incidence and relation to sex, familial sinistralig,

and spatial skill. Poster presentation for the International Neuropsychological

Society. San Antonio, TX.

Snyder, P. J ., Novelly, R. A., & Harris, L. J. (1990). Mixed speech dominance in the

intracarotid arnytal procedure: Validity and criteria issues. Joumel ef Clim''eel m4

Experimmtal Neuropsyehology, 12, 629-643.

Spielberger, C. D. (1968). Self-evaluation questionnaire. STAI From X-2. Palo Alto,

CA: Consulting Psychologists Press.

Starkstein, S. E., & Robinson, R. G. (1988). Lateralized emotional response following

stroke. In M. Kinsboume (Ed), erebral hemis h tion in ression (pp.

25-47). Washington DC: American Psychiatric Press, Inc.

Strauss, E., & Moscovitch, M. (1981). Perception of facial expressions. Brain and

Lam—:U—aggil. 308-332.

Taylor, J. A. (1953). A personality scale of manifest anxiety. Jeumal efAbnormal mid

Social Psychology, 4S, 285-290.

Terzian, H. (1964). Behavioral and EEG effects of intracarotid sodium arnytal injection.

Acta Neurochirugice, 12, 230-239.

Tomarken, A. J., & Davidson, R. J. (1994). Frontal brain activation in repressors and

nonrepressors. Jeumal efAhnormal Psychology, IQ}, 339-349.

227



Tomarken, A. J., Davidson, R. J., & Henriques, J. B. (1990). Resting frontal brain

asymmetry predicts affective responses to films. Journal ofPersonaligt and Social

Psychology, 59, 791-801.

Tomarken, A. J., Davidson, R. J., Wheeler, R. E., & Doss, R. C. (1992). Individual

differences in anterior brain asymmetry and fundamental dimensions of emotion.

Journal of Bersonality and Social Psychology, 62, 676-687.

Tucker, D. M., & Dawson, S. L. (1984). Asymmetric EEG changes as method actors

generated emotions. Biological Psychology, 14, 63-75.

Tucker, D. M., Watson, R. T., & Heilman, K. M. (1977). Discrimination and evocation

of affectively intoned speech in patients with right parietal disease. Neurology, 27,

947-950.

Tzavaras, A. Hécaen, H., Le Bras, H. (1970). Le probléme de la spécificité du deficit de

la reconnaisance du visage humain lors des lesions hémispheriques unilatérales.

Neuropsychelogia, 8, 403-416.

Tzavaras, A. Hécaen, H., Le Bras, H. (1971). Troubles de la reconnaisance du visage

humain et latéralisation hémisphériques lésionnelle chez les sujets gauchers.

Neuropsychologie, 9, 475-477.

Varney, N. R., & Benton, A. L. (1975). Tactile perception of direction in relation to

handedness and familial handedness. Neuropsychologia, 1;, 449-454.

Wanington, E. K., & Pratt, R. T. C. (1973). Language laterality in left handers assessed

by unilateral E. C. T.. Neuropsychologip, 11, 423-428.

Watson, D., Weber, K., Assenheimer, J. S., Clark, L. A., Strauss, M. E., & McCormick,

R. A. (1995). Testing a tripartite model: 1. Evaluating the convergent and

discriminant validity of anxiety and depression symptom states. Journal ef

Abnormal Peychology, 104, 3-14.

Weber, A. M., & Bradshaw, J. L. (1981). Levy and Reid’s neurological model in

relation to writing hand/posture: An evaluation. Psychological Bulletin, 90, 74-88.

Wechsler, D. (1958). The measurement and appraisal of adult intelligence. Baltimore:

Williams and Wilkins.

Weinrich, A. M., Wells, P.A., & McManus, C. (1982). Handedness, anxiety and sex

differences. British Journal of Psychology, 73, 69-72.

Wexler, B. E., & Goodman, W. K. (1991). Cerebral laterality, perception of emotion,

and treatment response in obsessive-compulsive disorder. Biologieal Psychim,

22, 900-908.

228



Wheeler, R. B, Davidson, R. J ., Tomarken, A. J. (1993). Frontal brain asymmetry and

emotional reactivity: A biological substrate of affective style. Psychophysiology,

SQ, 82-89.

Wienfurt, K. P., Bryant, F. B., Yarnold, P. R. (1994). The factor structure of the Affect

Intensity Measure: In search of a measurement model. Journal of Personalim

Research 28 314-331.

 

Wirsen, A., Klinteberg, B., Levander, S., & Schalling, D. (1990). Differences in

asymmetric perception of facial expression in free-vision chimeric stimuli and

reaction time. Brain and Cognition, 12, 229-239.

Wissing, M., & Wessels, S. (1992). Unilateral lower facial contractions and emotional

experience: All affirmative study. 25th International Congress of Psychology,

Brussels, Belgium (July).

 Wittelson, S. F. (1985). The brain connection: The corpus callosum is larger in left- L .

handers. Science, 229, 665-668.

Wittling, W. (1990). Psychophysiological correlates ofhuman brain asymmetry: Blood

pressure changes during lateralized presentation of an emotionally laden film.

Neuropsychologia, 28, 457-470.

Wittling, W., & Pflfiger, M. (1990). Neuroendocrine hemisphere asymmetries: Salivary

cortisol secretion during lateralized viewing of emotion-related and neutral films.

Brain and Coghition, 14, 243-265.

Wittling, W., & Roschmann, R. (1993). Emotion-related hemisphere asymmetry:

Subjective emotional responses to laterally presented films. Certex, 29, 431-448.

Wood, F. B., & Flowers, L. (1988). Cortical activation in psychiatric disorder. In M.

Kinsboume (Ed), Cerebral hemisphere function in depression (pp. 25-47).

Washington DC: American Psychiatric Press, Inc.

Zatorre, R. J. (1984). Musical perception and cerebral function: A critical review.

Music Perception, 2, 126-221.

229

 


