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ABSTRACT

Dispatching Power System for Preventive and Corrective Voltage

Collapse Problem in a Deregulated Power System
By

Nasser Ahmed Alemadi

Deregulation has brought opportunities for increasing efficiency of production and
delivery and reduced costs to customers. Deregulation has also bought great chal-
lenges to provide the reliability and security customers have come to expect and
demand from the electrical delivery system. One of the challenges in the deregulated
power system is voltage instability. Voltage instability has become the principal con-
straint on power system operation for many utilities. Voltage instability is a unique
problem because it can produce an uncontrollable, cascading instability that results
in blackout for a large region or an entire country.

In this work we define a system of advanced analytical methods and tools for
secure and efficient operation of the power system in the deregulated environment.
The work consists of two modules; (a) contingency selection module and (b) a Security
Constrained Optimization module.

The contingency selection module to be used for voltage instability is the Voltage
Stability Security Assessment and Diagnosis (VSSAD). VSSAD shows that each volt-
age control area and its reactive reserve basin describe a subsystem or agent that has
a unique voltage instability problem. VSSAD identifies each such agent. VS SAD is
to assess proximity to voltage instability for each agent and rank voltage instability

agents for each contingency simulated. Contingency selection and ranking for each



agent is also performed. Diagnosis of where, why, when, and what can be done to
cure voltage instability for each equipment outage and transaction change combina-
tion that has no load flow solution is also performed.

A security constrained optimization module developed solves a minimum control
solvability problem. A minimum control solvability problem obtains the reactive re-
serves through action of voltage control devices that VSSAD determines are needed
in each agent to obtain solution of the load flow. VSSAD makes a physically impossi-
ble recommendation of adding reactive generation capability to specific generators to
allow a load flow solution to be obtained. The minimum control solvability problem
can also obtain solution of the load flow without curtailing transactions that shed load
and generation as recommended by VSSAD. A minimum control solvability problem
will be implemented as a corrective control, that will achieve the above objectives by
using minimum control changes. The control includes; (1) voltage setpoint on gener-
ator bus voltage terminals; (2) under load tap changer tap positions and switchable
shunt capacitors; and (3) active generation at generator buses. The minimum control
solvability problem uses the VSSAD recommendation to obtain the feasible stable
starting point but completely eliminates the impossible or onerous recommendation
made by VSSAD.

This thesis reviews the capabilities of Voltage Stability Security Assessment and
Diagnosis and how it can be used to implement a contingency selection module for the
Open Access System Dispatch (OASYDIS). The OASYDIS will also use the corrective
control computed by Security Constrained Dispatch. The corrective control would be
computed off line and stored for each contingency that produces voltage instability.
The control is triggered and implemented to correct the voltage instability in the
agent experiencing voltage instability only after the equipment outage or operating
changes predicted to produce voltage instability have occurred. The advantages and

the requirements to implement the corrective control are also discussed.
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CHAPTER 1

Introduction

1.1 Description of the problem

Deregulation has brought great opportunities for increased efficiency of production
and delivery and reduced cost to customers. Deregulation has also brought great
challemnges to provide the operating reliability and security that customers have come
to exy> ect and demand from electrical delivery system. In a deregulated environment,
the tr ansmission system will provide open access to all suppliers and electric energy
Custoxmers. This competitive environment will force the generation and transmission
CoOmp anies to provide and sell their services under market conditions.

O xae of the challenges in a deregulated power system is voltage instability. System
failure and blackouts already have been observed in Europe, Japan, Ontario Hydro,
New ~ork Power Pool, and lately two blackouts in the west of USA due to voltage
inst ability. Voltage instability is one of the biggest concerns in operating and planning
electric power systems before deregulation occurs. In a deregulated environment |
Voltage collapse will become much more common. One of the reasons is that power
is being transferred, wheeled, and interchanged through hundreds if not thousands

of Cransactions. Other reasons for the voltage collapse are (1) real power is shipped

1



along different paths in different directions than what they were designed for, (2)
the rapid changes in power dispatch due to competition of selling power to different
customers and the ability of these customers to change their generating company
at their discretion, (3) the transmission and subtransmission system were built and
compensated to provide stability and security for flow of power supplied from a known
set of generators and delivered to a known set of loads, and (4) the absence of the
knowledge that there is sufficient reactive reserve in each reactive reserve basins [1]

due to the lack of knowledge that additional reactive supply may be necessary.

1.2 Motivation and Objective

Voltage instability is caused by exhaustion of the reactive supply on one or more gen-
erators in a subregion, that causes loss of control voltage instability in that subregion.
Clogging voltage instability occurs when some subregion in the system can’t obtain
needed reactive supply because the network absorbs all the reactive power flowing to
that subregion. Increasing transfer, wheeling, interchange of power on transmission
lines, and the increasing demand for power can cause both clogging voltage instability
and 1ooss of control voltage instability. The power flow problem does not solve (no
SOlution), or one or more eigenvalues of the Jacobian become negative as an indica-
tion o f voltage instability. Q-V and P-V curves [2] are some of the traditional way of
aSsessing proximity to voltage instability. The Q-V curve is used to test for voltage
instability since it determines the maximum amount of reactive supply that can be
added to a bus in order for the load flow to still have a solution. The P-V curve
aSsesses the maximum real power transfer, wheeling, and interchange transactions in
the System before the load flow no longer has a solution. Neither of the methods
ASSesses the effects of equipment outage nor the kind of voltage instability ( loss of

COntro] or clogging ) that occurs, the cause of instability, and the cure for any voltage
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instability problem for any particular equipment outage or operating change combi-
nation. Section 3.2 provides a review on what voltage instability is, when it occurs
mathematically, and the P —V ,Q — V curve and minimum distance, minimum
eigenvalue and minimum singular value proximity measures for voltage instability.
An Open Access System Dispatch is a controller proposed for implementation in
the control centers, called Independent System Operators (ISO), of a deregulated
power system. The objective, capabilities, and structure for this proposed Open
A ccess System Dispatch are given in [15) but no concrete methodology is suggested

for implementing it. The Open Access System Dispatch, as proposed, has a
@ contingency selection module
® Security Constrained Optimization module

This thesis develops a set of optimization problems that will meet the requirements
Set forth for the Security Constrained Optimization module and use the Voltage
Stability Security Assessment and Diagnosis (VSSAD), developed at Michigan State
University, for the contingency selection module.

The contingency selection module is a very significant extension of current
P V, Q@ — V curve, and minimum distance proximity measure tools because these
M easures only use continuous parameter changes and not the discontinuous changes
in Parameter changes. Discontinuous parameter changes are associated with equip-
MmMent outage, large transactions of power between generating companies, or between
gelSl'Erating companies and customers. The P —V curves and minimum eigenvalue or
Minimum singular value proximity measures only assess one mode of instability for
COne particular eigenvalue at a time where several can experience instability and each is
VQlnerable to different equipment outage and transaction combinations. The contin-

getlcy selection module indicates where, when, why, and corrective action ( operating

Qha-ng&s ) for every mode of instability and for every equipment outage and operat-

3
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ing change that produces that particular mode of voltage instability. The analysis
should also provide operating and security constraints for each mode of instability.
The Voltage Stability Security Assessment and Diagnosis programs can provide all
the above capabilities desired for the contingency selection module. The VSSAD is
discussed in chapter 3 where its capabilities and advantages are discussed.

The proposed Security Constrained Optimization module is even further from cur-

rent technology. The Security Constrained Optimization module utilizes constraints
provided by a voltage stability analysis for voltage stability problems and dynamic se-
curity assessment for transient instability problems. The dynamic security assessment
Provides flow constraints on particular paths or interfaces and these constraints could
be accommodated easily. Voltage stability constraints are not easy to obtain because
there should be one for each mode of instability and possibly for each equipment out-
age and operating change combination that produces or threatens instability for that
mode. The voltage stability assessment in VSSAD provides the structure for these
Comnstraints. There are also operating constraints that prevent thermal overload on
€ach network branch and bus voltage limit operating constraints on every bus. There
Can also be security constraints associated with thermal overload on each branch, bus
VOltage limit violation on each bus, voltage instability of each mode of instability, and
Ay namic instability for each transient stability problem for every equipment outage
Axq transaction combination that can cause any of these problems. Finding a feasible
SOlution to the power system load flow model that satisfies all of these constraints is
dall.nting. Optimization given all these constraints is even more difficult.

In this thesis the voltage instability in the deregulated environment system will
be investigated. We propose a secondary corrective control as being computed and
YD dated every 5-30 minutes as part of the Open Access System Dispatch as dis-
Cussed in [15]. The secondary control is actually precomputed for each equipment

c"nia.ge and operating change predicted to produce voltage instability at that update
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interval by the Voltage Stability and Security Assessment and Diagnosis [1]. This
secondary control, called Open Access System Dispatch Security Constrained Opti-
mization, would correct a specific mode of voltage instability (loss of control voltage

or clogging) that is developing because the equipment outage and operating change
combination predicted to produce the voltage collapse in the Voltage Stability and
Security Assessment and Diagnosis (VSSAD) has occurred and been detected via the
state estimators. The switching of capacitors, under load tap changer tap position
adjustments, and generator excitation voltage set point changes are determined in
an optimal fashion to eliminate the loss of control voltage or clogging instability on
one or more subregions in a system for each specific equipment outage and operating
change combination. This set of optimized control changes not only prevent or cor-
rect voltage instability in the subregion experiencing it but also prevent a cascading
instability from producing loss of control voltage or clogging instability in the rest
of the system. The Open Access System Dispatch Security Constrained Optimiza-
tion is formulated to obtain a minimum set of control changes to achieve corrective
control for any particular equipment outage and operating change, and also to pos-
ture the operating state and control settings on the whole system to help prevent
voltage instability from occurring for any of the VSSAD predicted equipment outage
and operating change combination. The minimum set of control changes for each
SPecific equipment outage and operating change combination predicted by VSSAD to
Cause voltage instability would be stored, triggered, and implemented once the state
€stim ator detects the occurrence of that equipment outage and operating change com-
bination predicted to produce voltage instability by VSSAD. These control changes
must pe implemented by a local security controller with a sampling and control com-
Mand ypdate rate of 5-10 seconds. The emergency secondary voltage control would
be Used to insure stability and security of the system in case the control change cannot

be determined for the secondary voltage control using switchable capacitors, under



load tap changer tap position, and generator excitation control voltage set points as
controls. An emergency secondary voltage control will change or curtail transaction
and even curtail load if the secondary voltage control could not achieve stability and
security of the system.

A review of the literature on the optimization used in dispatch of power systems
is given in chapter 4. It discusses the security constrained economic dispatch and the
reactive power dispatch problems that simplify the optimal power dispatch into two
separate but coupled optimization problems. The difficulties in handling operating
and security constraints is discussed. The Benders decomposition for solving a sepa-

rate optimization problem for each equipment outage and operating change to correct

all thermal, voltage, and voltage instability problems is discussed. Finally, the objec-

tives, constraints, controls, and capability of the Security Constrained Optimization

module developed in this thesis is given in section 4.4 . A discussion of the exact for-
mulation is give in chapter 5 of this proposal and the development and testing of this
module will be the principal subject of this thesis. The algorithms required to solve
the security constrained optimization problems must be the most capable yet devel-
oped. There have been several developments over the last 15 years that have greatly
improved the convergence rate and convergence robustness of algorithms. A review
of optimization theory is given in chapter 2 to justify use of the Primal-Dual Loga-

rithmjc Barrier Interior Point Method to solve the security constrained optimization

Problems.

1.8 Literature Review

In the last three decades, a number of studies in electric power utilities have laid
the groundwork for solving optimal power flow problems. The following is a brief

litel‘ature review of some of the approaches which have been developed to solve the
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optimal dispatch problems, and may represent a general overview of the research on
this subject. Also, a comprehensive literature review of the optimal dispatch problems

can be found in [29]

1.3.1 Optimal Power Flow

The classical economic dispatching problem first appeared in the early 50’s [30, 31],
where the objective and the nonlinear load flow constraints were approximated by
some simpler equality linear constraints on total generation and load to avoid the
need to use an iterative approach. These methods are simple and fast because the
network model was limited to its simplest form.
In early 1960, the work of [32, 33] laid the groundwork of Optimal Power Flow
(OPF) formulation. The work of Carpentier attempted a solution method which
made use of Kuhn-Tucker necessary condition from nonlinear programming to obtain
a set of equations that provide candidates for an optimal solution. The equations
take into account the load flow equations and constraints on the state and control
wvariables of the load flow model. In subsequent work, Carpentier [34] tries to solve
the OPF problem by using the generalized reduced gradient method. Dommel and
Tinney [35] attempted to solve the Kuhn-Tucker conditions using the gradient method
With g3 penalty function to handle nonlinear inequality constraints. This work has the
advantage of a fixed formulation. The work of Carpentier’s and Dommel et al. was
Considered to be the most popular in the OPF research area for many years. In
(36, 37] linear models were developed to approximate the first and the second order
Information of the objective function and constraints. These model approximation
Method were applied in several papers in the 1970’s [38, 39, 40]. In [41], important
improvement were proposed to make use of the fast decoupled load flow model and
the Sparsity technique. In the above methods, the convergence behavior, however,

Proved to be much more difficult and erratic than was initially anticipated. Other

7
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difficulties include; (a) the need for solving the load flow solution at each iteration
which required significant computation and (b) ineffective handling of the inequality
constraints so that convergence was problematic. In 1970’s a Newton’s technique
method [42, 48, 49], was applied to the optimal power flow problem. This Newton
method provided excellent local convergence properties, but its global convergence
was still not guaranteed. The difficulty in handling inequality constraints was still
a difficult and unsolved problem. The computation time remained high and thus it
could not be implemented on large scale power system problems.

New methods proposed in 1980’s [45, 46, 47|, were based on Newton method.

These Quasi Newton methods use an iterative scheme based on an approximation
of the Hessian matrix, which is calculated at each iteration. These methods are
useful only for problems of limited size because the reduced Hessian matrix must be
updated at each iteration, and because they form a dense Hessian matrix. Burchett,
et al. [48, 49] have reported the formulation and implementation of several methods
of solving the optimal power flow problem. In [48], a Quasi Newton method is used for
optimizing the subproblems which are transformed from the original problem. The
nonlinear constraints are linearized by using the Newton Raphson Jacobian matrix.
In [49] Burchett creates a sequence of quadratic subproblems from the exact analytical
first and second derivative of the power flow equations and the nonlinear objective
function. The dimension of the Hessian matrix was not fixed in these method and was
Updacted at each iteration which makes the algorithm require significant computation
for On-line implementation application in a power system control center.

Swun et al. [50] and later in [51] solve the classical OPF by decoupling the problem
nto active and reactive power problem using a Newton approach. The method uses
K“hn-'I\lcker optimality conditions, produces quadratic programming problems and

USes sparsity techniques. The methods converge to the Kuhn-Tucker optimality con-

dit"iotls in few iterations if a set of binding inequality constraints is predetermined.
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The major challenge in Sun’s algorithm is in identifying the binding inequality con-
straints. Some other authors have also used real-reactive decompositions of the OPF
to solve the optimization problem using approaches that use [52] a linear programming
method, [53] a quadratic programming method, or [54] a gradient method.

In 1984 a new method, called the Interior Point Method [27] was introduced
for solving a linear programming problem. The Interior Point Method have been
applied to solve large scale linear optimization problems [55]. Although, these method
were first introduced into nonlinear programming by Fiacco and McCormick [56] in

the early 70’s, only recently has the theory matured to provide methods for solving

nonlinear optimization problems [57, 18, 76].

1.3.2 Interior Point Method

The Interior Point Method has proven to be a feasible alternative for the solution of
optimal power flow problems. In the last five years several papers were proposed to
solwe linear and nonlinear programming problems in power system using an Interior
Point Method. Vargas, et at. [71] used a dual-affine scaling algorithm to solve a
Security-Constrained Economic Dispatch problem by sequential linear programming.
Pannambalam, et al. [72] used a dual-affine algorithm for the optimization of hydro
scheduling operation which is a large scale linear programming problem. Both of
the stuydies showed that the computational results favor the dual-affine algorithm in
COom parison to the MINOS simplex code. Lu,et al. [73] applied Karmarkar’s algorithm
to solve the linear contingency constrained security dispatch problem. Clements, et
al. [74] applied a primal-dual logarithmic barrier interior point method to solve a
POwer system state estimation problem using the Lagrangian function and the Hessian
Matrix. Momoh, et al. [14] presented an extended quadratic interior point method,
baseq on an algorithm for improvement of initial point for solving linear and quadratic

Programming problems.
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The application of the interior point method algorithm to nonlinear optimal power
flow problem consists of three crucial steps [75]. The first step consist of introducing
the slack variables to transform the inequality constraints in to equality constraints
and the use of Fiacco and McCormick’s logarithmic barrier method [56] to add the
slack variables to the objective function as soft constraints. Using Lagrangian function
for optimization with equality constraints in the second step converts the constrained
optimization problem to an unconstrained optimization problem. This almost elim-
inates the problem of handling inequality constraints. Finally, applying Newton’s
method to solve the Karush-Kuhn-Tucker (KKT) first optimality condition of the
nonlinear unconstrained optimization problem provides quadratic convergence in pri-
mal and dual variables. Application of nonlinear programming worked by [57, 18, 76)
uses the interior point method to solve optimal power flow problems.

In [57] primal-dual logarithmic barrier algorithm is directly applied to a nonlin-
ear optimal power flow problem by using Pure Primal-Dual interior point algorithm
that uses Newton’s method to solve the Karush-Kuhn-Tucker optimality condition.
Wu [57] also used Predictor-Corrector interior point algorithm to solve the nonlinear
problem. Both methods were based on a method suggested by Mehrotra [77]. A sim-
ilar algorithm was developed in parallel with the Wu'’s one by Granville [18] with a
different application. Granville uses a Primal- Dual logarithmic barrier algorithm to
solve reactive dispatch problem. Torres, et al. [76] applied Primal-Dual logarithmic
barrier algorithm to solve a large scale nonlinear programming problem using both a

rectangular and polar variables.

1.3.3 Voltage Instability

Voltage instability has become the principle constraint on power system oper-
ation for many utilities [58]. Many blackouts have affected the Pennsylvania,

New Jersey, Maryland Interconnection, the Western System Coordinating Council

10
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(WSCC) system, Florida, France, Sweden and Japan. In the 1980’s several author
[59, 60, 61, 62, 87] investigated the voltage instability problems. These investigation
provided some knowledge of the development, propagation, and some factors caus-
ing voltage instability. Despite the knowledge gained, voltage collapse scenarios still
suffer from a lack of knowledge of modelling and understanding of the problem.
Recently, voltage instability has received an increasing attention [63, 64, 65]. The
work in these articles and in the report [66] have been done to study the bifurcations
that have been found to be one of the primary causes for voltage instability in a
differential algebraic power system model. It has been shown that bifurcation se-
quences occur in a differential algebraic model that can include saddle- node (67, 68],
Hopf [69], and chaotic[70] bifurcation. Instability in the dynamics can occur before
the bifurcation occurs in the algebraic model [3]. Furthermore, Schlueter at al. [9]
show that saddle-node bifurcation in a differential algebraic model at equilibrium
is a bifurcation in the load flow model that includes both the algebraic submodel
and differential submodel at equilibrium. In [11] a bifurcation subsystem method
is defined that identifies the subsystem that not only experiences but produces the
voltage instability observed in the load flow model in a differential algebraic model.
Schlueter in [11] determines the conditions for bifurcation to occur in each bifurcation
Subsystem that can experience voltage instability in load flow model. Two eigenvalue
estimates that bound the bifurcating eigenvalue associated with the bifurcation sub-
System were derived. The two conditions for a bifurcation subsystem to exist are
that bifurcation occurs nearly simultaneously in the subsystem and full system mod-
els. The two eigenvalue estimates are shown to respectively measure satisfaction of
these bifurcation subsystem conditions. The theory provides theoretical justification
of the diagnostic procedures in the voltage stability security assessment and diagnostic
(VSSAD) methods.

There are several books that discuss voltage stability. Kundur [23] is the most

11
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complete in describing the modeling required to perform voltage stability as well
as some of the algebraic model based methods for assessing proximity to voltage
instability. Taylor [24] provides a tutorial review of voltage stability, the modeling
needed, and simulation tools required to perform a planning study on a particular
utility or system. Van Cutsen and Vourna$ [25] provide the only dynamical system

discussion of voltage instability and also, show the various dynamics that play a role

in producing voltage instability.

12
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CHAPTER 2

Interior Point Method

A review of optimization theory in general and the interior point algorithms since op-
timization is central to the development of the preventive and corrective controls pro-
posed in chapter 4 and 5 of the thesis. The focus of this discussion is to justify use of
an interior point algorithm as well as the particular algorithm used in the thesis. The
interior point algorithm can be divided in to three main methods: the affine-scaling
method (Primal affine and Dual affine); the projective method such as Karmarkar’s
algorithm; and the path-following method and the potential-reduction method, which
both use the Primal-Dual algorithms. We use in this thesis the Primal-Dual interior
Point method that is based on use of a barrier function in the performance index. The
13 rimal-Dyal interior point method has been particularly successful in practice. The
bound op the number of iterations is on the order of O(y/nl), whereas in the affine-
Scaling method the bound on the number of iterations for both the Primal affine and
the Duay] affine is on the order of O(nl?) [26], where n is the number of nodes and [ is
& measure of the length of the input data for the problem. The projective method has
Dot been as successful as the other two interior point method. Furthermore, it ap-
Pears to be slower and less robust in computational tests. Computational experiments

75, 77, 78, 79] showed that Primal-Dual algorithms also performed better than the

13
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other interior point methods on theoretical and practical problems. The Primal Dual
performed better than the Simplex method on large-scale linear programming prob-
lems. This chapter briefly reviews the linear and nonlinear programming and then

the Primal-Dual algorithm of the Interior Point Method will explained in detailed.

2.1 Linear Programming

A Linear programming problem has a linear objective function with the linear equality

and inequality constraints. The linear programming problem has the form [26].

Minimize  F(z)=c"z
subject to Az =1b (2.1)
z>0

with b > 0. Here z and c are vectors of length n, b is vector of length m, and

A is an m x n matriz called the constraint matriz.

The feasible region of a linear programming problem is defined by its linear
Performance index and its linear constraints that forms a convex set. A point
is a solution to the problem if it satisfies the equality constraints, and the columns
of the constraint matrix corresponding to the linear components of z are linearly
Independent [26]). The point z it is a feasible solution (extreme point) if it satisfies
the €quality constraints and non negativity constraints, and it is an optimal solution
it minimiges F(z) over all feasible z. The Simplex method is a classical method
for Solving a linear programming written in the standard form. It is an iterative
Wethod that moves from one feasible solution (extreme point) to another as long
38 the objective function improves. At each iteration the components of feasible

solution 2 are separated into two vectors, one consisting of all zero components which

14
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are called the n — m nonbasic variables zy , and the other consisting of nonzero
components, which are called the m basic variables zg. The test for optimality
is then performed to see if there exist any feasible decent direction. An exchange
between some components of basic variables zp and nonbasic variables zy will take
place when a feasible solution moves from one extreme point to an adjacent extreme
point.

The simplex method moves from one set of binding constraints z; =0 ¢ € I;
to another z; =0 ¢ € I, looking for an optimal set of binding constraints that
characterize the optimal solution. The difficulty with the simplex algorithm is that
the procedure does not guarantee convergence to the optimal solution because there

is no direct convergent search for the set of binding constraints.

2.2 Nonlinear Programming

A Nonlinear programming problem has a nonlinear objective function and nonlinear

constraints. The problem that can be written in the general form [26]

Minimize F(z)
subject to Gi(z)=0;i€ E (2.2)
H,'((E) Z 0,2 el

Where -
T € Rm™xnis the vector of decision variable that include both control and state
variables, that is z = [U X]
Ue pm 18 the vector of control variables
XeRn is the vector of state variables
E is q gt of equality constraints

Iis q set of inequality constraints

15
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The solution to the constrained problem is a local solution. However, the local
solution is also global solution if the objective function is convex function and the
feasible region is convex. Unlike a linear programming where the feasible movement
from a point to a nearby point along a feasible direction, the movements of a nonlin-
ear case will be made along a feasible curve. Four important methods of nonlinear

programming solution techniques are commonly used:
1. Primal Method
2. Dual Method
3. Penalty Function Method
4. Barrier Function Method

5. Interior Point Method

and are discussed in the following subsection of this section.

2.2.1 Primal Method

The Problem( 2.2) is known as the primal problem since it directly searches for z.

Often a Cagrangian is formed

C(l‘, /\,[l,) = F(IB) - Z A,G,(III) - Z[L,H,(z) (23)

icE i€l

where )\ gnd p are Lagrange multiplies.

Kuhn Tucker conditions for the optimal solution requires

OL(z, )\, p)
— =0 (2.4)
0L\ p) _ G(z) =0 (2.5)

oA
16



Tie



w;Hi(z) =0;1=1,2,---,1 (2.6)

pi >0 (2.7)

The condition ( 2.6) is the complementary slackness condition and states either
or H;(z) must be zero.

The determination of z and A can be determined for any value of u that satisfies
(2.7) either by solving the gradient equations ( 2.4, 2.5 ) analytically or by a Newton
Method that requires finding a Hessian matrix L,.(z, A, #). The difficulty with this
primal method is that there is no direct convergent search for px and no assurance of

feasibility [z ; G, =0Vi€ E, H;>0Vi€ .

2.2.2 Dual Method

The dual problem is a min — maz problem
mazy , (ming [L(z, A, p)]] (2.8)

that optimizes on both A, and z. Thus there can be convergence in u as well as
z and A. If the performance index F(z,u) is convex and the constraints H;(z,u)
are concave, the solution to the dual is the solution to the primal [26]. There can be
a duality gap between the primal solution and dual solution if the problem is not a
convex programming problem. Another condition for lack of a duality gap requires

the Hessian
8L(z, ), p)

o (2.9)

to be defined at all value of (z, ), 1) and be positive definite at (z*, A*, u*) which is
dual feasible.
There are two popular algorithms for solving the primal problem. The gradient

17
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determines a gradient of £(z, A, u) with respect to z and A. The generalized reduced
gradient method (GRG) reduces the dimension of the primal problem by using the
equality constraints G(z) = 0 to solve for the state variables and thus eliminate
these equality constraints and the Lagrange multipliers associated with the equality
constraints g—f that contain A. The Newton Method solves ( 2.4, 2.5 ) using the
Newton Rapheson Method for solving nonlinear equations is a second method for
solving the primal problem. The Newton Method requires computing the Hessian
%’;f— where 27 = (z7,\7T) and thus assures quadratic convergence in z to a solution.

The reduced gradient method and Newton Method do not optimally search for
the subset of optimal binding constraints that either satisfy z; , =z;or z; =
and the vector u as the dual algorithm does. There is no assurance of convergence
to an optimal set of binding constraints and the GRG and Newton Method often do
not converge on large nonlinear problems such as the Reactive Dispatch Problem.
It is desired that one should find feasibility and quadratic convergence in selecting
the binding constraints and parameters u. There are several approaches to assuring

feasibility. The penalty function method and the barrier function method are two

popular approaches and they are now discussed.

2.2.3 Penalty Function Method

The penalty function method have been used over the past three decades to solve the
nonlinear constrained problem. The main idea behind the penalty function method is
to transfer the constrained problem into a single unconstrained problem or a sequence
of unconstrained problems, with the introduction of a penalty whenever a constraint
is violated. The penalty function is only applied when the solution is infeasible. The
penalty function penalizes the lack of satisfaction of a particular inequality constraint,
but has no value if the constraint is satisfied. The penalty function is placed into the

objective function via a penalty parameter that can be used to insure that the penalty

18
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is sufficiently large to correct violation of any inequality constraint. A suitable penalty
function must also incur a penalty for violation that increases dramatically with the
magnitude of the violation, which forces the solution toward the feasible reg<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>