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ABSTRACT

EXPLORING JOINT-LEVEL CONTROL IN EVOLUTIONARY ROBOTICS

By

Jared M. Moore

Animals exhibit a remarkable variety of behaviors and morphologies. Evolving together

over millions of years, brain and body are tightly coupled. By borrowing characteristics from

nature, robotic systems can be produced that emulate the capabilities of natural organisms.

In this dissertation, we use computational evolution and physics simulations to explore both

control and morphology in robotic systems. Specifically we investigate joint-level control

strategies and their interaction with morphological elements.

Our results demonstrate that evolutionary approaches are effective at producing con-

trollers that are highly integrated with their morphology. Controllers are able to exploit

passive properties of materials, such as flexibility, to effectively locomote in various envi-

ronments. Moreover, the joint-level control strategy proposed in this dissertation, which

abstracts the functionality of muscular systems, is used to study both biological principles

and robotic controllers.

This dissertation explores a bio-inspired strategy that more closely resembles the cascad-

ing series of control observed in natural organisms. We demonstrate that evolved joint-level

controllers can produce effective gaits in a variety of robotic systems, even when governed by

a simple high-level control signal. Results support employing hierarchical control in robotic

systems, and constructing control and morphology together during the design phase. In

addition, we show that digital simulation can be an effective tool to study biomechanics,

opening the door to further investigations of biological phenomena.
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Chapter 1

Introduction

1.1 Motivations

The growth of computing power in the past 60 years has coincided with a shift from large

physical installations to increasingly mobile computing platforms. In particular, the applica-

tion of robots and other embedded systems to industrial manufacturing [53], environmental

monitoring [70, 124], and biological research [71, 80] has fundamentally changed the nature

of computing, in that such systems need to interact with the physical world. An intriguing

class of such systems includes autonomous robots, which operate independently of direct

human control. As computational footprints continue to decrease, autonomous robots have

the potential to service an expanding range of applications. However, outstanding issues

relating to behavioral complexity and the physical robot design require continued research.

With added functionality comes increased difficulty to effectively use onboard computing

resources. Designing effective control strategies for autonomous robots and integrating mor-

phological function into controllers remains an ongoing challenge.

Nature provides a great deal of inspiration for robotic systems. Bio-inspired de-

signs [4, 45, 75, 119] draw upon structures and behaviors from the natural world and apply

them to their robotic counterparts. Body configurations, joint control patterns and weight

distribution are a few of the characteristics of natural organisms that inform the design

of hardware components and control systems. However, animals demonstrate a fluidity and
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grace to movement not currently matched in artificial systems. Musculoskeletal systems have

high energy capacities, while at the same time exhibiting flexibility and elasticity allowing

for smooth movements. Unlike motors and mechanical actuators, muscles are flexible, or

compliant [129, 113, 24], responding to external forces as well as commands from the brain.

Realizing this functionality in robots is desirable not only to enhance mobility, but also to

facilitate safe interaction with humans [48].

One approach to bio-inspired design is biomimetics, where characteristics of natural

systems are directly emulated in engineered systems. However, purely biomimetic approaches

do not account for the many differences between biological organisms, composed of bones

and soft tissue, and engineered systems comprising motors and (usually) rigid components.

Instead, a biomimetic approach is often extended with additional optimizations to account

for these disparities. For example, robotic fish have been engineered with a flexible caudal fin

inspired by nature, but optimized to account for properties of the constituent materials [31].

Bio-inspiration has also been employed to integrate a hopping gait for a mobile robot in

order to extend communication range in a sensor network [33].

Rather than mimic characteristics of a biological organism, an alternative approach is to

harness the process that has led to complex natural organisms: evolution. Evolutionary Com-

putation (EC) [69] utilizes concepts from natural evolution to solve optimization problems

and, when applied to robots, can exploit the intrinsic properties of materials and actuators

available in robotic systems [27]. Genetic Algorithms (GAs) [59], a subset of EC, address

optimization or search problems through an iterative process. A population of genomes,

each representing a candidate solution, is evaluated and perturbed with evolutionary opera-

tors [12]. Over the course of many generations, candidate solutions are altered by mutation,

crossover with other individuals in the population, and selection for reproduction based on

performance metrics. GAs are well suited to tasks where the steps toward a “good” solution

are not known a priori, such as in the training of artificial neural networks (ANNs) [94] for

controlling mechanical systems or performing other complex tasks.
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Computational evolution can aid in the integration of bio-inspired features by optimizing

a design over generations, slowly incorporating and tweaking specific parameters to generate

effective individuals. In the case of robots, evolutionary methods provide a means to explore

many designs, often in a simulated environment, without requiring a supervisor to explic-

itly compose each solution. This area of study is referred to as Evolutionary Robotics (ER),

where EC is applied to produce effective control systems and morphologies. Evolutionary ap-

proaches have produced effective gaits for quadrupeds [35, 49, 47], hexapods [6], bipeds [109],

and robotic salamanders [63]. Furthermore, bio-inspired studies have yielded insight into

function of the human brain [44], hopping as a form of robotic locomotion [134, 1], vertical

climbing robots [119] and fins for aquatic robots [76]. In addition, evolutionary methods

have been used to aid in the optimization of morphology [3, 106, 95, 34]. However, in many

evolutionary robotic studies, the control strategy is monolithic. Specifically, a high-level con-

troller of the system dictates not only overall behavior, but the movements of all (low-level)

actuators. In this dissertation, we apply bio-inspiration to control models that more closely

emulate the cascading system of control found in natural organisms.

Beyond optimizing robotic designs, ER approaches can also inform biological study.

Behaviors exhibited by animals often involve a high degree of coordination as well as robust-

ness to uncertain and changing environmental conditions. Understanding the fundamental

drivers for these behaviors [92], or specific function of individual body parts [101, 91], de-

pends on how the organisms evolved. However, observations of natural organisms are limited

only to extant species and the fossil record. While such studies generate a wealth of knowl-

edge, variations in body components might yield information regarding the specific role of

morphological traits and expressed behaviors of animals. Digital simulation provides an ef-

fective method of exploring these phenomena and has previously been applied to the study

of fish fins [31, 123, 131], salamanders [63, 65], social dynamics in populations [38, 13, 73]

and bipedal hoppers [96]. Even with the tremendous amount of computing power available,

however, fine-grained simulations of musculoskeletal systems is currently impractical when
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large numbers of individual simulations are required [91]. The application of evolution-

ary computation techniques to such studies further increases the demand for computational

power, motivating the development of efficient models to approximate the function of natural

organisms.

1.2 This Research

Musculoskeletal systems allow for precise movements with dexterity and finesse, as well

as explosive movements requiring raw power. At the joint-level, multiple muscles work

together moving limbs, enabling an organism to interact with its environment. These low-

level behaviors are coordinated by the nervous system, which acts as a high-level controller.

Low-level control includes reflexes that do not necessarily fall under the domain of conscious

control. Moreover, preflexes, the intrinsic properties of muscles themselves, provide a zero-

delay mechanism to stabilize an individual without any neural control. Together, these high-

and low-level systems, along with morphological traits, define the scope of behaviors available

to an individual.

Several recent studies have addressed the evolution of controllers and morphological

characteristics for robots. However, controllers typically generate signals to move joints

through single degree of freedom (DOF) motors, in contrast to natural organisms that move

by coordinating the action of multiple muscles. This research addresses the challenge of

incorporating high- and low-level control and morphology in the robotic design process.

Thesis Statement Computational evolution can be applied to develop effective locomo-

tion in robotic systems, where control exploits aspects of the system’s morphology, including

whole-body characteristics, passive joints, and flexible materials. Further, it is possible to

evolve robotic systems that emulate the cascading network of control found in natural or-

ganisms, where the the actions of individual joints, in response to signals from a high-level

controller, depends on both evolved joint-level control and joint morphology.

Our overall approach is to explore the optimization of control systems and morphology
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together through computational evolution. In the following chapters, we present individual

studies demonstrating the coupling between control and morphology that emerges from the

evolutionary process. In addition, we show that effective robotic systems arise when some

aspects of control are relegated to the joint-level. The following main contributions have

been made in support of this thesis:

1. We demonstrate the relationships between control and morphology that emerge in

aquatic and terrestrial robots.

2. We produce a joint-level control mechanism, modeled after biological muscles, that can

generate basic locomotion with a simple oscillating input signal.

3. We integrate joint-level and high-level control, showing that the combination can out-

perform a monolithic controller in various locomotion tasks while having a smaller

number of connections in the evolved high-level ANNs.

1.3 Outline

We begin our investigations by examining the evolution of control and morphology in-

dependently. Chapter 3 describes our work in evolving neural controllers for aquatic station-

keeping robots. Here, we apply evolutionary computation to the optimization of ANNs in

a robot whose morphology is fixed. Evolved ANNs exhibit novel behaviors that exploit

the morphology of the robot to hold station effectively in various flow conditions. Next,

in Chapter 4, we investigate the integration of passive joints in simulated robots. Robotic

joints are typically directly controlled by a motor, however, natural organisms have passive

properties with automatic responses dictated by the physical structure of the joint. The dy-

namics of passive joints complicate their integration into robots, requiring new techniques to

account for the lack of control. We demonstrate that passive characteristics of the joint can

be accounted for in the control strategy as an integral component of the robotic system. In
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our evolutionary experiments, the highest-performing individuals exhibit clear relationships

between their brain and body.

Chapter 5 addresses the evolution of whole body morphology and related control pa-

rameters for a simulated kangaroo rat. The study focuses specifically on the tail of the

animat and how it affects bipedal hopping. Here, aspects of both control and morphology

are evolved. Animats exhibit a variety of effective gaits as the form and function of the

tail are changed across treatments. Gaits range from bounding to full bipedal hopping while

being driven only by a periodic oscillating signal, demonstrating the effectiveness of low-level

control for locomotion. Even though the initial animats are based on the morphological di-

mensions of a kangaroo rat, the most effective individuals evolve various tail morphologies,

highlighting the difference between natural and engineered systems.

We examine joint-level control in greater detail in Chapter 6. Here, we propose the Dig-

ital Muscle Model (DMM), a joint-level control strategy that emulates properties of natural

muscles, specifically spatial positioning and activation, to apply to robotic systems. Yet,

the model remains abstract, capable of generating commands for servo-driven robots even

though they are single DOF actuators. The DMM also facilitates the study of biological

questions regarding musculoskeletal systems. Such a computationally efficient model is es-

sential for evolutionary approaches, as the high number of evaluations makes fine-grained

simulations intractable. Our results indicate that the DMM is capable of evolving effective

gaits for a quadruped animat even when driven by a simple sinusoidal signal. Furthermore,

biological parallels arise during evolution, with symmetry and functional specialization of

joints becoming evident.

Chapters 7 and 8 explore the integration of the DMM with a high-level controller.

Alone, the DMM lacks sensory information about the environment and the internal state

of the robot. A high-level controller, in our case an ANN, is required to integrate exter-

nal feedback. This hierarchical model is similar to that of natural organisms, where some

control is relegated to the joint-level. Together, the ANN/DMM controllers are able to ef-
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fectively control the robotic systems. Our analysis focuses on both performance and the

properties of the evolved ANNs. Results show that the hybrid ANN/DMM controllers out-

perform monolithic ANN-only controllers as the complexity (in terms of degrees of freedom)

increases. Hybrid controllers exhibit a larger number of hidden nodes compared to ANN-only

controllers, potentially indicating that ANNs must compensate for a concurrently evolving

low-level control strategy. However, the ANNs of hybrid controllers also have fewer connec-

tions when compared to the ANN-only controllers. Moreover, performance in the hybrid

controllers indicates that the combined ANN/DMM controllers are effective in producing

high-performing gaits.

Next, we review background information on topics relevant to this research, followed by

a presentation of the work itself.
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Chapter 2

Background

Evolutionary Robotics (ER) [103] borrows concepts from natural evolution to develop

the brain and body of both simulated and physical robotic systems. Since the seminal work

of Brooks [29] and Sims [115, 116], the field of ER has grown extensively, reporting con-

siderable success in evolving robots to perform specific tasks. Indeed, most studies address

subproblems such as gaits [27, 35, 47, 114], single environment exploration [23], or instances

of learning itself [7, 9]. While effective in performing prescribed functions, however, compu-

tationally evolved systems have yet to attain the robustness observed in natural organisms.

A major challenge in ER is the so-called “Reality Gap” [29, 104], namely, that solutions

effective in simulation do not perform similarly in the real world. One potential solution

is to evolve robot controllers on-board a physical robot [25, 104], however, doing so often

requires significant real-world time and limits the effective population sizes in the experiment.

Simulation therefore remains an important resource in ER but requires methods to address

the reality gap. Approaches include: simulating only the basic properties of a problem [67,

68], adding noise to sensor data to emulate the imperfect nature of physical environments [93],

introducing safety margins to component specifications [50], and even devising transferability

metrics to include as an estimate of performance [74]. In addition, a technique known as

self-modeling [18, 17, 83], wherein an online algorithm develops a model of the robot, can

account for damage or changes in hardware operation over time. Clearly, such methods

involve both control and morphology. Let us consider each in turn.
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2.1 Controller Evolution

The majority of ER studies have focused on evolving controllers for robots whose mor-

phologies are fixed. Designing robust control strategies is a difficult task, especially consider-

ing the myriad of possible constraints imposed by environmental and physical factors. Early

work in cognition and robotics focused on simple robots, known as Braitenberg vehicles [23],

driven by neural controllers that respond to external stimuli. These robots respond to envi-

ronmental cues solely from the interaction between sensors and motors. Applying EC to the

development of Braitenberg vehicles has been used to explore behaviors like foraging [14].

Further research has investigated evolving not only the control strategy of robots, but also

the placement of sensors and effectors, demonstrating the effectiveness of co-evolutionary

strategies in which both aspects of control and morphology are optimized [88]. While in-

formative, however, these Braitenberg vehicles typically exhibit only very simple behaviors,

mapping sensors directly to effectors.

Bio-inspired approaches such as artificial neural networks (ANNs) provide a possible

means to address this problem. Modeled loosely on a biological brain, the basic ANN

structure consists of neurons connected by weighted synapses, as shown in Figure 2.1. Each

neuron contains an activation function, which may be any mathematical function, but is

often a sigmoid. The inclusion of hidden neurons between input and output neurons adds

complexity to a network, potentially enabling more robust behaviors. Synapses define the

structure of the network, dictating how information flows from input, through hidden neurons

and ultimately to outputs. Values transmitted to a synapse are multiplied by the weight

of the connection. Basic memory can be implemented through recurrent connections in

the network, which serve to “store” information between activations of the ANN. ANNs

are particularly well-suited to evolution with GAs [132, 133], as neurons and edges can be

mutated throughout the course of evolution. In addition to perturbations of weights and

activation functions, the structure of a network itself may evolve. Neurons and synapses

can be created, removed and rearranged, producing more complex neural structures. ANNs
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have proven effective in many domains, demonstrating control strategies for wheeled robot

navigation [103], legged locomotion [128, 14], object manipulation [30] and feature detection

in images [58].

Figure 2.1: Artificial neural networks consist of neurons connected by weighted synapses.
Each neuron contains an activation function specifying how the inputs obtained from the
weighted synapses map to an output. The activation function is typically a Sigmoid, see
above, but can be other mathematical functions. Output of each neuron is propagated
through the network to ultimately define commands to be sent to motors.

Central pattern generators (CPGs) are a special case of ANN and consist of nodes that

generate an activation pattern based on an internal timer function influenced by external

inputs [86, 87, 64]. These networks are well suited to generating the periodic oscillating

signals necessary for cyclic gaits. Inputs can include both sensory inputs and connections

with other nodes in a network. A number of CPGs have been evolved, especially in the

development of gaits [11, 47, 78, 111, 130]. For example, Ijspeert [65] constructed a CPG

network for a robot emulating the neural structure and morphology of a salamander. Evolved

gaits were amphibious, expressing different behaviors depending on whether the robot was

in an aquatic or terrestrial environment; the CPG adjusted automatically based on sensory

input [63]. CPGs are also robust to changing environmental conditions such as friction, as

demonstrated by Inoue, Sumi and Ma [66] in a snake robot moving on crawling substrates.

In the context of ANN evolution, the Neural Evolution of Augmenting Topolo-

gies (NEAT) algorithm [122] has emerged as an effective means to produce robust robotic
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controllers. NEAT notably addresses the crossover issue that faces ANN development, al-

lowing the evolution of not only connection weights and neurons, but also the topology of

the network. By employing a strategy of historical markers, speciation and the protection of

innovation, NEAT enables increasingly complex networks to evolve. This process of “com-

plexification” is the hallmark of NEAT, which begins with minimally structured networks,

adding neurons and connections as dictated by the increases in fitness over generations.

The systems described above are examples of direct encodings. In contrast, genera-

tive encoding systems attempt to replicate the functionality of DNA by generating growth

rules, rather than an explicitly encoded genotype-phenotype mapping. For example, Hy-

perNEAT [121] extends the NEAT algorithm, introducing a level of indirection through the

use of central pattern producing networks (CPPN) [120] to create ANNs. Using this indi-

rect encoding, HyperNEAT attempts to emulate patterns seen in nature such as linearity,

symmetry and repetition to produce networks that are modular and symmetric. The al-

gorithm has been employed successfully in a variety of tasks, including the development of

quadrupedal gaits [35], neural network fitting [36], and vision [121]. In other work, Mouret

and Tonelli [99] demonstrated the effectiveness of generative encodings in generating regu-

larity in ANNs, which led to an increased ability of the network to learn in a plastic ANN.

Many generative encoding schemes address both aspects of morphology and control together

in a single representation. We address these further in the next section.

Despite these advances, incorporating multiple behaviors in evolved robot controllers

remains difficult, apparently requiring the specification of fitness functions that account for

multiple tasks. In the subsumption architecture, as originally proposed by Brooks [26], a

unified system of stratified controllers balance high-level reasoning and low-level control de-

mands, with a focus on task-achieving behaviors rather than functional unit decompositions.

Multiple controllers function in parallel, in contrast to the serial approach applied in many

control strategies. Recently, Lessin et al. [77] demonstrated the power of subsumption ar-

chitecture to evolve robots capable of locomotion, object discrimination and fight-or-flight
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response. The expression of multiple behaviors in one control strategy begins to address the

gap between robot controllers and the robustness of natural organisms. Through its (engi-

neered) control architecture, the subsumption architecture provides a strategy of controller

development rooted in concepts such as modularity and encapsulation. A complementary

approach is to consider the evolution of control and morphology together.

2.2 Evolution of Morphology and Control

Although it is possible to evolve morphology alone, as in the case of the evolved unac-

tuated cranes demonstrated by Funes and Pollack [50], in robotics morphology and control

are typically evolved together. The grounding of a controller in a morphology, termed em-

bodiment [28, 108, 32], describes the coupled dynamics between these two facets. Even the

early work of Sims was co-evolutionary, with both the control strategies and morphology of

individuals undergoing evolution [115]. Co-evolution of control and morphology is especially

effective in the domains of gait development [89, 128]. The boundary between control and

morphology is not always clear, however. For example, Mautner and Belew [88] investigated

the placement of sensors on Braitenberg vehicles through an evolutionary process, concluding

that the evolved sensor placements outperformed those with fixed sensors. Although sensors

contribute directly to the control strategy, they are also a physical element in a robot with

defined position on the body.

In addition to investigating the placement of sensors, Mautner and Belew [88] evolved

their robots with a rule-based growth model. These generative encodings create control/mor-

phology pairings in a manner similar to biological DNA, generating complex structures from

a relatively simple encoding. L-Systems, introduced by Lindenmayer [81], are an interpreted

symbolic grammar that specify a set of growth rules. First used to describe the growth

of plant systems, Hornby and Pollack [60] demonstrated the effectiveness of L-Systems in

a quadruped, where aspects of control and morphology were co-evolved with this encoding

strategy. Artificial ontogeny [21] is another approach to evolving morphology and control
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in digital systems, based on observations of genetic operations observed in DNA. Mazza-

pioda et al. [89] demonstrated the application of artificial ontogenetic processes to evolve

the morphology and control of digital creatures capable of locomotion in multiple simulated

environments. Additional examples of generative encodings include simulated multi-cellular

organisms [112] which demonstrate effective swimming behaviors in a 2D environment. In

addition to their use in understanding the growth process of morphology in biologically mo-

tivated studies, generative encodings provide insight into the design of robots. Generative

encodings often produce modular structures [61, 82] which can aid in transferring individuals

evolved in simulation into robots. Modularity, symmetry and repeated structures all emerge

through these encodings in successful individuals.

Morphology also plays an important role in effective controller design; changes to a

morphology during evolution lead to the emergence of more robust behaviors. Bongard has

shown that ontogenetic changes to an individual’s morphology increase behavioral robust-

ness across different environments [19]. Furthermore, when evolved in different environments,

individuals evolve effective behaviors more rapidly [20]. This scaffolding approach, introduc-

ing different morphologies and/or environments throughout the evolutionary process, is an

effective means to evolve behaviors that tolerate different environments.

Clearly, the physical characteristics of the bones, tendons, and muscles that comprise a

biological organism affect the resultant behaviors of an individual. In fact, there is evidence

to suggest that natural organisms offload some aspects of control to the body [127] as a sort of

“morphological computation” [106, 108]. While not always under active control, the passive

properties of morphological traits are an essential component of a robotic system. Rieffel

et al. [110] evolved tensegrity robots that harness emergent properties between different

components to assist controllers in locomotion. Here, the spring and damper characteristics

of the constituent parts lead to expressed locomotion, even with a simple vibrating motor.

Individual components, such as the flexible joints described by Seo and Sitti [113], can

also provide essential functionality for a robotic system. In some cases, it is even possible
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to offload all or some control to a morphology, as in the case of passive walkers [90, 37],

where the mechanical design of a robot allows it to walk with little or no control input. By

harnessing morphology as a means to assist in control, higher-level controllers may then be

free to pursue other tasks.

2.3 Open Questions

Despite increasing interest of the research community on these areas of study, there

remain many open questions regarding the integration of robot control and morphology,

particularly with respect to evolutionary algorithms. How can controllers evolve to take

advantage of morphological characteristics? What are the most effective methods to evolve

generalized behaviors while avoiding over-training for specific conditions? Passive structures

and the properties of the constituent materials can enhance functionality, but only if they

are integrated with the control strategy. How can these passive properties be modeled ef-

ficiently, so they are amenable to evolutionary algorithms? How should the evolutionary

process be structured in co-evolving morphology and control? Should morphology and con-

trol be evolved concurrently, or should evolution of control and morphology alternate? What

relationships emerge between whole-body morphological characteristics, such as limb dimen-

sions, and control parameters such as the period and phase offsets of joint movements? Do

limits need to be placed on morphological parameters to prevent systems which are imprac-

tical in the physical world? How do these limits affect performance and evolvability? Does

offloading some aspects of control to the joint level improve the overall capabilities of the

system? Furthermore, how do power and energy concerns affect the performance, and evo-

lution, of robotic systems? The following chapters describe our work to date on addressing

these issues, and our plans for future studies.
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Chapter 3

Evolution of Control: Station Keeping

We begin our investigations by exploring the evolution of controllers for aquatic robots.

Mobile aquatic sensors are likely to play a critical role in ecosystem management, tracking of

hazardous wastes, and surveillance of harbors and coastal waterways. While some of these

applications can employ propeller-based robots, in others fin-based locomotion potentially

offers better maneuverability, less noise, and less disruption of the environment. In such

devices, often termed robotic fish [124], fin movements are typically achieved with either

small motors [123, 34, 131, 45] or deformation of electroactive polymers [31]. For instance,

Chen et al. [31] demonstrated that a carangiform (that is, propulsion primarily generated by

a caudal fin) robotic fish can successfully navigate the surface of water with a single actuator.

Other studies of biomimetic aquatic robots have yielded insight into the dynamics of fish

locomotion [3, 62, 76] and collective behaviors [46, 85].

Despite these advances, however, aquatic robots still do not approach their biological

counterparts in terms of maneuverability or autonomy; the materials, sensors and actuators

that make up a robotic fish are simply not as effective as organic tissue. Unlike meter-sized

autonomous underwater vehicles (AUVs) that can house sophisticated hardware for sens-

ing, actuation and data processing, robotic fish are usually required to be small (8-30 cm

in length) and relatively inexpensive. To that end, they are typically equipped with low-

precision sensors for navigation (accelerometers, gyroscopes, GPS, and digital compasses)

and relatively small batteries, making energy management a critical issue. Yet, these robots
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are required to negotiate aquatic environments characterized by uncertainties resulting from

waves, currents and turbulence, as well as plant growth and other obstacles. While math-

ematical models of the hydrodynamic interactions help to evaluate structures and mecha-

nisms prior to development, the design process remains a challenge due to the large number

of parameters involved in producing effective locomotion under different conditions. Each

combination of materials and electromechanical constraints produces different performance

and requires detailed knowledge of material properties. These factors directly affect not only

low-level control, but also higher-level decisions on how to maneuver the robot to carry out

complex tasks. Evolutionary computation methods are well suited to such high-dimensional

problems. By broadly sampling the solution space, evolutionary algorithms are able to test

for, and blend, the beneficial aspects of individual solutions in order to produce effective

results.

In this chapter, we describe a study on the evolution of controllers for station keeping,

whereby an aquatic robot is required to maintain a specified position despite surrounding

water flow. A behavior exhibited by many species of fish, station keeping is important to

robotic tasks such as identification of stationary objects and collection of water quality data

at a specified location. Here, we use the NEAT algorithm [122] to evolve controllers for an

aquatic robotic platform, shown in Figure 3.1, that includes two actuated lateral “flippers,”

an actuated caudal fin, and an inertial measurement unit (IMU). This morphology does

not include passive, flexible components; that topic is addressed in later chapters. In this

study, we address station keeping in the presence of external forces produced by laminar

water flow. As opposed to a turbulent flow, which is characterized by eddies, a laminar flow

occurs when the water flows at a constant rate in parallel layers, with no mixing between

layers. To achieve station, a robotic controller must coordinate the actuation of all motors in

an effort to locomote against external forces by interpreting inertial (i.e., linear and angular

acceleration) data. We first evolve controllers for station keeping in single-flow environments,

then consider generalized control strategies that accommodate changing flows.
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(a) (b) (c) (d)

Figure 3.1: Modeling and fabrication of an aquatic robot. From left to right: (a) evolutionary
experiment based on a simulation model; (b) corresponding SolidWorks model for prototype;
(c) integration of electronic components and battery into the prototype; (d) assembled,
painted and waterproofed prototype in the flow tank. The physical prototype’s main body
is 13cm long and 8cm in diameter with fins that are 8cm long and 2cm wide.

3.1 Simulation Environment

In this section, we describe the models and concepts relevant to evolving neural con-

trollers for the aquatic robot.

3.1.1 Robot Model

The robotic model developed for this study emulates the form and function of a physical

device, seen in Figure 3.1(d). The model consists of a static body, a caudal fin and two

continuous rotation lateral flippers. This design has some resemblance to a biological fish,

however, the functionality of the flippers is significantly different in both range of motion

and possible behaviors. Specifically, the flippers are not limited to a defined range, instead

exhibiting a 360◦ range of motion in both directions, while the caudal fin is limited to a ±

30◦ symmetric range of motion. The fins used in this study are assumed to be rigid; other

studies address flexible components [97, 34]. With these three actuators, a wide range of

three-dimensional maneuvers is possible, providing evolution with a broad slate to discover

unique gait patterns for aquatic environments.

An important requirement in this study is that the simulated model mimic the physical

prototype in form and sensing capability. Despite the availability of servo encoders, which

provide feedback on the state of the motors, the capabilities of the robot are kept minimal
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in order to examine how the evolved solutions perform with limited sensory information.

Specifically, this disconnect between mechanical positioning and the control signal sent to a

motor creates a situation in which the neural controller is dependent only upon its perception

of the surrounding environment, rather than feedback from a motor position. Hence, the

virtual robot does not have exact position or speed information for its servo motors. Instead,

inertial data is provided by a simulated inertial measurement unit (IMU), matching the

hardware of the physical prototype. Thus, the robot’s controller must interpret sensory data

provided by the simulated IMU to determine how actuators change the body’s state. In this

study, we do not consider error in the IMU data.

3.1.2 Simulated Environment

The simulation environment is based on the Open Dynamics Engine (ODE) [117], a

rigid body physics simulation engine. While ODE provides a method for resolving forces and

torques into motion, it does not include fluid dynamics. Therefore, we implemented a model

based on hydrodynamic drag [131]. This model evaluates hydrodynamic forces by examining

each component (i.e., simulated rigid body) of the robot independently. Algorithm 1 outlines

how hydrodynamic drag is calculated for all robot components. A drag force is applied to

each face of a component. Drag acts in opposition to linear velocity and is scaled by the

area of a given face and a constant hydrodynamic drag coefficient. In this method, only the

faces that oppose the direction of travel experience drag. Propulsion is the result of a net

force, the summation of each individual face’s force.

This simulation environment provides efficient computation of robot-fluid interactions

while minimizing CPU time required to evaluate solutions. A more accurate fluid dynamics

simulator might provide higher fidelity, but the overhead incurred by such a system would

significantly limit the number of individuals and generations that we could evaluate in the

same amount of time. Furthermore, in this initial phase of our investigation, we are most

interested in the general behaviors that evolve.
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Algorithm 1 Hydrodynamic model. Adapted from [116].

for all body do
lin vel← getLinearV elocity(body)
body rot← getBodyRotation(body)
for all face do

area← face area
norm← (face normal ∗ body rot)
force← norm ∗ lin vel ∗ area ∗ drag coeff
if force > 0 then

addForce(force)
end if

end for
end for

3.1.3 Neural Controller

Neural controllers are produced with NEAT, which evolves recurrent artificial neural

networks (ANNs) with a modified genetic algorithm [122]. In NEAT, only the number of

inputs and outputs must be specified, while the hidden layers and connectivity are modified

through the evolutionary process. Relevant NEAT parameters in this study are: a dropoff

age of 200, survival threshold of 0.2, mutation only probability of 0.25 and a mate only

probability of 0.2. ANNs have nine inputs, three outputs, and are activated every 5ms of

simulation time. Two outputs control speed of the flipper servos, and the third governs

oscillation of the caudal fin servo. Table 3.1 the inputs to the ANN. Three of the inputs are

the previous ANN outputs, another three are the robot’s current three-dimensional position

(obtained through the simulated IMU data), and the final three inputs describe the difference

between the current position and the target position. These inputs were chosen because they

represent the values available to the physical robot. It is important to note that servo motor

inputs for the ANN are based upon the previous outputs, and do not directly reflect the

mechanical position of the simulated motors.
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Input Description
Left Pectoral Rate Servo Velocity

Right Pectoral Rate Servo Velocity
Caudal Fin Position Servo Angle

X Position Limit of ±1
Y Position Limit of ±1
Z Position Limit of ±1

X Distance to Station Limit of ±1
Y Distance to Station Limit of ±1
Z Distance to Station Limit of ±1

Table 3.1: Description of Inputs to the ANN

3.2 Experiments

We address the evolution of station keeping in the presence of a constant surrounding

flow, as depicted in Figure 3.2a. Four separate trials, illustrated in Figure 3.2b, were con-

ducted to evolve station keeping for flows originating from different directions relative to the

robot’s initial orientation. Trial 1 simulates a flow from the front; Trial 2 from the rear;

Trial 3 from the left; and Trial 4 from the right-front. Each trial consists of 25 replicate

runs evolved for 2000 generations with a population of 100 individuals. The four trials are

independent, with solutions being evolved to handle a specific flow situation. A time step

of 5ms was used in the simulation environment, giving each individual solution a total of

24,000 neural controller updates during a run.

A major component of this initial work involved deriving the fitness function to capture

the elements of station keeping and to account for the dynamics of the aquatic environment.

Accordingly, each simulation is divided into a transient phase and an evaluation phase. In

preliminary results without the transient period, the evolved individuals were incapable of

station keeping. Instead, solutions would attempt to hold station immediately, but ultimately

were forced out of the station keeping area by the flow. The transient phase allows the robot

to reorient itself with movements that might otherwise cause a decrease in fitness (i.e.,

temporarily moving away from the station point); such behavior is similar to rheotropism in
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(a)

(b)

Figure 3.2: (a) A demonstration of the station keeping task. The sphere and crossed white
lines indicate the desired station keeping point for the robot. Maximum fitness is accrued
when the robot brings its center of mass, denoted by the green lines, to intersect with the
station point. (b) Direction of flow in each of the four trials. Trial 1 involves a flow coming
from straight ahead. In Trial 2, the flow comes directly from behind. For Trial 3, the flow is
from the side of the body. Finally, in Trial 4 the flow comes from 45 degrees straight ahead.

biological fish [5]. During the evaluation phase, fitness is accumulated periodically at 250ms

intervals. Fitness is awarded in a spherical zone surrounding the station point. Individuals

holding station near the point accrue high fitness, with the reward dropping off with distance.

No fitness is awarded to an individual when it is outside the sphere, but neither is this

behavior explicitly penalized. Specifically, fitness is calculated as follows:

distance =
(√

(xT − xt)2 + (yT − yt)2 + (zT − zt)2
)3

(3.1)

fitness =

 10− (distance) if > 0

0 otherwise,
(3.2)

where (xT , yT , zT ) represents the desired station position and (xt, yt, zt) is the current

position.

21



3.3 Results

In this section, we present results of the evolutionary experiments. Videos of selected

behaviors are available in the supplementary materials.

3.3.1 Evolved Behaviors

Depending on the direction of the flow, evolved behaviors varied from simple forward

swimming to complex acrobatic maneuvers reorienting the robot towards a flow. In Trial

1, a simulated laminar flow from upstream (i.e., from the front to the back of the robot) is

applied. This configuration serves as a benchmark to measure performance of the subsequent

trials, as the robot does not have to reorient itself prior to maintaining station. Evolved gaits

are reminiscent of natural fish locomotion, with both the caudal fin and flippers working in

a coordinated oscillating motion to swim against the flow. Trial 2 simulates a flow pushing

on the rear of the robot. Initially, we had expected to see solutions employ the flippers to

maintain station while keeping the orientation relatively stable. However, evolved solutions

instead exhibit a more effective flipping maneuver in order to bring the caudal fin into an

effective position to counteract the flow. As depicted in Figure 3.3, the robot flips itself over,

and then executes a forward motion similar to that seen in the first trial. Reorienting the

body into an effective position for forward propulsion demonstrates the controller’s ability

to identify and counteract the force generated by a laminar flow.

In Trial 3, a simulated flow exerts force against the side of the robot. Of the four trials

conducted, this turned out to be the most challenging, apparently due to the difficulty of

turning 90 degrees to the left in the allotted time. For this trial, the expected behavior was to

turn 90 degrees and face the flow without any need to rotate along another axis. However, a

more complex maneuver evolved, apparently because a 90 degree turn is time-intensive. The

evolved behavior combines the flipping motion seen in Trial 2 with a roll to bring the body

into an effective position for swimming against the flow. Trial 3 individuals have difficulty

achieving station within the time allowed, however, as the initial reorientation requires a
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significant amount of the evaluation period.

Figure 3.3: Behavior of an evolved solution in Trial 2. The first 60s, which is the transient
phase, is used to reorient against a laminar flow pushing on the robot from the rear (left
to right in the figure). The robot executes a 180 degree flip bringing the caudal fin into a
position where it can provide the greatest thrust. Here, the flippers roll the robot over as
well as make minor adjustments once the robot is in an effective position.

For Trial 4, a simulated flow is applied at a 45 degree angle to the robot’s initial right-

front. As depicted in Figure 3.4, evolved individuals demonstrate the ability of the controller

to respond to the direction of flow and attain station keeping during the course of an individ-

ual evaluation. Images in Figure 3.4 are taken at 10 second intervals over the first 70 seconds

of simulation time. Initially, the robot is displaced from its station. The robot begins to

react at approximately 10s when it starts to orient itself to the flow by using its flippers to

rotate the body while the fin provides forward propulsion. Fitness evaluation begins at 60s.

By this time the robot has achieved, and can maintain, station by working to correct its

position relative to the given station point.

3.3.2 Fitness Measurements

Fitness results from the trials are shown in Figure 3.5a and 3.5b. These results provide

insight into the relative difficulty that each flow presents to the evolutionary process. Specifi-

cally, in Trial 1, where the robot directly faces the flow, solutions achieve near perfect results,

where a fitness of 1 correlates to solutions that maintain station for the entire evaluation

phase. Apparently, the lack of need to reorient the body helps to produce such high fitness
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Figure 3.4: An evolved solution in Trial 4. In this trial, an individual faces a laminar flow
at a 45◦ angle to the robot’s front. The robot spends the first 50s reorienting itself against
the flow. After 50 seconds, the robot has achieved a stable station and begins to accumulate
high levels of fitness by using the flippers and fin in a coordinated effort to maintain its
center over the station point.

values. Figure 3.6 shows the final distribution of the best evolved individuals for each of the

replicate runs. This plot also illustrates the relative difficulty associated with the different

flows. As can be seen in the results from Trials 2, 3 and 4, only a few solutions are able to

gain high fitness.

3.3.3 Behavior Comparison

Figure 3.7 plots trajectory information for the final solution and an early generation

solution in Trial 4 (Figure 3.4 presents the gait that the final evolved solution takes to

achieve station). For the final evolved solution, the robot initially moves outside of the

fitness zone. However, this maneuver occurs during the transient phase, allowing the evolved

solution to move without losing fitness. The earlier controller fails to identify the flow and

can be seen drifting away over time. Even though the robot does manage to swim with some

coordination, it lacks the ability to identify the flow direction and coordinate its swimming

to act against the force. Consequently, this individual ultimately is pushed out of the fitness

reward area.
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(a) (b)

Figure 3.5: (a) Fitness of the best evolved results from the trials. Trial 1 is able to achieve a
near perfect fitness score as it does not have to reorient itself prior to holding station. The
other trials have some success, although their fitness scores are lower than Trial 1. This
is likely due to the movements required to reorient to flows. (b) Average fitness of the
population of evolved results from the trials. Trials 2, 3, and 4 have low average fitnesses
due to the difficulty of station keeping in these environments. Many individuals are able to
swim, but leave the station area, accruing no fitness during the evaluation period.

Many evolved solutions exhibit swimming behaviors but are not able to coordinate those

movements with the task of holding station against the flow. For example, one individual

can effectively swim directly forward, however, the direction of flow in the trial (from the

side) causes it to gradually drift out of the fitness reward zone, resulting in the individual

accruing less than 1% of the available fitness.

3.3.4 Discussion

In this initial investigation, we have shown that neuroevolution is capable of generat-

ing control strategies to address station keeping. Solutions exhibit unexpected locomotion

strategies that involve both simple swimming gaits along with complex maneuvers to reorient

the robot in different laminar flows. However, the evolved results do not extend beyond en-

vironments encountered during evolution. Although perhaps unsurprising due to the single
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Figure 3.6: Box plot of the best fitness values for each replicate run in the four trials. Box
indicates the upper and lower quartiles, median is represented as the center line in the boxes.
Ends of the whiskers represent the maximum and minimum values, excluding outliers.

Figure 3.7: Two-dimensional, top-down trajectory plot for an evolved solution and an early
generation candidate solution from Trial 4. The grey circle represents the area of fitness
reward. The evolved solution is initially displaced before identifying the direction of flow,
reacting to it, and then achieving station.
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environment per trial employed during evolution, it remains a challenge to achieve more gen-

eralized control strategies. Moreover, characterizing the difficulty of specific environments

is not straightforward, as a 90-degree flow proved more difficult than one coming from the

rear of the robot. The next section presents results of our initial approach to addressing this

challenge.

3.4 Toward Generalized Station Keeping

Evolved controllers in the above experiments cannot handle flows other than the single

one encountered during evolution. However, it is desirable not only to hold station in one

environment, but to address the general problem of holding station against a variety of

flows. Over-training, that is optimizing a solution for a small set of conditions, is a risk

for evolutionary algorithms. We have conducted a preliminary set of experiments to evolve

generalized station keeping, whereby the robot can adapt dynamically to changes in flow.

We initially attempted to evolve generalized controllers by randomly selecting a flow, per

generation, from any combination of x and y components on the horizontal plane. However,

controllers were unable to evolve station keeping, or even coordinated swimming behaviors.

Presumably, the introduction of multiple flows in such a random manner prevented evolution

from gaining a foothold on the essential elements of the task. Instead, we found that a more

structured strategy of introducing environmental variation is required, where the direction

of flow changes gradually. An example is shown in Figure 3.8. Results are promising, but

incomplete and will be presented in the dissertation.

3.5 Summary

In our initial investigation of station keeping, we focused on the process required to

evolve individuals capable of holding station against a single flow. One of the challenges

facing any evolutionary robotics process is how to assign fitness. Station keeping requires
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Figure 3.8: Depiction of the sweeping side-to-side flow facing a robot over the course of an
evaluation. At time t=0s, the flow comes from the front of the robot. As the simulation
progresses, a second component is added, altering the direction of flow up to a ±63.4◦.
The magnitude of the force also varies, as the x component of the flow remains constant
throughout the simulation.

rewarding solutions for maintaining station at a desired point, while not penalizing solutions

that move outside of the fitness area to reach more effective orientations. In preliminary

tests, fitness was allowed to accumulate from the beginning of the run, creating an unnec-

essary pressure to perform well from the start. Such a fitness metric makes it difficult for

an evolutionary algorithm to find strategies that sacrifice initial fitness for an overall better

strategy. Given the robot’s morphology in this study, the caudal fin produces the greatest

propulsion. Therefore, an effective strategy is simple swimming, combined with more com-

plex acrobatic maneuvers in challenging flows to reorient the robot to different laminar flows.

The results show that neuroevolution is capable of generating control strategies to address
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station keeping against a variety of different flow situations.

While these individuals are capable of station keeping in evolved environments, they

fail to generalize to new conditions. Autonomous robotic systems need to be capable of

operating in novel environments, which are not seen during off-line evolution. Techniques

previously studied include scaffolding [20, 135], that is, introducing different elements of a

task over time. However, such approaches require expert knowledge to assess the difficulty

of a task in a specific environment, which can be difficult for aquatic environments. In our

ongoing studies, we are exploring techniques to evolve individuals capable of station keeping

in multiple environments.

The robotic platform discussed in this chapter is based on a physical prototype with 3D-

printed rigid materials and traditional robotic actuators. As such, we modeled the simulated

robot after the physical device for both dimensions and mechanical capabilities. Evolution

is thus able to optimize only the control strategy for this robot, neglecting a second impor-

tant aspect, an individual’s morphology. Natural organisms have tightly intertwined control

strategies and bodies, working together to produce robust behaviors. In the following chap-

ters, we investigate the role of morphology, and its integration with control strategies through

co-evolution.
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Chapter 4

Exploiting Passive Joints in an

Amphibious Robot

4.1 Introduction

Natural organisms exhibit an astounding array of functionality via complex interactions

among muscles, bones and nerves. Movement is typically produced through muscles, guided

by the nervous system, with passive parts of morphology (such as fins, feathers or webbed

feet) enhancing these actions. Passive components can also increase performance in robots,

by emulating capabilities found in biological organisms. For example, a passively flexible

caudal fin has been shown to produce more thrust than a rigid fin [34]. Moreover, integrating

passive components into design reduces the number of actuators, and correspondingly the

mechanical complexity needed by a system, which is particularly important in small robots.

Despite these advantages, the introduction of passive components into a robot poses

numerous challenges in the development of control strategies. Because the joints are not di-

rectly actuated, any control strategy must account for the characteristics of passive structures

in determining the overall response of the system. Our approach to this problem combines

evolutionary computation with efficient methods for modeling materials and their interaction

with the environment. Whereas evolutionary computation guides the search process, com-

putationally efficient models determine how constituent materials behave when acted upon
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by forces, enabling accurate evaluation of the robot in simulation. This approach, coupled

with 3D printing for rapid prototyping, provides an opportunity to bridge the gap between

artificial and natural systems in terms of agility and maneuverability.

In this chapter, we present an evolutionary approach to discovering effective combina-

tions of morphology and control for an amphibious robot with passive arm joints. Candidate

solutions are evaluated using a rigid-body physics simulation environment, with successive

generations created through a process of selection, mutation and crossover. Each evolved

solution comprises a body plan and two controllers, one for crawling on a flat surface and

another for swimming in water. This two-controller approach exploits the ability of the

robot to change control patterns between different environments, whereas the morphology

of a robot is fixed after fabrication.

Results of this study demonstrate that evolved solutions harness the properties of passive

joints to move effectively in both terrestrial and aquatic environments. The passive joints

become an integral part of locomotion. Moreover, the evolutionary process finds solutions

whose control and morphology are highly intertwined, demonstrating the importance of

exploring both facets together. We fabricated the best evolved solution using a multi-material

3D printer, and have conducted preliminary experiments with a prototype on an evolutionary

robotics test bed.

4.2 Methods

This study focuses on developing a robot whose passive joints not only reduce mo-

tor requirements, but also enhance performance. Many aspects of the robot (dimensions,

materials, controller parameters) are evolved, while others (for example, mechanical com-

ponents), are designed. The following sections describe specifics of the robot, simulation

model, evolutionary approach used, and the fabrication of the physical model.
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4.2.1 Robot Overview

The robot used in this study features a main body and two arms on each side near

the front; a simulation model is shown in Figure 4.1. Battery, controller, and motors are

assumed to be contained within the main body, with the arms connected directly to the

motors.

Figure 4.1: Simulation model of the robot used in this study. The arms move in a sweeping
motion pivoting at the top of the fins through a passive hinge joint.

Each arm has a passive hinge joint between the arm and flipper, as illustrated in Fig-

ure 4.2, enabling locomotion in both terrestrial and aquatic environments. The arms function

similarly to the pectoral fins of fish, and move in a sweeping motion from the front to back.

A passive joint between arm and fin locks at vertical on the power stroke, providing a larger

surface area for swimming or acting as a leg to lift the body off of the ground for crawling.

As the arms move forward on the recovery stroke, the fin collapses backward, reducing drag.

Since the passive joint does not require a dedicated motor, it reduces both the power require-

ments imposed on the robot, as well as the mechanical complexity of the physical design.

Instead, the passive joint moves with a combination of gravity or hydrodynamic drag, in

concert with the arms, driven by a motor at the base of each arm. Hence, complexity is

shifted to the controller, which along with the dimensions and characteristics of the arms

and fins, is the focus of optimization during the evolutionary process.

Control of the arms is governed by a sinusoidal input with parameters related to joint
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Figure 4.2: CAD model of the passive hinge joint used in the fin structure. The arm extends
from the body and is waterproofed by a flexible gasket. The arm attaches to the fin by a
passive joint allowing the fin to move according to the environmental forces acting upon it.

limits and the speed of oscillation. Parameters are optimized through the evolutionary pro-

cess and are executed by a controller that moves both limbs synchronously. An individual

robot also has two controllers, one for each environment. In related work, we study the

behaviors produced by more complex artificial neural network controllers in an aquatic en-

vironment [95] and the use of flexible materials in robots [97, 34].

4.2.2 Treatments and Evaluation

Three evolutionary treatments were conducted. In Treatments 1 and 2, simulated robots

evolved in a terrestrial and an aquatic environment, respectively. These single-environment

treatments served as benchmarks for comparison with results of Treatment 3, wherein evolved

robots were evaluated in both environments. Evaluation of each candidate solution was based

on the total forward distance traveled in 10 seconds of simulation time.

The two evaluation environments were built atop the ODE. The terrestrial environment

emphasizes parameters relevant to locomotion across a flat surface, such as a sidewalk or

tabletop. In the aquatic environment, forces are required to account for the propulsion

component of the fins and the hydrodynamic drag on the robot components during forward

movement. Hydrodynamic forces were simulated using the methods described in Chapter 3.
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4.2.3 Evolutionary Process

Populations comprised 250 individuals and were evolved for a total of 400 generations.

Each treatment was conducted using 20 replicate runs in order to produce statistically sig-

nificant results. The initial population was seeded with individuals containing randomly

generated genomes. At each generation, the individual solutions were evaluated in the sim-

ulator, and the next generation was formed based on a two-phase selection process. Elitism

was used to maintain the best performing solution across generations. Remaining parent

solutions were selected using tournament selection with a tournament size of 3. New indi-

viduals were generated using single-point crossover with a probability of 25% and through

mutation with a 30% chance to alter a genome.

Each genome consists of 11 real-valued parameters, listed in Table 4.1. Practical con-

straints were also placed on certain genes such that the simulated robot is more readily

transferable into physical designs. For example, fin width is allowed to range between 1 and

3 centimeters, while also being constrained to a maximum value of the overall arm width.

Other intergene constraints impose restrictions on the total width of the robot body and

arms, as well as to keep joint oscillation from crossing the high and low limits of a servo

motor.

Parameter Min. Value Max Value
Lower Fin Height 1cm 5cm
Lower Fin Width 1cm 3cm

Body Width 4.5cm 7.5cm
Arm Width 1cm 5cm
Fin Friction 0.7 1.0

Osc. Freq. Land .25Hz 1Hz
High Limit Land -70 ◦ 70 ◦

Low Limit Land -70 ◦ 70 ◦

Osc. Freq. Water .25Hz 1Hz
High Limit Water -70 ◦ 70 ◦

Low Limit Water -70 ◦ 70 ◦

Table 4.1: Individual Gene Limits
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Under this encoding scheme, the morphological parameters, except for fin friction, which

is primarily used in the terrestrial environment, are subject to competing environmental pres-

sures. Over the course of evolution, parameters relating to the robot morphology reach values

that allow the robot to move in both environments. The control parameters, oscillation fre-

quency and joint limits, are specific to each environment. High and low joint limits were

incorporated into the controller to evaluate different ranges of motion. In this way, a con-

troller can define the range of movement, within the physical constraints of the motor, to use

in locomotion. Range of motion and oscillation frequency are the driving factors governing

the behavior of the passive joints, producing a robot whose morphology is adapted for move-

ment in both environments, but with controllers specifically adapted to each environment

and its morphology.

In Treatments 1 and 2, fitness is defined simply as the forward movement in 10 sec-

onds of simulation time. For Treatment 3, fitness is a function of performance in the two

environments, as defined by Equation 4.1:

Fitness = [4− (2− aqua dist) ∗ (2− terr dist)]2, (4.1)

where aqua dist represents the normalized distance traveled in the aquatic environment and

terr dist represents the normalized distance traveled in the terrestrial environment. This

fitness function rewards solutions that perform well in both environments.

4.2.4 Prototype Fabrication

Taking the best evolved solution from Treatment 3 as a model, a prototype robot was

fabricated using an Objet Connex 350 multi-material 3D printer. The prototype is shown

in Figure 4.3. The controller was implemented using an Arduino microcontroller with servo

motors actuating the arms. This physical model was used to validate the results of evolution

and identify any differences in movement characteristics and performance when transferring

from simulation to reality.
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Figure 4.3: 3D printed robot of the best performing solution in this study. The passive hinge
joint can be seen between the arm and fin. The fins collapse backwards as the arms move
forward allowing the robot to move in both terrestrial and aquatic environments.

4.3 Experiments and Results

The following sections describe the results of the study. We first present details of the

three individual treatments, followed by a discussion of the relationships between control

and morphology that emerged during evolution.

4.3.1 Treatment 1 - Terrestrial Environment Only

A primary challenge faced by any robot is how to move its body efficiently. In the

terrestrial environment, strategies generally minimized the contact area between the body

and ground. Specifically, Treatment 1 arrived at solutions where fins that were significantly

taller than the main body in 19 of the 20 replicate runs. An evolved individual, shown in

Figure 4.4(a), lifted the body off the surface and rocked forwards as the arms moved towards

the rear of the body. This gait allowed the individual to move forward at a relatively rapid

pace. Furthermore, the main body evolved to its narrowest allowable value, while the fin

friction evolved to be near its maximum value. Evolved controllers tended to move the arms

near the fastest allowable frequency while also favoring the largest range of motion. A large

range of motion allows the robot to keep its body off the ground for a longer period during

the rocking gait, increasing distance traveled during a simulation.
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(a) (b) (c)

Figure 4.4: Three different morphologies evolved in different treatments. Subfigure (a)
shows the dominant morphology that emerged in Treatment 1; note the tall pectoral fins.
The dominant morphology for Treatment 2 is presented in (b) and is characterized by shorter
pectoral fins. The morphology that emerged in Treatment 3 can be seen in subfigure (c). This
adaptive morphology exhibits a compromise in the pectoral fin height between the terrestrial
and aquatic morphologies, enabling the robot to perform well in both environments.

4.3.2 Treatment 2 - Aquatic Environment Only

In contrast to robots in the terrestrial environment, individuals evolved in an aquatic

environment tended to reduce the surface area exposed to the direction of travel. As a result,

fins of robots in the aquatic environment evolved to be on average 29% the height of those

in the terrestrial environment, although fin widths were similar. An example is shown in

Figure 4.4(b). Shorter fins produce less drag during the recovery stroke and also reach a

fully vertical position faster during the power stroke . Body widths of individuals in this

treatment evolved toward the smallest allowed value, even more so than Treatment 1, in order

to minimize drag. Unlike Treatment 1, the oscillation frequency of the evolved controllers

exhibited more variation, apparently reflecting the different fin height values observed in this

treatment. The dynamics of this relationship are discussed later.

4.3.3 Treatment 3 - Amphibious Environments

Treatment 3 produced morphologies and controllers that performed well in both en-

vironments. Specifically, evolved solutions arrived at fins tall enough to propel the robot

forward in the terrestrial environment while also being effective swimmers. However, the

gaits in the terrestrial environment were characteristically different than those from Treat-

ment 1. Due to shorter fins, which were better for swimming, the terrestrial gait resembled a
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sliding motion, where the fins were able to lift the body slightly off the ground, dragging the

body instead of lifting it. In terms of swimming, the evolved solutions solutions reached ap-

proximately 75% of the average distance traveled by solutions in Treatment 2. Figure 4.4(c)

shows the dominant morphology that emerged in this treatment. In comparison to the first

two treatments, the evolved fin widths were approximately 66% as wide, further indicating

a likely compromise between fin height and width.

4.3.4 Fitness Evaluation

The fitness landscape of solutions found in Treatment 3 is illustrated in Figure 4.5,

where each of 2,000,000 individual solutions is represented by a small circle. The darker

shaded circles indicate areas where multiple solutions perform similarly. This plot includes

all individuals found during the evolutionary runs, illustrating the space explored by evo-

lution. The axes represent the fitness for the two respective environments. Solutions that

fall along the axes performed well in one environment at the expense of performance in

the other environment. Many individual solutions did not perform well in either environ-

ment, as indicated by the dark marks in the lower left of the plot. These solutions likely

occurred in early generations of evolutionary runs. The area of particular interest in this

plot is surrounded by the dashed box in the upper right corner. Here we see solutions that

performed relatively well in both environments. In analyzing the results, we found that the

best solutions from Treatment 3 performed about 95% as well as those evolved only from

Treatment 1 in the terrestrial environment, and about 75% as well as those from Treatment

2 in the aquatic environment. In this region, we also see clusters of solutions, as indicated

by the darker shaded circles. The clear definition of circles indicates many solutions that

performed similarly. This area also demonstrates that there are multiple possible solutions,

each of which arrives at slightly different fitness while being effective in both environments.

Figure 4.6 plots the performance of solutions from Treatment 3 in each environment over

evolutionary time. Fitness values in this figure have been normalized to the best results from
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Figure 4.5: Fitness landscape of all individuals over the evolutionary trials for solutions
evolved in Treatment 3. Fitness values have been normalized using the best values from
Treatments 1 and 2 to allow comparison between single environment evolved individuals
and amphibious individuals. Darker shaded areas indicate a large number of solutions with
similar performance. The box in the top right contains solutions that perform well in both
environments.

Treatments 1 and 2 respectively. This plot demonstrates that the fitness progression in the

terrestrial environment increases at a relatively stable rate, whereas the aquatic environment

experiences more variation over the course of evolution.

4.3.5 Treatment Comparisons

In two validation tests, we evaluated the controllers evolved in one environment, matched

with the morphology evolved for the other environment. These tests demonstrate the short-

comings of only evolving morphology for one environment when compared to Treatment 3.

Specifically, inserting the evolved morphology for Treatment 1 into an aquatic environment,

yielded a fitness that was 38% of the maximum distance traveled by solutions for Treat-

ment 2. Moreover, as is apparent in Figure 4.4, the morphology from Treatment 2 is not

even capable of moving in the terrestrial environment, since its fins do not touch the ground.
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Figure 4.6: Average performance of the best individual solutions per trial from Treatment
3 over evolutionary time. (a) Aquatic environment fitness and (b) terrestrial environment
fitness. Fitness was based on the performance in both environments, as such, the perfor-
mance does not necessarily increase over each generation. Larger variations in the aquatic
environment could potentially indicate that solutions are more susceptible to small changes
than those in the terrestrial environment.

These two tests demonstrate the coupled dynamics that form between a virtual robot’s brain

and body and the importance of the fin dimensions for effective swimming. Altering these

dynamics by swapping morphologies proved to be extremely disruptive to their function.

Treatment 3 addresses these shortcomings by evolving solutions in both environments.

Each environment was allowed to have its own controller, as switching between controllers

is considered to be a trivial process. In both environments, controllers evolved joint limits

near their maximum values, indicating that a shortened stroke is not beneficial in either en-
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vironment. Although the range of motion was similar, controllers for the two environments

differed significantly (paired t-test: p < 0.001) in the speed of moving the arms. Average val-

ues of 0.6 Hz evolved in the aquatic environment, while values in the terrestrial environment

were closer to 1 Hz.

Effects of brain/body evolution become apparent when comparing results of Treatments

2 and 3. Specifically, the best controller from Treatment 2 exhibited an oscillation frequency

of 0.89 Hz, while that of the best aquatic controller in Treatment 3 had an oscillation fre-

quency of 0.6 Hz. The final distributions of evolved oscillation frequencies were significantly

different (p < 0.001) between the two treatments. However, a relationship between oscillation

frequency and fin area can be seen in Figure 4.7. The fin area distributions for the two treat-

ments were significantly different (p < 0.001) with these differences evident in Figures 4.4(b)

and 4.4(c). A quadratic regression model demonstrates a relationship between the fin mor-

phology and oscillation frequency in the aquatic environment. In the regression model, fin

Figure 4.7: Distribution of the oscillation frequency of the controllers in the aquatic envi-
ronment in regard to fin area. The oscillation frequencies are dependent upon the fin area
for a morphology with 90% of the variance in oscillation frequency being accounted for by
the fin area with a p-value < 2 x 10-16.
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area accounts for 90% of the variation in the oscillation frequency (p < 2 x 10-16), indicating

a strong relationship between the two parameters. Furthermore, this model provides insight

into the relationships that form between a robot’s controller and morphology. Specifically, as

the fin area increased, a slower oscillation frequency was used to reach effective locomotion

strategies. This result demonstrates that brain and body evolutionary approaches can dis-

cover these relationships during the evolutionary process to optimize an overall design. This

feature is especially beneficial when integrating structures such as passive joints, as these

dynamics are not always known a priori.

4.3.6 Physical Validation

Upon conclusion of the simulation trials, we selected the best performing solution from

Treatment 3 and fabricated it using a 3D printer. Figure 4.3 shows the printed model, includ-

ing the passively hinged fins. Initial experiments with this physical model found movement

similar to that of the simulation results. The passive joint moved as expected, with the fin

collapsing backwards during the recovery stroke, before returning to a vertical position on

the power stroke. Aquatic testing conducted with the physical robot was especially promis-

ing, as the robot was able to swim well (Figure 4.8), indicating that we had simulated the

passive joint dynamic correctly. However, extensive testing was not possible due to design

issues unrelated to the evolutionary process. Specifically, the servo to arm connection proved

to be too fragile when operating in a terrestrial environment.

4.4 Summary

Although the morphology of a robot is often fixed following fabrication, the controller

need not be static. Considering the capabilities of current microcontrollers, maintaining mul-

tiple controllers is a feasible approach that has been demonstrated in amphibious robots [63].

Working under this assumption, we evolved both the morphology and basic controller scheme

for our simulated robot. We demonstrated controllers that were uniquely tied to their re-
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Figure 4.8: Initial testing of the printed model in an aquatic environment verifies that the
passively hinged fin performs similarly to the characteristics seen in the simulation. During
the recovery stroke, the fin flexes upwards, pivoting on the passive joint, to reduce drag and
enable forward movement of the robot.

spective morphologies. As such, performance of a robot with either an altered morphology

or controller would not be expected to perform as well. Simulation results indicate that

a unique set of control parameters exists for each environment, given a static morphology.

Accordingly, the two-controller approach used in this study is a way to generate effective

locomotion across different environments.

Passive characteristics of materials and joints have the potential to enhance robotic

designs. In a prior study, we investigated the integration of flexible materials in a robotic

design [97]. The robotic platform and physical prototype can be seen in Figure 4.9. Evolved

individuals in simulation demonstrated improved locomotion on low-friction surfaces with

flexible ankle joints, whereas those with stiff legs did not move as far. The flexible joint pro-

vided evolved individuals with the increased traction necessary to move effectively. Similar

to natural organisms, flexibility can provide enhanced functionality provided the morphology

allows for it.

The study described here addressed the use of a passive hinge joint, which allows each

fin to be controlled by one servo motor, leading to a robot with a simple drive-train design

and less dependence upon gearboxes and other mechanical parts that are subject to failure.

Reducing the number of motors can produce more efficient mobile sensor platforms, as well

as potentially smaller robots. Additionally, the incorporation of passive joints in this robot
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(a) (b)

Figure 4.9: (a) A hand-designed prototype of the robot produced with multiple materials.
The feet are composed of both soft and rigid materials. This initial prototype has a com-
pletely rigid arm which results in a small contact area between the foot and surface. During
movement, the feet often slip. (b) Virtual robot used in this experiment modeled after the
physical prototype. A flexible joint is located between the arm and foot of the robot allow-
ing the foot to flatten on the surface, increasing its contact area with the ground based on
evolved parameters.

design allows the motors, controller and power supply to be housed inside the main body,

reducing the waterproofing requirements of the design and limiting the potential failure ar-

eas. Solutions in this study tended to have a strong relationship between their controllers

and morphologies, as shown through regression analysis. In the next chapter, we continue

our exploration of control/morphology co-evolution, shifting our focus from individual com-

ponents to relationships among major morphological characteristics and their role in evolved

gaits.
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Chapter 5

Evolution of Whole Body

Morphology: The Role of the Tail in

Bipedal Hopping

Having explored the integration of flexible materials and passive joints into the evo-

lutionary process, in this chapter we turn to the evolution of “whole body” morphological

characteristics, such as limb dimensions and masses. Our approach is to evolve a particular

mode of locomotion, bipedal hopping, where such characteristics, along with passive and

flexible joints, play a critical role.

Bipedal hopping is defined as a cyclic bouncing gait in which only the hind limbs contact

the ground and swing in phase, or nearly in phase [56, 57]. Thus, contrary to common per-

ception, the gaits used by animals such as rabbits and toads are not truly hopping. Within

mammals, hopping has evolved independently in only a few species, but apparently for differ-

ent reasons. In small animals such as kangaroo rats (Figure 5.1), spring hares, and jerboas,

hopping is primarily used as a predator escape mechanism [16]. In larger animals, such as

kangaroos and wallabies, hopping offers an energy-efficient means of locomotion over long

distances [41]. Despite size differences, however, the overall morphologies of these animals

are quite similar. Specifically, bipedal hoppers tend to have long tails and powerful hind

legs, which perform the majority of work during locomotion. Yet, the evolutionary origins of

this behavior, as well as many related issues, remain obscure. A better understanding of the

45



evolution and mechanics of bipedal hopping not only can inform biology, but has application

in robotics, biomechanics, and the development of prosthetics.

In this study we investigate the evolution of bipedal hopping in a virtual animat, fo-

cusing specifically on the characteristics and role of the tail. The virtual animat model

approximates muscles, joints, mass and torque, enabling us to evolve biologically plausible

patterns of movement. Through a series of five evolutionary treatments we investigate the

effect of different initial (and evolvable) tail configurations on the evolution of effective hop-

ping gaits. We initially start with a fixed morphology, but restrictions on the morphology are

loosened with each subsequent treatment. Results indicate that even using a simple high-

level control strategy, morphological characteristics evolve to be tightly coupled with control

dynamics. Moreover, while many of the evolutionary results are consistent with behaviors

and morphologies observed in natural organisms, in some cases effective hopping evolved

despite key differences from nature, potentially inspiring new design approaches in robotic

and biomechanical systems.

Figure 5.1: The kangaroo rat was selected as the base morphology for studying the evolution
of bipedal hopping, due to its representative morphology and the availability of information
on both the mechanics and dynamics of its behavior.

The contributions of this chapter are as follows. First, the proposed muscle model

produces locomotion patterns similar to those of natural organisms and limits the output

potential of each individual joint. This model is computationally less expensive than a

musculoskeletal dynamics simulator, enabling the large number of evaluations necessary in

evolutionary approaches. Second, the results demonstrate that a tail is essential to hopping,

but that different configurations can lead to very different gaits, some closely resembling
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those of biological counterparts (namely kangaroo rats and wallabies), and others different

from any known species. Third, while we observed a close coupling between tail movement

and the oscillation frequency of leg joints, we discovered multiple combinations that produced

effective bipedal hopping behavior. Finally, we were surprised that many evolved tails had

relatively low mass, as it is hypothesized that a heavy tail helps maintain a high moment of

inertia in animals, producing a more stable gait. This result might be due to our relatively

simple model of the morphology (we plan to use more detailed musculoskeletal models in

the future), but might also represent a combination of morphology and behavior that has

application outside biology.

5.1 Background and Related Work

The role of the tail in locomotion is of considerable interest within biology. In their

studies of geckos (which are not bipedal hoppers), Full and colleagues found that the tail is

essential to both orientation control and gait stability [72, 80]. Alexander and Vernon [2]

studied the musculoskeletal system of kangaroos and described the overall mechanical sys-

tem and the forces exerted during hopping. They also first hypothesized that the tail was

necessary to balance the angular momentum produced by the swinging legs during hopping.

However, to our knowledge no one has yet tested this hypothesis, nor explored its significance

in other hopping species.

A previous study into the evolution of hopping using a 2D musculoskeletal model found

that both quadrupedal and bipedal hopping gaits are very sensitive to changes in morphol-

ogy [55]. However, such a model does not take into account many aspects of hopping, such

as maintaining balance, that are essential in the physical world. Our work explores the

evolution of hopping in 3D physics-based simulation environments. While our early studies,

described here, rely on rigid-body physics environments, more complex musculoskeletal mod-

els have been developed [54] and will be integrated into our investigations as computational

capacity permits.
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In robotics, hopping is an intriguing locomotion strategy for its potential energy effi-

ciency and the ability to rapidly change elevation. The latter is particularly important to

radio communication, as signal propagation distance is greatly increased by moving trans-

mitters above ground level [33]. Indeed, research in this area has led to the development

of small robots capable of both self stabilization and hopping [134]. Prior studies on hop-

ping have also addressed mechanics of simple, single-joint actuated robots that were able to

achieve stable hopping gaits [15], and single-hop robots have been constructed using pneu-

matic muscle actuators [102]. It has also been shown that combining several hops was more

energy efficient than a single, powerful hop, while producing the same jumping height [1].

This efficient hopping motion was discovered after analyzing thousands of results, lending

support to harnessing the search capability of evolutionary computation in order to address

similar problems. By applying evolutionary approaches to the study of bipedal hopping in

3D animats, we hope to gain insights into this behavior at a level not previously explored.

5.2 Methods

We began our study with an animat based roughly on the morphology of a kangaroo rat.

The gaits of this animal have been analyzed extensively with the aid of high-speed, high-

resolution video cameras [54]; see Figure 5.2. We first evolved gaits for fixed morphologies,

then allowed evolution of morphological parameters such as limb dimensions, joint output

potential and mass distribution.

Figure 5.2: X-ray video progression of a kangaroo rat hopping across a force plate to quantify
hopping dynamics.
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5.2.1 Virtual Animat

Figure 5.3a shows the initial animat constructed in ODE, with body part dimensions

corresponding to that of the kangaroo rat. The animat also features a controller that ac-

tuates all joints. Kinematic data of the kangaroo rat’s hopping gait indicated that the

individual joints move in a periodic motion similar to a sine wave. Hence, for this initial

study where we focus on steady state hopping gaits, a relatively simple sinusoidal controller

was implemented; our ongoing investigations use more complex neural-based controllers. In

addition, left/right symmetry was enforced. This decision was made primarily due to the

difficulty in evolving a controller for a predefined morphology (unlike nature, where they

evolve together). In particular, preliminary experiments found that asymmetric controllers

had difficulty achieving stable gaits due to large differences in the length of hind and fore

limbs. Moreover, observation of kangaroo rats demonstrates left/right symmetry during

hopping.

(a)

(b)

Figure 5.3: (a) Initial simulated animat used in this study, with morphological dimensions
and mass based on kangaroo rat. (b) Two-dimensional representation of the animat joints,
with range of motion indicated.

5.2.2 Modeling of Muscles and Joints

Animals exhibit fluid movements produced by muscles contracting and relaxing in a

coordinated manner. To approximate such dynamics in a rigid-body simulator such as
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ODE, we modeled muscular connections using hinge joints with appropriate constraints. In

particular, we devised a model that limits the energy an individual joint can expend during

actuation. Doing so prevents situations in which a joint can move with an infinite amount

of force, an impossibility in biological organisms. Moreover, animal joints do not always

move throughout their entire range of motion during locomotion (for example, strides may

be shortened to accommodate rough terrain, or the center of gravity may be lowered by

crouching to improve balance). If the potential were unlimited, joints would always move

throughout their full range of motion, irrespective of external forces.

Figure 5.3b shows the range of motion and relative power of each joint in the morphology.

Limiting the maximum force exerted by an individual joint produces a system in which

multiple joints must work together to move the animat. Specifically, the range of motion of

one joint is indirectly determined by the evolved muscle output parameters of other joints.

Moreover, limiting the overall output potential of each joint allowed the limbs to flex and

react to the ground when landing, increasing stability and the “naturalness” of the gait.

Here, this model is applied only to the rear legs, as the fore legs do not factor heavily into

the locomotion pattern for evolved individuals.

5.2.3 Evolutionary Setup

For each of five treatments, described in the next section, we executed 25 replicate

runs, each with a unique random number seed. In each run, a population of 150 individuals

evolved for 4000 generations. Fitness was defined to be the distance traveled in 10 seconds

of simulated time. No special selective pressure was applied to prefer hopping to other forms

of locomotion. Successive generations were populated using 2-way tournament selection

with mutation and crossover as defined below. The genome comprised 12, 14, or 16 values,

depending on the treatment, as shown in Table 5.1. For treatments 1 and 2, the genome did

not include parameters for an actuated tail.

The mutation rate was relatively high, 20%, but mutations were defined according to
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Parameter Min. Value Max Value
Actuation Freq. 0 Hz 2.5 Hz
Hip Orientation 0◦ 337.5◦

Knee Orientation 0◦ 337.5◦

Ankle Orientation 0◦ 337.5◦

Toe Orientation 0◦ 337.5◦

Shoulder Orientation 0◦ 337.5◦

Elbow Orientation 0◦ 337.5◦

Center of Mass body center - 0.25 × length body center + 0.25 × length
Hip Power 0 (passive) 1.0

Knee Power 0 (passive) 1.0
Ankle Power 0 (passive) 1.0
Toe Power 0 (passive) 1.0

Treatments 3, 4 and 5
Tail Actuation Freq. 0 Hz 2.5 Hz

Tail Orientation 0◦ 337.5◦

Treatment 5 Only
Tail Length 0.07 × body length 2.2 × body length
Tail Mass 3.25×10−4 × body mass 0.6 × body mass

Table 5.1: Individual Gene Limits

a Gaussian distribution, so an individual mutation was unlikely to produce a large change

in value. We found this approach to be effective given the control strategy used, where a

large change in a single key parameter, such as a phase offset, often produced an unstable

solution. A more conservative mutation approach allowed for gradual change to gait patterns

over generations.

Single-point crossover was applied with a probability of 25% per genome. Crossover

exhibited spatial locality, in that parents of an individual solution were chosen within a

defined range. Specifically, we applied a geographical approach [118], where the population

is considered as a one-dimensional line with wrap-around. Individuals are produced from

parents that are considered to be close to their offspring.
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5.3 Experiments and Results

The 5 treatments, described below, investigate the role of the tail in bipedal hopping,

including interaction with other aspects of the morphology and the effect on gaits. Videos

of selected behaviors are available in the supplementary materials.

5.3.1 Treatment 1: No Tail

In Treatment 1, individuals lack a tail. Most (18) of the 25 replicate runs failed to

produce bipedal hopping, instead evolving bounding gaits, where fore and hind limbs alter-

nate contact with the ground. Such gaits were common throughout the study, apparently

since they offer relatively stable locomotion, albeit slower than bipedal hopping. Six of the

replicate runs were able to manage two or three hops before settling into a forward-leaning

gait and then regressing to a bounding gait. However, in one run, the dominant individual,

shown in Figure 5.4 and the Treatment 1 video, exhibited a fairly effective bipedal hopping

gait, although it flipped over near the end of the simulation period. Examination of early

generations found that many individuals attempting to hop tended to flip over backwards,

resulting in low fitness scores. However, one encouraging trend that emerged in this and sub-

sequent treatments was the effectiveness of the muscle model in simulating flexible joints.

During locomotion, joints flexed to react to contact with the ground, resembling the function

of biological musculoskeletal systems.

5.3.2 Treatment 2: Fixed, Rigid Tail

In the second treatment, individuals had a fixed, rigid tail, and were able to evolve

hopping gaits with relatively high fitness values. However, we observed that the majority of

successful hoppers used the tail as a “kickstand” to prevent flipping over, as had occurred in

Treatment 1. The increased stability enabled individuals to hop farther. The best evolved

individual for this treatment can be seen in Figure 5.4. Most of the replicate runs produced

individuals that used their tail in this manner through the entire simulation period, however,
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Figure 5.4: Behavior of evolved tailless and fixed-tail individuals. The fixed tail individual is
able to hop more effectively by using its tail as a stabilizer to prevent flipping over backwards.

a few managed to execute two or three hops between tail taps. Although not ideal, this tail-

tapping motion turned out to be an important aspect in the emergence of hopping gaits.

5.3.3 Treatment 3: Actuated Tail

The fixed tail in Treatment 2 approximates the initial posture of a kangaroo rat at the

start of a hopping motion. In Treatment 3, we expanded the genome to allow the tail to

evolve a speed of oscillation value as well as a starting position. We expected to see hopping

gaits that did not use the tail as a kickstand. Evolved solutions for this treatment did tend

to favor oscillating tails that counteracted the angular momentum of the body. However,

the kickstand effect was still present in many individuals, although not as predominant

as in Treatment 2. In addition to the kickstand function of the tail, evolved individuals

demonstrated a coupling between tail and leg oscillation, with the tail moving against the

legs to limit the rotation of the body during the hop. An evolved individual for this treatment

can be seen in Figure 5.5, which shows the use of the actuated tail to stabilize the body

pitch.
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5.3.4 Treatment 4: Tail Collision Removal

In a natural environment, hopping species tend not to drag their tails on the ground,

or even allow the tail to contact the ground at high speeds, in order to avoid injury. In

Treatment 4, we explicitly removed the kickstand effect by simply preventing the tail from

interacting with the ground. (Effectively, the tail could contact and penetrate the ground

with no effect on the animat.) We expected solutions to instead use the tail as a counter-

balance to angular momentum, consistent with a prevailing hypothesis in biology [10, 2, 80].

Instead, the results from all replicate runs were similar to the bounding gaits in Treatment 1.

We suspect that the additional mass associated with a tail made it more difficult for the

individuals to maintain balance, resulting in the tendency to lean forward.

Figure 5.5: An evolved hopping individual from Treatment 3 with an actuated tail. Note the
coordination between tail and legs to maintain body pitch throughout the hopping motion.
In the evolved individual from Treatment 5, the tail evolves to be shorter than those of the
previous treatments, enabling faster hopping.

5.3.5 Treatment 5: Evolvable Tail Morphology

In the first four treatments, tails appeared to be essential to maintaining stability. In

biology, it is generally agreed that an important function of the tail is to counter the angular

momentum of the body, discouraging body pitch changes over the hopping period [10, 80].

Since we had based the animat’s morphology on the kangaroo rat, we were curious what

solutions would be discovered if tail length and tail mass were allowed to evolve. Indeed,
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Treatment 5 runs produced bipedal hoppers with tails approximately half as long as those

in the earlier treatments; an example is shown in Figure 5.5.

5.3.6 Performance Comparison

Figure 5.6 plots the best and average fitness for each of the 5 treatments. In Treatment

1, solutions were forced to focus on stable locomotion rather than maximizing the speed

of movement, resulting in low fitness. Treatment 4 exhibited even worse performance in

both plots, demonstrating that in these experiments tail tapping is an important part of the

behavior, at least as the animat starts moving. Treatment 5 included the best performing

individuals across all treatments, although the average performance was similar to that of

Treatment 3. The latter is likely due to individuals that were unstable and attained low

fitness scores. Individuals in Treatment 2 had the second best performance, presumably

by using the tail to stabilize the animat during hopping. Treatment 2 also had the best

average fitness, perhaps indicating that the static nature of the morphology made finding

stable solutions easier.

5.3.7 Analysis

Considering the high performance achieved in Treatment 5, we sought to determine

which factors and relationships gave rise to effective bipedal hopping. We discovered that in

the top 10% of evolved solutions in this treatment, there existed a relatively tight coupling

between tail and leg oscillation frequencies. Figure 5.7a presents these data for individuals in

the final generation. In the figure, the tail oscillation frequencies are generally near either a

harmonic of the leg oscillation frequency, or they act as a passively flexible joint (lower right).

Results that fall on or near these harmonic values have tails that move directly opposite to

the rotation of the body, apparently helping to maintain a more effective body orientation.

In the solutions indicated as passively flexible, the tail oscillation frequencies are so low

that they behave as a flexible joint that moves only in reaction to the hopping motion, thus

55



Figure 5.6: Fitness of 5 treatments over evolutionary time: (a) Best performing individual,
averaged across 25 runs for each treatment; (b) Average performance in each evolved popu-
lation, averaged across 25 runs for each treatment. Shaded bands indicate 95% confidence
intervals.

countering rotational movement. The coordination in phase between tail and leg movement

appears to be essential for successful individuals and is supported by biological observation.
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In hopping species, tails tend to move in concert with the rest of the body, producing a unified

gait pattern. In our observations of evolved animats, individuals lacking this coordination

tend to produce extraneous or detracting movements that actually hinder performance.

A second area of interest is the evolved mass of the tails and the resulting moments

of inertia. As seen in Figure 5.7b, the evolved results tended towards tail masses that

were less than 15% of the total body mass. Indeed, tails in some of the best performing

individuals accounted for less than 5% of total body mass. These lightweight tails resulted

in relatively low moments of inertia, as seen in Figure 5.8. Lower moments of inertia in

these individuals potentially allow the body to change pitch throughout the hopping motion

rather than maintain a stable body orientation. This is in contrast to kangaroos, which have

a high moment of inertia from tail movement that stabilizes motion.

This result is intriguing because stable orientation in hopping species benefits from a

high moment of inertia in tails [126]. Moreover, Figure 5.8 indicates that there is no direct

relationship between the tail moment of inertia and leg oscillation frequency. A possible

explanation is related to our evaluation period. While the insight into high moments of

inertia for the tails is well understood, the biological observations leading to this conclusion

generally focus on steady-state hopping. However, in our treatments, fitness evaluation begins

at the start of the simulation period which includes the startup phase. Hence, individuals

begin from a stationary starting position and must begin to hop before reaching their final

steady state. The inclusion of the startup period places an emphasis on stability during

the transition from stationary pose to hopping to avoid falling over or becoming unstable.

This pressure likely forces the solutions to evolve parameters that encourage stable startup

gaits over those that are most efficient or fastest during the steady-state phase. One possible

approach is to delay the evaluation until the animat has had an opportunity to start moving.

Adding such a transient phase, which has proven successful in other recent studies [95], might

encourage tail parameter evolution towards steady state hopping. However, we note that

at the time of this writing, a preliminary set of experiments showed that a transient phase

57



●●●●●●●●●●●●●●●●●●●●●

●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●

●

●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●

●

●●●

●

●●●
●●●●●●●●●●●●●●●●●●●●●●●●

●

●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●

●

●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●

●

●

●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●

●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●

●

●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●

●

●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●

●●●●●●●●●●●●●●●●●

●
●●●

●●●●●●●●●●●

●

●●

●●

●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●

●●

●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●

●

●

●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●

●
●●●●●●

●

●●

●

●●●●●

●●●●●●●●●●

●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●

●

●●●●●

●●

●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●

●●●

●

●●● ●●●●●

●●

●●●●●●●●●●●●●●●●●●●●●●●●●●●

●

●●●●●●●●●●●●●●●●●●●●●●●●●●●
●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●

● ●●

●

●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●

●●●●●●●●●●●●●●●●

●●

●
●

●●●●●●●●●●●●●●●

●

●

●●●

●

●

●

●●

●●

●
●

●●●

●●

●

●

●

●

●

●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●

●●●●●

●

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

2x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

1x
 H

ar
m

on
ic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

0.5x Harmonic

Passively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively FlexiblePassively Flexible
0.0

0.5

1.0

1.5

2.0

2.5

0.0 0.5 1.0 1.5 2.0 2.5
Leg Oscillation Frequency

Ta
il 

O
sc

ill
at

io
n 

F
re

qu
en

cy

Dataset
●

●

Top 10%

Bottom 90%

Fit
●

●

●

0

20

40

Leg Oscillation Frequency versus Tail Oscillation Frequency

(a)

●●●●●●●●●●●●●●●●●●●●●

●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●

●
●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●

●

●●●

●
●●●

●●●●●●●●●●●●●●●●●●●●●●●●
●

●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●

●

●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●

●
●

●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●

●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●

●
●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●

●

●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●

●●●●●●●●●●●●●●●●●

●

●●●

●●●●●●●●●●●

●

●●

●●
●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●

●●
●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●

●

●

●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●● ●

●●●●●●

●

●●

●

●●●●●

●

●●
●●●●●●●

●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●

●

●●●●●
●●

●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●

●●
●

●

●●●

●●●●●

●●

●●●●●●●●●●●●●●●●●●●●●●●●●●●
●

●●●●●●●●●●●●●●●●●●●●●●●●●●●

●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●
● ●●

●

●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●

●●●●●●●●●●●●●●●●
●●

●
●

●●●●●●●●●●●●●●●

●

●

●●●

●

●

●

●●

●●

●

●

●●●

●●

●
●● ●

●
●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●

●●●●●

●

0.00

0.05

0.10

0.15

0.20

0.25

0.0 0.5 1.0 1.5 2.0 2.5
Leg Oscillation Frequency

Ta
il 

M
as

s 
(F

ra
ct

io
n 

of
 T

ot
al

 M
as

s)

Dataset
●

●

Top 10%

Bottom 90%

Fit
●

●

●

0

20

40

Leg Oscillation Frequency versus Tail Mass

(b)

Figure 5.7: (a) Relationship between the leg oscillation frequency and tail oscillation fre-
quency in Treatment 5. The straight lines indicate harmonics between the two frequencies.
Evolved solutions tend to either fall near these lines or in the passively flexible region. (b)
Relationship between the leg oscillation frequency and tail mass as a percentage of total
body mass. Lighter tails are favored, although the evolved tail length remains relatively
constant even for different masses.
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Figure 5.8: Relationship between the leg oscillation frequency and moment of inertia for an
individual. A low moment of inertia generally means the animat is likely to change body
pitch during hopping.

actually reduced fitness. This issue is a topic of our ongoing research.

5.4 Conclusions

Although relatively uncommon in the animal kingdom, bipedal hopping provides bene-

fits both for energy efficiency and as a survival mechanism. A better understanding of this

behavior, and how it evolved, not only informs biology but has implications for the design

of robotic systems. In 5 treatments, we explored the role of the tail in hopping gaits. We

found that a tail is essential to hopping, as tailless individuals resorted to bounding or shuf-

fling gaits. Evolved gaits exhibit similarities to their biological counterparts in terms of tail

movement and joint coordination. However, our results also show that bipedal hopping is

not limited to the morphological configurations observed in nature, but can evolve in other

morphologies (i.e., those with short, light tails). Indeed, the initial morphology based on

the kangaroo rat dimensions proved not to be the most effective morphology. Finally, the

inclusion of the startup phase in fitness evaluation led to use of the tail as a stabilizer, which

to our knowledge has not been previously reported.
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For this study, we developed a computationally-efficient kinematic model that approx-

imates the function of natural muscles and is suitable for integration into evolutionary al-

gorithms. Combined with joint power limits, this model allows for the evolution of natural

looking gaits. However, from a biological standpoint, the model does not incorporate the

dynamics of individual muscles or their contributions to joint-level movement. In the next

chapter, we introduce the digital muscle model, which addresses these issues while remaining

feasible for computational evolution.
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Chapter 6

The Digital Muscle Model

The previous chapters have demonstrated that like natural evolution, computational

evolution when applied to robots can exploit material properties and passive responses, as

well as couple morphological characteristics and aspects of control. However, the actuators

and control strategies of robots are very different than those of animals. At the joint-level,

for instance, outputs of robotic controllers typically dictate the actions of the joint motors

directly. In contrast, animal joints are composed of muscles, bones, and tendons that, guided

by a central nervous system, interact in complex ways to collectively define the behavior of

the joint. Morphology and control are tightly intertwined, as multiple muscles work together

to express different behaviors, from simple locomotion to fine motor skills.

In this chapter, we describe the digital muscle model (DMM), which emulates the func-

tion of biological muscles, yet is abstract enough to apply to both engineered systems and

biological study. Receiving commands from a high-level controller, muscle groups define the

movement repertoire of individual joints. The model integrates aspects of both morphology

and control, which are evolved together. By delegating joint-level control to muscle groups,

a high-level controller is free to address complex tasks and decision making.

The digital muscle model helps to bridge the gap between control and morphology and

provides a foundation for our proposed research. Instead of being explicitly encoded in the

genome, aspects such as joint ranges emerge from the interaction between components of

the model and the environment. In this chapter, we apply the digital muscle model to
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the evolution of locomotion in quadruped animats. Evolved agents demonstrate effective

gaits that exhibit symmetry and coordination among individual joints, even though they

are driven by a single, shared sinusoidal control signal. Our ongoing work, described in the

next chapter, includes the integration of the DMM with more complex controllers, such as

ANNs, as well as integration of an energy model that constrains output forces at joints in

a manner similar to that found in nature. We emphasize that this model is not intended

to replicate the functionality of physical muscles, but rather to provide an abstraction of

joint-level control that can be mapped into robotic systems or used to help understand the

evolution of natural organisms.

6.1 Background and Related Work

As described earlier, controllers such as ANNs [133] and CPGs [86] are particularly

amenable to evolutionary optimization, and have proven successful in many forms of robotic

locomotion, including salamander gaits [65], bipedal walking [109], and crawling [66]. Typi-

cally, these controllers produce high-level signals to govern the movement of each joint, such

as specifying the desired angle of an actuator. In addition, a single control strategy often

directs multiple aspects of behavior, from high-level decision making down to the individual

joint-level commands [95]. In contrast, the movement of natural organisms is a complex

interaction between an individual’s neuromuscular and musculoskeletal systems.

In nature, morphology and control evolve together to produce effective behaviors. In

the case of a robot, the inclusion of morphology in the evolutionary process can greatly

increase the robustness of an individual [19]. Bongard and Paul [107] demonstrated the

importance of co-evolving control and morphology in a bipedal robot platform; small changes

to the robot’s mass distribution had large effects on the resultant gait. Other studies have

shown success in modular self-organizing systems [84] and the development of locomotion

strategies for robots with different morphologies [8]. Doncieux and Meyer [43] have shown

that it may be difficult, if not impossible, to develop complex control strategies without
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structural modularity in neural networks. In the proposed digital muscle model, we focus on

evolving parameters that affect aspects of both joint control and joint morphology. Whether

modularity associated with joint-level control adds further benefits remains an open question.

Lessin et al. [77] recently developed models of physical muscles that connect rigid bod-

ies, with movement determined by a variable spring constant. Actuation occurs when the

constant is changed, resulting in contraction or expansion of the simulated muscle. The au-

thors investigated the evolution of multiple behaviors in these virtual creatures, with natural

looking movements produced by the muscle-based effectors. Geijtenbeek et al. [51] demon-

strated virtual bipeds, controlled by simulated muscles, capable of walking on both flat and

uneven surfaces. Muscles were simulated with physical properties governing attachment

points, contraction paths and actuation parameters that are determined through optimiza-

tion. Gaits exhibited realistic movements for virtual creatures with different morphologies.

While promising, these systems emulate physical muscles directly, which may complicate

their mapping into some types of robotic actuators. The proposed digital muscle model

does not consider muscles to be effectors in the traditional sense. Instead, the model is ab-

stract, providing commands that govern the movement of actuators, while enabling evolved

solutions to be mapped into joints driven by various types of actuators.

6.2 Digital Muscle Model

Biological muscles provide the power necessary for organisms to move and interact

with their environment [42]. Working in antagonistic pairs, muscles allow for flexion and

extension of individual joints, coordinated by neural systems [39, 40]. Although in some

cases movement may appear to occur within a single DOF (for example, a knee extending),

multiple muscles work together to both move and stabilize a joint. The digital muscle model

provides an abstract control layer that emulates the fundamental properties of biological

muscles, while still being suitable for realization in terms of conventional robotic actuators.

Aspects of both control and morphology are integrated in the model, allowing for both to
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Figure 6.1: A Digital Muscle Group is composed of nodes, radially distributed around a joint
on a 2D plane. Conceptually, nodes exert a pulling force, which draws the limb segment
towards the node’s position on the plane. Antagonistic relationships emerge between nodes
leading to coordinated movement of a joint. The outputs of a digital muscle group dictate
the movement of a joint in a physics simulation engine.

be evolved concurrently.

Figure 6.1 depicts a simple example of the digital muscle model. Movement of the lower

limb segment is controlled by four muscle nodes. All nodes in a muscle group receive the

same signal from a controller (in this paper a simple sinusoid), with the activation function

of each individual node determining its behavior. The locations and activation functions of

each node is evolved. The combined responses of the muscle nodes along with their positions

determine the behavior of the joint. In Figure 6.1 the muscle nodes are equally spaced

around the joint, but in general this would not be the case.

6.2.1 Control

The activation function of a digital muscle node governs when and how strongly it

contracts, that is, pulls on a limb segment. This pulling force determines how far and
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fast a limb segment moves toward the node’s location relative to the joint. Activation

functions can be any function that maps an input signal to output values. For this study,

activation functions are Gaussians with evolvable parameters: µ (center), σ2 (spread), and

α (magnitude). Nodes are limited to positive exertion values, similar to the function of

natural muscles, which are only capable of active contraction. Consequently, at least two

nodes, aligned as an antagonistic pair, are necessary to have both flexion and extension in a

joint.

6.2.2 Morphology

Figure 6.2 shows a top-down view of the spatial component of muscle nodes, namely,

where they are located with respect to their associated joint. Each node has an evolvable

parameter that defines its position on a unit circle around the joint. This position determines

which direction the limb will be pulled when a node contracts. Evolution of relative positions

may produce a joint with a wide range of motion, as in a human shoulder, or one with

limitations, as in a knee joint.

6.2.3 Motor Control Signal Generation

The activation functions of the nodes in a muscle group collectively define the response

of the joint to an input signal. Activation functions for a sample group with 4 nodes can be

seen in Figure 6.3. In the figure, an input signal value of -0.5 results in nodes 0, 1, and 2

exerting themselves with activations of 0.77, 0.42, and 0.28, respectively. For example, if the

nodes were aligned as shown in Figure 6.2 and the input value was -0.5, then movement of

the limb would be away from node 3, which does not contract at inputs under -0.1.

Joint behavior is calculated by combining the activation outputs from all nodes in a

group for a given input value. The outputs for each node are projected into two values, one

for each axis of the 2-DOF joint, according to the activation output and (x,y) coordinate of

each node in a group. Figure 6.4 shows the results of aggregating the muscle node activations
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Figure 6.2: A top down view of an individual muscle group consisting of four nodes placed
radially around a joint. Each node has both an activation function and a spatial compo-
nent. Together, these determine the strength and direction of pull placed on a joint by the
individual node.
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Figure 6.3: Activation functions for four nodes in a muscle group. An input signal determines
the response of nodes according to the Gaussian activation functions for each. The values of
the activation functions for an input signal of -0.5 are highlighted.

plotted in Figure 6.3. In this manner, both the activation function of each node and its spatial

location contribute to the response of the joint. That is to say, the response is an emergent
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property of the model, rather than directly dictated by the specific activation function or a

single evolved parameter. Joint movement speeds are calculated as the difference between

current and desired joint positions for the next time step. (The speed of movement may be

included as an output in the model in future extensions.)

Figure 6.4: Activations for the 2 DOF controlled by a muscle group. The nodes depicted in
Figure 6.3 map to the two commands seen in this figure. The humps in both curves near 0.4
are the result of Node 3, which is a Gaussian function with µ= 0.4. Activations take into
account both the activation function for a node as well as its spatial location. Nodes for this
muscle group are radially distributed at 45◦, 135◦, 225◦, and 315◦ as in Figure 6.2.

Figure 6.5 shows the mapping of a high-level control signal (in this case a simple sinu-

soidal wave) to the response of a hip joint in a quadruped. A muscle group, composed of

multiple nodes, is mapped to a single joint in an animat. Each muscle group receives a single

control signal which is distributed to the nodes. A high-level controller then needs only to

provide one signal per joint, rather than unique signals for each muscle node.

6.3 Experiments

We conducted experiments in evolving walking gaits for the quadruped animat shown

in Figure 6.5f. This animat has two 2-DOF joints per leg. Evaluations were conducted using

the ODE. In the proposed model, 2-DOF joints allow the connected limb to move anywhere

in 3D space, within the physical constraints of the animat. This approach also allows for

fabricating evolved individuals in a physical robot using two servo motors, rotated 90 degrees
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Figure 6.5: Example of an input signal being converted to joint commands in the rear hip
of a quadrupedal animat. (a) A signal (in this case a simple sinusoid) from a higher level
controller is distributed to each muscle group (b) which is then passed to all nodes in the
group (c). Each node takes the input value and determines its output by finding the point on
the Gaussian indicated by the input. This output is then combined with the spatial position
of the node to determine the output for each DOF. The outputs of all nodes in the joint
are aggregated (d) to derive the two motor movement commands for a joint in a robot (e).
These commands are then sent to the motors (f) associated with the joint.

to each other.

6.3.1 Treatment 1 - Digital Muscle Model

In Treatment 1, the high-level control signal for an individual is a sinusoid. A population

of 100 individuals evolves for 12,000 generations, using a conventional genetic algorithm, with

both crossover and mutation applied at each generation. For each treatment, we executed

20 replicate runs, each initialized with a unique starting seed. Individuals contain 8 muscle

groups, in which the positions of nodes are initially evenly distributed around the joint with

randomized parameters for the nodes. Muscle groups have four muscle nodes in this study.

However, the structure of the model allows for a variable number of nodes, with three being

the minimum to produce 3D movement. In preliminary investigations, we have tested 3, 4,

6, and 8 muscle nodes per group, with effective gaits evolving in a quadruped platform in

each case. During a simulation controllers are activated every 20 milliseconds. Fitness is the

Euclidean distance from the starting location after 5 seconds of simulation time. The next

generation is populated using 2-way tournament selection. Elitism is not used in this study.

Crossover and mutation are applied with 10% and 2.5% probabilities, respectively. For

purposes of crossover, individuals are treated as a composition of muscle groups. During the
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operation, a child individual is created from two parents, with muscle groups assigned to the

corresponding joints. Genomes in this treatment consist of 128 parameters (8 muscle groups

* 4 nodes * (3 Gaussian + 1 position parameter)), resulting in an average of 3 mutations per

genome. Individual parameters are mutated using a normal distribution around the current

value with an approximate range of ±10% of the parameter value.

6.3.2 Treatment 2 - ANN Controller

In the second treatment, individuals are controlled by ANNs evolved with the NEAT

algorithm [122]. We emphasize that the proposed digital muscle model is not intended to

compete with ANNs, but rather to complement ANNs and other high-level controllers. Here,

we provide this benchmark comparison to ground results to a known method. ANNs are

configured with a single input for the sinusoidal signal and 16 outputs, one for each DOF in

the quadruped. ANN input is intentionally limited to the same information as in Treatment

1. Population size, the number of generations and number of replicate runs are the same

as those of Treatment 1. Parameters specific to NEAT used in this study include: overall

mutation rate of 33%, with specific weight mutation rate of 90%, add neuron probability of

10% and add link probability of 80%.

6.4 Results

We first describe various gaits and behaviors that evolved in Treatment 1. Next, the

evolution of symmetry between independent muscle groups, as well as functional specializa-

tion are discussed. Finally, comparisons to ANN based controllers are presented. Videos of

selected behaviors are available in the supplementary materials.

6.4.1 Sample of Evolved Muscle Model Gaits

Several distinct gaits evolved using the digital muscle model; three examples are shown

in Figure 6.6. The evolution of multiple different gaits across the replicates demonstrates the
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expressive capacity of the muscle model for a given morphology. The emergence of relatively

complex gaits suggests that individual muscle groups evolve to coordinate with each other.

As a whole, behaviors tend to balance speed (fore/aft movement of the limbs) with stability

(splaying limbs outwards from the body).

(a)

(b)

(c)

Figure 6.6: Examples of evolved gaits in digital muscle based animats. (a) Rear leg driven
bounding gait with left/right symmetric motion. (b) Three legged pace gait, where the left
legs move in unison, out of phase with the right rear leg. (c) A three legged bounding gait
with rear legs moving in near unison.

6.4.2 Evolution of Symmetric Movements

We observed the evolution of symmetric behavior among joints in the gait depicted in

Figure 6.6a. In this gait, the rear legs provide forward propulsion, moving symmetrically,

with the front acting to keep the body upright. Coordination among legs is evident, along

with the evolution of left/right symmetry.

Figures 6.7 and 6.8 plot the two axes at different points in the evolutionary process, of

movement for the rear hips from the individual in Figure 6.6a. Early in evolution, individuals

do not demonstrate symmetric or in-phase movement, instead exhibiting a less coordinated,

shuffling gait. The symmetric, in-phase coordination between the rear hip joints is evident

in later generations as the two joints evolve similar phase, amplitude and period. Perfectly
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symmetric movement is difficult to evolve, due to the high number of parameters and in-

teraction between multiple muscle groups required to express effective gaits. Evolution of

symmetric movement is apparent in Figure 6.8, wherein, movement away from the body is

initially quite different between the hips. Over the course of evolution, these two muscle

groups exhibit like behaviors, ultimately demonstrating similar phase, period, and ampli-

tudes. Coordination in both axes of movement of the hips results in an effective forward

bounding gait.

Figure 6.9 shows the movement paths for the rear hips at different points during evolu-

tion. Here, the early generation individual exhibits a shuffling gait where the right rear hip

pulls the leg under the robot. Early generation individuals also exhibit random movement

trajectories, with little observable coordination between the two axes of movement. This is

illustrated by the erratic paths for both joints. Over the course of evolution, however, these

movements smooth out, ultimately producing roughly ellipsoidal trajectories. In addition to

the smooth movements within a joint group, the evolution of left/right symmetry can also

be seen between the two hip joints.

Figure 6.10 shows the evolved configuration of the muscle nodes for both muscle groups

in the rear hips. Here, three of the four nodes in each muscle group are relatively similar in

spatial position. Even though the fourth nodes are not close to each other, the expressed

behaviors, as indicated by the previously discussed figures, are quite similar. In the muscle

model, similar behaviors can emerge, despite completely different muscle node configurations,

as both activation and spatial positioning determine the contraction of each node.

6.4.3 Evolution of a Functional Knee

Although joints in the animat have 2 DOF, the muscle model allows for functional

specialization to 1 DOF joints. For example, in one of the replicates, the second joint of

the rear left leg evolved to a functional knee joint. Figure 6.11 shows the evolution of this

joint-level control. In the first few generations, the joint flexes in response to the movement
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Figure 6.7: Evolution of forward and back movement of the rear hips in a bounding indi-
vidual. Positive angles indicate forward movement. Initially, the joint movements are not
synchronized and differ in amplitude. As evolution progresses, movement of the hips be-
comes synchronized with the joint angles moving toward a common phase, amplitude and
period.

of other joints in the animat, as opposed to providing direct thrust for movement. This

behavior serves to keep the animat stable while the other limbs provide thrust for movement.

In later generations, however, the joint assumes an active role, as different muscle groups

start exhibiting coordination across the animat. The expressed behavior in the muscle group

evolves to an ellipsoid, elongating and narrowing. By generation 300, most of the reactive and

jerky movements observed in earlier generations disappear. Planar movement and knee-like

functionality are observable by generation 1,000, with this behavior becoming more refined

in the final individual at generation 11,999.

6.4.4 ANN Evolved Controllers

Evolved gaits with ANN controllers were also found to be effective, although the indi-

viduals tended to remain low to the ground, apparently to maintain stability. Figure 6.12

shows a representative gait evolved using NEAT. Many ANN-based controllers exhibited
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Figure 6.8: Evolution of movement away from the body in the rear hips of a bounding
individual. Positive angles indicate movement away from the body. Movement of the rear
hips is initially quite different, with the gap closing over the course of evolution to ultimately
converge towards similar phase, period and amplitudes.

Figure 6.9: Evolution of the rear hip joint trajectories. The x-axis represents movement
toward and away from the body. Values near 0 represent movements near the robot, while
larger values indicate movements away from the robot. For the right hip, negative values
on the x-axis indicate movements under the robot, while positive values are associated with
movements away from the body. In the left hip, the opposite is true. The right hip initially
crosses over the 0 boundary, resulting in the leg being under the robot. Later generations
exhibit symmetric movements mirrored about 0 on the x axis.

73



Figure 6.10: The evolved muscle node positions for the two rear hips do not directly mirror
each other as only three of the four nodes have similar spatial positions indicated by the red
rectangles. Instead, symmetry in the expressed joint movements is a combination of both
node position and activation functions relating to each muscle node. Actual movements are
symmetric and coordinated as seen in Figures 6.7, 6.8, and 6.9.

Figure 6.11: Joint movement for the left rear knee over evolutionary time. The joint initially
moves somewhat erratically in both degrees of freedom, with a noticeable hitch. At gener-
ation 50, the joint has a balanced movement between both axes but still has jitter. This
results in jerky movement of the lower limb. As evolution continues, the movement becomes
planar, using a combination of both degrees of freedom. A functional knee joint then evolves
with the lower limb moving steadily back and forth without much side-to-side movement.

similar movement among all legs, rather than anti-phase movements, as in walking or pace

gaits. This pattern emerged in the majority of the replicates. This behavior led to lower

fitness than the gaits evolved in Treatment 1. The synchronous movement is likely due to the
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evolutionary method of complexification in NEAT, which results in the growth of networks

from an initially fully connected state. In addition, the lack of environmental inputs forces

the ANN to work with only a single stimulus. As a result, multiple legs receive the same or

similar control signals from the ANN.

Figure 6.12: Evolved three legged bounding gait using an ANN-based controller. The main
body remains low to the ground throughout the evaluation period, emphasizing stable loco-
motion. Limbs exhibit symmetric movements, likely due to the complexification of the ANN
over evolutionary time.

6.4.5 Performance Comparison

Figure 6.13 plots the evolutionary trajectories and fitness performance for the two treat-

ments. In this study, evolved muscle model controllers outperform ANN controllers, with the

maximum and average fitnesses being significantly different (p < 0.001 t-test). Quantifying

the behaviors across treatments is difficult due to the variety of gaits that evolve. However,

one indicator of general behavior is the average height above the ground for the main body

of the animat, plotted in Figure 6.14. Individuals with a muscle model controller tend to

maintain higher main body positions than those with ANN controllers. Higher postures are

indicative of walking, as opposed to a low crawl or shuffling gait. Observations of the sample

gaits from each treatment support this interpretation, the individuals from Treatment 1 ex-

hibit more vertical leg standing postures, whereas ANN based controllers limbs are splayed

outward, with the main body often contacting the ground. Although it provides stability,

such contact results in drag, reducing velocity. Individuals that avoid this behavior, as is

often the case in Treatment 1, are able to move more effectively, resulting in higher fitness

values.
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Figure 6.13: Evolutionary fitness progressions for both treatments. Shaded areas indicate
the 95% confidence intervals across 20 replicate runs per treatment. Both the maximum
fitness distribution and average fitness distribution are significantly different (p <0.001).

6.5 Possible Applications

As noted earlier, although the digital muscle model presented in this paper is compared

to an ANN based control strategy, the two are not meant to be competitive. Instead,

the muscle model is intended to provide a means to co-evolve joint-level control and joint

morphology. High-level control strategies can be governed by an ANN or rule-based control

strategy. The muscle model can then produce basic gaits without requiring much input from
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Figure 6.14: The average body height above the ground for all replicate runs between the two
treatments. Shaded areas indicate 95% confidence intervals with the two distributions being
significantly different (p <0.001). As a whole, gaits from Digital Muscle Model controllers
evolve higher postures as legs are typically held closer to vertical. Whereas, ANN controllers
evolve gaits that tend to remain closer to the ground, splaying the legs outward.

a higher level controller, freeing those resources to be applied to more complex maneuvers

and decision making. Gaits evolved in Treatment 1 are driven using only a sinusoid control

signal, in order to help us understand how the muscle model functions under controlled

conditions. In our proposed research, we plan to investigate multi-tiered control strategies.

In addition to serving as a robotic control strategy, information about evolved orienta-

tions of muscle nodes and activation functions can inform biology. Given the incomplete fossil

record, evolutionary algorithms and simulation provide a means to test different hypothe-

ses regarding joint-level control and its role in locomotion. Understanding the mechanics

of specific motions and muscle configurations is of interest to the study of biological or-

ganisms [92, 101, 96]. Evolutionary experiments can yield insight into the biomechanics

underlying basic movements [91]. However, finely detailed musculoskeletal simulations are

impractical for use in computational evolution. In such musculoskeletal simulators, single

experiments can require multiple days of computation time for a single analysis, with the

process often requiring multiple iterations. Moreover, while these simulations provide insight

into the neuromuscular control of living animals, they are limited in their ability to explore
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alternative morphologies or behaviors. The digital muscle model provides a way to simulate

the basic mechanics underlying natural muscles without the high overhead cost of more de-

tailed simulations. Individual runs (1.2 million evaluations) conducted for this study took

approximately 24 hours using a server with 24 cores. Information obtained from this model

can potentially be used as a basis for creating models in more detailed simulators.

6.6 Conclusions

The digital muscle model presented in this chapter is meant to provide a bridge between

aspects of control and morphology at the joint level. Each muscle group provides a low-

level control strategy that defines the behavior of an individual joint. In contrast to a

comprehensive control strategy that supports high-level cognitive tasks (waypoint following,

path planning), mid-level (walking, turning), and low-level (basic movements, extension,

flexion), the muscle model is intended to function as a low-level controller only. Additionally,

the proposed model serves as a computationally efficient tool to assist biological study when

using computational evolution. These features, along with the abstract nature of the control

strategy, allow the digital muscle model to map into robotic systems while also informing

biological study. Results show that effective gaits can evolve using the digital muscle model,

with instances of functional specialization, coordination, and symmetry all appearing in

evolved individuals. In the next chapter, we combine the low-level DMM with a high-level

ANN to realize a comprehensive controller for legged locomotion.
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Chapter 7

Combining the Digital Muscle Model

and High-Level Control

In the previous chapter, we introduced the Digital Muscle Model and demonstrated

the evolution of effective gaits, even when driven by a simple oscillating signal. Alone, the

responses produced by a DMM controller strictly map an input value to joint commands,

without integrating sensory information from the environment. In natural systems, touch,

body posture, and environmental information aid control decisions, providing information

necessary for robust responses. The brain accounts for these sensory modalities, allowing

responses to adapt to different environmental conditions. In this chapter, we investigate

the integration of DMM-based joints and neuroevolution, employing ANNs as a high-level

controller. Specifically, we explore different types of connectivity between ANN and DMM

controllers in legged robots. First, we evolve locomotion in an eight-joint quadruped animat,

then evolve gaits for a twelve-joint hexapod.

Results indicate that the ANN/DMM controller achieves higher performance than ANN-

only controllers in locomotion tasks while maintaining a comparable number of connections

in the evolved networks. This is consistent with theories of control in biological organisms

where movement “primitives” in the spinal cord are thought to govern the coordination of

multiple muscles, simplifying the high-level commands dictating locomotion [52]. The main

contributions of this chapter are as follows. First, we evolve a control architecture that more
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closely resembles that of natural organisms, where some control is relegated to the joint level.

Second, we demonstrate that these controllers are capable of achieving higher performance

than ANN-only controllers in legged locomotion. Finally, we present an analysis of the

ANNs in the hybrid controllers, comparing them to monolithic ANN controllers in terms of

the network structure, specifically the number of connections and hidden nodes.

7.1 Related Work

This work is motivated by the idea that modularity in the controller may lead to more

robust behaviors. Doncieux and Meyer [43] have demonstrated that it can be difficult to

develop complex control strategies without structural modularity in ANNs. Pasemann et

al. [105] found that by focusing on evolving modular neurocontrollers, small networks can be

constructed to address specific tasks. These subnetwork behaviors can then be combined to

realize complex behaviors. Li and Miikkulainen [79] introduced the idea of a switching ANN,

wherein small subunits of computation are employed to address a specific task, with the high-

level ANN deciding which subunit to employ given a set of environmental conditions. Perhaps

the most similar control architecture to the ANN/DMM control proposed in this chapter

is the Subsumption Architecture introduced by Brooks [26]. There, hierarchical control

is employed so that multiple tasks can be expressed by a single controller, with behaviors

preempting each other through a predefined ranking system. Subsumption architectures have

since been employed to control exploratory behaviors in individual robots [125] and at the

swarm level to govern collective behaviors [100]. However, the previous strategies investigate

modularity and hierarchy at the control level only. In this chapter, we investigate a related,

but novel area, addressing the integration of high-level, low-level control and the morphology

of a system as in natural organisms.
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7.2 ANN/Muscle Model Integration.

We investigated two strategies for connecting ANN to DMM, illustrated in Figure 7.1.

The top figure shows the singly-connected strategy, where the ANN has a single output for

each muscle group. Similar to the single input signal in the previous chapter, each node in

a muscle group shares the same ANN output. Movement of the joint is then determined by

combining the individual responses of each node to the signal. The bottom figure shows the

individually-connected strategy, where each node of a muscle group is connected to a unique

ANN output. The individually-connected strategy potentially allows for more fine-grained

control of the individual muscle nodes by the ANN, but at a cost of an increased number of

ANN outputs. In the example shown in Figure 7.1, individually-connected ANNs require 4

times as many outputs as the singly-connected ANNs as we consider muscle groups with 4

nodes each.

Figure 7.1: Examples illustrating the two connection strategies tested in this study: (top)
singly-connected and (bottom) individually-connected. Interaction between the ANN and
DMM-based joint proceeds as follows: (a) ANN receives input from sensors and produces
output(s), 1 for a singly-connected joint and 4 for an individually-connected joint. (b) For
a singly-connected joint, the same ANN output signal is distributed to each of 4 muscle
nodes. For an individually connected joint, each muscle node receives its own signal directly
from the ANN. (c) The position and activation function of each muscle node determines its
response to the incoming signal. (d) Responses of the muscle nodes are combined and (e)
passed to the platform.
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In this chapter, we are specifically interested in the following questions. How do the

two proposed ANN/DMM controllers perform for robotic platforms with differing degrees-

of-freedom (DOF)? Second, how do the ANN/DMM controllers perform against ANN-only

controllers in legged locomotion? Finally, what differences, if any, arise between the two

connection strategies such as the overall performance or number of connections in the ANNs?

7.2.1 Evolutionary Setup

Populations comprise 100 individuals and are evolved for 2000 generations. We conduct

20 replicate runs per treatment, each with a unique starting seed. Evolution is conducted

with the NEAT algorithm [122] which handles the ANN component of the controller. NEAT

parameters used in these experiments are listed in Table 7.1. These parameters were derived

from preliminary experiments and found to evolve high-performing individuals in various

locomotion tasks. Here, we extend the NEAT algorithm by pairing DMM controllers with

an ANN through a genome identifier. Specifically, the genome identifier is used to match

two components of the genome through the evolutionary process as NEAT handles ANN

evolution. Crossover is applied to the DMMs by tracking when it is performed on the

ANN component. The two parent genomes are selected by the genome IDs and the DMM

component is then crossedover to form the full ANN/DMM child genome. Mutation is

applied per generation to individual DMMs with a 5% chance per parameter; each joint has

four nodes with four parameters each.

7.3 Quadruped Locomotion

We begin our investigation of the the ANN/DMM controllers by evolving gaits for

quadruped robots. The simulated 8-DOF quadruped robot can be seen in Figure 7.2. Move-

ment of the legs can be away from the torso, or along the long axis of the torso. Each joint

has a ±120◦ range of motion. Evolved individuals need not utilize this entire range as the

DMM controller is intended to evolve a range of movement within this hard limit.
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Parameter Value
Compatibility Threshold 5.0
Young Age Threshold 15
Species Stagnation 1000
Old Age Threshold 35
Min Species 1
Max Species 25
Recurrent Prob 0.25
Crossover Rate 0.75
Mutation Rate 0.33
Mutate Weights Prob 0.90
Weight Mutation Rate 0.75
Max Weight 20
Add Neuron Prob 0.4
Add Link Prob 0.4
Rem Link Prob 0.05

Table 7.1: NEAT Parameters for Gait Evolution

Figure 7.2: The quadruped robot has eight 2-DOF joints, a hip and a knee for each leg.

We conduct three treatments: singly-connected ANN/DMM controller (SC),

individually-connected ANN/DMM controller (IC), and an ANN-only controller (ANN).

ANNs in the ANN/DMM controllers have 8 outputs in the singly-connected controllers and

32 outputs in the individually-connected controllers. The ANN-only controller has 16 out-

puts, one for each DOF in the quadruped. Inputs to the ANN for all three treatments

include a sinusoidal signal, a bias, one touch sensor for each foot, and 2 angle sensors per
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joint. Individuals are evaluated based on the distance traveled by the torso in 10 seconds of

simulation time on a high friction surface.

7.3.1 Quadruped Results

Figure 7.3 plots the average maximum fitness (distance traveled) across replicates for

the three control strategies. Here, the hybrid ANN/DMM controllers outperform the ANN-

only controller across replicate runs. Individually-connected controllers perform only slightly

better than singly-connected controllers with the confidence intervals often overlapping.

Figure 7.3: Average maximum fitness across 20 replicate runs per treatment in the quadruped
platform. Shaded areas represent the 95% confidence intervals.

In addition to performance, we are also interested in characteristics of the evolved ANNs,

specifically with respect to the number of connections and hidden nodes. Differences in the

structure of the ANNs could indicate that the low-level DMM controller is offloading con-

trol functionality from the ANN or perhaps changing the interaction between ANN and

the underlying joint-level control. Figure 7.4 plots the average network size, by number

of connections, versus fitness across the three treatments. Each point in the figure repre-

sents the average number of connections in the highest fitness individuals from the twenty
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replicates at each generation. Although the singly- and individually-connected controllers

achieve similar fitness (Figure 7.3), the singly-connected controllers have a lower number of

connections, reaching their peak fitness near an average ANN size of 1293.25 connections.

Individually-connected controllers achieve similar performance but have an increased number

of connections in the evolved networks (1395.35 connections). The ANN-only controllers,

while not as high-performing, have a smaller network size on average (713.25 connections)

when compared to the ANN/DMM controllers.

Figure 7.4: The average number of connections in the evolved ANNs of the highest per-
forming individual per replicate versus fitness. Each point represents the average number
of connections and average fitness across twenty replicates per treatment for a generation.
Dashed vertical lines indicate the average number of connections in the highest performing
generation per treatment.

Although difficult to see in the plot, further analysis shows that the individually-

connected treatment reaches a peak average fitness of 25.32 (8.44 body lengths), the singly-

connected treatment 24.79 (8.26 body lengths) and the ANN-only treatment 21.76 (7.25 body

lengths). From these results, it would appear that the singly-connected control strategy is

the better of the two ANN/DMM controllers, having similar performance with a reduced

number of connections in the evolved ANNs. However, the ANN-only controllers are less
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complex than both ANN/DMM controllers, but performance is not as good.

The previous plot shows the relationship between network complexity and performance,

but the data points are averages across replicates of the farthest traveling individual at each

generation. Averaging statistics across replicates reveals general trends in the evolutionary

performance of the various treatments. However, these statistics do not provide insight into

the performance of the best individuals. Figure 7.5 plots the highest performing individual

from each replicate run across the three treatments. This plot shows that the farthest

traveler has an individually-connected controller (992 connections, Fitness = 29.987, 9.99

Body Lengths) with the best singly-connected controller a close second (1051 connections,

Fitness = 29.883, 9.96 Body Lengths). Between the two ANN/DMM controllers, the fitnesses

are not significantly different (p = 0.1207). For this, and subsequent pairwise comparisons

conducted in this chapter we employ the Wilcoxon Rank-Sum Test as the populations cannot

be assumed to be normally distributed.

Figure 7.5: The number of connections versus fitness for the highest performing individuals
from each replicate run for the quadruped platform. Dashed vertical lines indicate the
farthest traveling individual per each treatment.

Figures 7.6 and 7.7 plot the distribution of the farthest traveling individuals from each
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replicate in terms of fitness and number of connections, respectively. The ANN/DMM con-

trollers are both significantly better than the ANN-only controllers (p < 0.001). However,

the number of connections in the singly-connected controllers is significantly less than the

individually-connected controllers (p < 0.001). Moreover, there is no significant difference in

the number of connections between singly-connected and ANN-only controllers (p = 0.3408).

To summarize, the singly-connected strategy provides good performance with a relatively

compact ANN.

Figure 7.6: Distribution of fitnesses for the best individual per replicate across the three
controllers for quadruped locomotion. Results are significantly different between the hy-
brid and ANN-only controllers. There is no significant difference between the singly- and
individually-connected controllers.

While the number of ANN connections in the two types of hybrid controllers is signifi-

cantly different, the number of hidden nodes is similar (p = 0.718). These results are shown

in Figure 7.8. The number of hidden nodes in the ANN-only controllers is significantly less

than those of the hybrid controllers (p < 0.001). Figure 7.9 plots the distribution of the

number of hidden nodes across replicates. Connections between nodes in an ANN facili-

tate information transfer while the hidden nodes act as computational units [133]. Here,

we speculate that the DMMs may cause the evolved ANNs to have more hidden nodes to
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Figure 7.7: Number of connections for the best individual from each replicate across the three
treatments in quadruped locomotion. The individually-connected strategy is significantly
different from the other two, while there is no significant difference between singly-connected
and ANN-only controllers.

Figure 7.8: Number of hidden nodes versus fitness for the farthest traveling individual from
each replicate in the quadruped platform. In contrast to the number of connections versus
fitness, there is not a clear relationship between the number of hidden nodes and fitness.
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compensate for the hybrid controller as the ANN does not have direct control of the joints

themselves.

Figure 7.9: Number of hidden nodes across treatments for the quadruped platform.

7.4 Hexapod Locomotion

Our second experiment applies the ANN/DMM controller to locomotion in hexapods,

see Figure 7.10 for the 12-DOF robot. Again, movement of the legs can be away from the

torso, or along the long axis of the torso. Each joint has a ±90◦ range of motion.

As in quadruped locomotion, we conduct three treatments with the singly-connected,

individually-connected, and ANN-only controller configurations. ANNs have 12 outputs in

the singly-connected case, 48 outputs in the individually-connected case, and 24 outputs in

the ANN-only case. ANN inputs are the same as those in the quadruped robot, including a

sinusoidal signal, a bias, one touch sensor per foot, and 2 angle sensors per joint. Populations

comprise 120 individuals evolved for 2000 generations. 20 replicates are conducted per

treatment. Individuals are evaluated based on the distance traveled by their torso in 10

seconds of simulation time on a high friction surface.
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Figure 7.10: The hexapod robot has twelve 2-DOF joints, a hip and a knee for each leg.
Movement of the legs can be away from the torso, or along the long axis of the torso.

7.4.1 Hexapod Results

Figure 7.11 plots the average maximum fitness over generations, while Figure 7.12 plots

the average number of connections of the farthest traveling individual versus fitness. The

results are similar to those of the quadruped platform, but with a larger difference in the

number of connections between the singly-connected and individually-connected treatments.

Figure 7.13 plots the number of connections versus fitness for the farthest traveling

individual from each replicate. For the highest performing individuals per replicate the two

ANN/DMM control strategies have similar performance (p = 0.3408), but the number of

connections in the ANNs diverge further than in the quadruped (p < 0.001). The singly-

connected strategy’s highest performing controller has 798 connections (Fitness = 38.185,

12.73 Body Lengths) while the individually-connected strategy’s best performer has 1941

connections (Fitness = 39.948, 13.32 Body Lengths). Again, the ANN-only controllers have

a significantly lower fitness (p < 0.001 for both) with 1169 connections (Fitness = 30.256,

10.09 Body Lengths) in the highest performing individual. The ANN-only controller still

has a significantly smaller number of connections compared to the individually-connected

controller (p < 0.001). Here, the increased DOF appears to induce an increased number

of connections across all three controllers. However, the singly-connected strategy has the
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Figure 7.11: Average maximum fitness per generation across 20 replicate runs per treatment
in the hexapod platform. Performance between the two hybrid controllers is similar while
the ANN-only controller lags behind.

Figure 7.12: Average number of connections of the farthest traveling individual across repli-
cates per generation versus fitness for the hexapod platform.

highest performance while maintaining lower connectivity in the evolved ANNs.

Figures 7.14 and 7.15 show the distributions of the fitnesses and number of connections,
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Figure 7.13: Number of connections versus fitness for the farthest traveling individual from
each replicate in the hexapod robot. Dashed vertical lines indicate the farthest traveling
individual per each treatment.

respectively, of the highest fitness individuals per replicate for the three treatments. The

hybrid ANN/DMM controllers both outperform the ANN-only controller, with the highest

performing individual across all treatments arising in the individually-connected treatment.

We do note however that there is no significant difference in performance between the singly-

connected and individually-connected strategies. In fact, the next three highest performers

come from the singly-connected treatment with less than half the number of connections

in the ANNs. Overall, the number of connections for the singly-connected controllers is

half that, on average, of the individually-connected controller. This difference is larger than

observed in the quadruped and suggests that there is a benefit to having a singly-connected

control strategy for increasing DOF, even though the coupling between ANN and DMM is

reduced. In this platform, the singly-connected controller has 12 outputs connecting the

ANN to the DMM while the individually-connected controllers require 48 outputs between

ANN and DMM. Furthermore, the number of connections suggests that there may be an

issue of scalability for individually-connected controllers as the number of joints increases.
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The connections in the evolved networks are almost double those of the quadruped for

the individually-connected strategy while a similar increase is not observed in the singly-

connected or ANN-only controllers.

Figure 7.14: The fitness distributions for the three controllers in the hexapod platform.
There is no significant difference between singly- and individually-connected ANN/DMM
controllers while both are significantly different than the ANN-only controller.

Figure 7.16 plots the number of hidden nodes versus fitness in the farthest traveling indi-

vidual per replicate. Similar to the results for the quadruped, there is not a clear relationship

between the number of hidden nodes and fitness in the evolved networks. Figure 7.17 plots

the number of hidden nodes across the three treatments. Unlike the increase seen in the num-

ber of connections between the quadruped and hexapod platforms, the number of hidden

nodes does not increase as rapidly. This perhaps suggests a different relationship between

the hidden nodes in an ANN and the pairing to a DMM. Still, with only two different DOF,

it is difficult to determine if this is a trend or simply limited to these two configurations.
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Figure 7.15: Number of connections for the farthest traveling individual from each repli-
cate across the three treatments in the hexapod platform. Similar to the quadruped, the
individually-connected strategy has a significantly higher number of connections while there
is no significant difference between singly-connected and ANN-only controllers.

Figure 7.16: Number of hidden nodes versus fitness for the farthest traveling individual from
each replicate for the hexapod platform. There is not a clear relationship between hidden
nodes and fitness.
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Figure 7.17: Number of hidden nodes for the best individual from each replicate for the
hexapod robot. There is no significant difference between singly- and individually-connected
controllers while both are significantly larger than the ANN-only controllers.

7.5 Conclusions

In biological organisms, multiple muscles coordinate to collectively realize movement of

joints. The Digital Muscle Model provides a computationally efficient means to evolve joint-

level control in 3D animats. In this chapter, we have examined the integration of a high-level

ANN controller with low-level DMM-based joints to realize effective gaits in legged robots.

The quadruped and hexapod platforms provide two different DOF (8 and 12) to assess char-

acteristics of the control configurations. Singly-connected controllers perform comparably

to the individually-connected controllers, exhibiting a reduced number of connections and

similar number of hidden nodes in the evolved ANNs. Surprisingly, this property holds even

with a reduced level of coupling between ANN and DMM.

Both hybrid controllers exhibit superior performance to their ANN-only counterparts.

This result is consistent with theories of control in biological organisms, where movement

primitives in the spinal cord are thought to govern the coordination of multiple muscles,

simplifying the high-level commands dictating locomotion [52]. Our results suggest that
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hybrid ANN/DMM controllers may be preferable to ANN-only controllers in evolving gaits.

However, the two platforms studied here have a large gap in the total number of joints.

In the next chapter, we consider an animat where the number of joints can be gradually

increased, providing a set of experiments where the DOF ranges from 1 to 12.
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Chapter 8

ANN/DMM Interactions

In the previous chapter, we examined the interaction between ANN and DMM for a

quadruped and hexapod. However, it is difficult to determine what impact the number of

joints in a robot might have on the evolved controllers due to the disparity between the

two platforms. The limitations of legged platforms prevent evaluating the hybrid controllers

across a range of joints. Specifically, adding legs and joints requires an increase of multiple

joints to maintain symmetry and balance. In order to explore the effect of joint number, we

shift our platform to a worm-like robot, shown in Figure 8.1. The worm-like design allows

us to increase the number of joints incrementally, examining changes in evolved ANNs as

individual joints are added.

(a) (b) (c)

Figure 8.1: Three different worm-like robots. The overall shape and mass of the robot
remains constant throughout the different trials. (a) Three-joint, (b) five-joint, and (c)
ten-joint robot.
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8.1 Robot Platform

Throughout these experiments, the overall length, width, height, and mass of the robot

remain fixed. The body is divided into increasingly shorter segments. Each joint is a 2 DOF

hinge allowing for movements perpendicular to the radial axis of the worm with a range of

motion of±90◦ in each axis. The maximum force of each joint is set so that an individual joint

alone is able to move the robot. This prevents undue bias towards coordinated movements

across multiple joints, were individual joints too weak to move the platform by themselves.

The different segments of the robot are allowed to intersect with each other to approximate

the dexterity of biological organisms. Inputs to the ANN controllers comprise two angle

sensors per joint, a touch sensor for each body segment, and a bias input. The touch sensor

triggers when the associated body segment contacts the ground, irrespective of orientation.

8.2 Evolutionary Setup

We again conduct three separate treatments in this chapter: singly-connected AN-

N/DMM (SC), individually-connected ANN/DMM (IC), and ANN-only controller (ANN).

Each muscle group contains four muscle nodes. Populations comprise 120 individuals and

are evolved for 1000 generations. We conduct 20 replicate runs per treatment, each with

a unique starting seed. Evolution is conducted with the NEAT algorithm [122]. NEAT

handles the ANN component of evolution with DMM controllers paired through a genome

identifier as explained in Chapter 7. Parameters used in the NEAT algorithm are presented

in Table 8.1.

8.3 Results

8.3.1 Gaits

As with the legged robots, a variety of gaits evolved. Although the focus of this inves-

tigation is not on the characteristics of the gaits, we briefly review the types of locomotion
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Parameter Value Parameter Value
Compatibility Threshold 5.0 Mutation Rate 0.33
Young Age Threshold 15 Mutate Weights Prob 0.90
Species Stagnation 1000 Weight Mutation Rate 0.75
Old Age Threshold 35 Max Weight 20
Min Species 1 Add Neuron Prob 0.4
Max Species 25 Add Link Prob 0.4
Recurrent Prob 0.25 Rem Link Prob 0.05
Crossover Rate 0.75

Table 8.1: Worm-Like Robot NEAT Parameters

observed for this platform. Figure 8.2 shows a sample of three gaits, one from each treat-

ment. Videos of selected behaviors are available in the supplementary materials. We note

that all three treatments evolve effective gaits. Many different behaviors evolved including

folding (middle of the worm hinges while ends act as feet), hopping (one end curls and acts

as a primitive leg), and rolling (robot curls into a wheel), among others.

Figure 8.2: A sample of three gaits, one from each treatment. (Top) ANN-only evolved
controller that exhibits a rolling gait, curling and unfolding to produce movement. (Mid-
dle) Singly-connected controller with a hopping gait. The rear of the worm acts as a primitive
leg. (Bottom) Individually-connected controller with a walking gait. The ends of the robot
act as legs, moving the robot sideways with step-like movements.
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8.3.2 Analysis

Figure 8.3 plots, one for each number of joints, the mean of the maximum fitnesses

across 20 replicate runs. The three treatments exhibit similar performance for lower joint

animats (joints < 6), while ANN-only controllers outperform the ANN/DMM

controllers for higher joint robots. Note that for a 12-joint robot, the ANN-only treatment

only exceeds the ANN/DMM controllers near the final generation.

Evaluating the farthest traveling individual per replicate, we find that the ANN/DMM

controllers attain similar or better performance than ANN-only controllers. Figure 8.4 plots

the distribution of fitnesses of the farthest traveling individuals, one per each replicate,

across the three treatments. In contrast to the mean results, here we find that the highest

performers arise out of the hybrid ANN/DMM controllers in the low (< 5) and high (> 8)

joint robots. Table 8.2, at the end of this chapter, provides all pairwise comparisons using

a Wilcoxon Rank Sum Test between treatments. In robots with 8 joints and greater, we

hypothesize that the hybrid ANN/DMM controllers are able to establish basic movements

through the DMM as shown earlier in Chapter 6. The ANN component then only needs to

provide control signals for these movements, whereas, ANN-only controllers instead need to

evolve a control strategy for each joint, potentially making the problem more difficult.

The number of connections in the evolved ANNs for the farthest traveling individu-

als per replicate varies largely across the three treatments. Figure 8.5 plots the number

of connections versus fitness, grouped by the number of joints in the robot, for the far-

thest traveling individual per replicate in each of the three treatments. In general, the

individually-connected controllers grow the fastest in number of connections as the num-

ber of joints increase. Both singly-connected and ANN-only controllers increase at reduced

rates. By eleven and twelve joints, the singly-connected controllers have the fewest number

of connections across the three treatments.

Figure 8.6 presents boxplot distributions for the number of connections in the farthest

traveling individuals for each of the number of joints examined in this study. For one to seven
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Figure 8.3: Mean maximum fitness across 20 replicate runs per treatment in the worm
platform. Each plot represents the three treatments for the given number of joints.
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Figure 8.4: Boxplot showing the fitness of the farthest traveling individual per replicate for
the three treatments across the different DOF. The hybrid ANN/DMM controllers tend to
have higher fitnesses than the best ANN controllers.

joints, the ANN-only controllers have the lowest number of connections. However, for nine

joints and higher, the singly-connected controllers have significantly fewer connections in

their evolved networks, see Table 8.2. As shown in Figure 8.4, above eight joints the singly-

connected controller achieves similar or higher fitnesses than the ANN-only controllers, while

having fewer connections. This result could suggest that the ANN “offloads” some control

functionality to the DMM while maintaining similar performance. Furthermore, this result

could indicate a point where an ANN/DMM controller is effective for locomotion (8 joints

and higher). These results are similar to those observed in the quadruped and hexapod

platforms examined in the previous chapter, where the number of connections in the evolved

networks increase along with the number of joints.

All three types of controllers exhibit a relatively constant number of hidden nodes. This

result contrasts with that for the number of connections, which steadily increases with the

number of joints. Figure 8.7 plots the number of hidden nodes across the range of joints.
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Figure 8.5: Number of connections versus fitness in the farthest traveling individuals from
each replicate run for the worm platform across the twelve joints.
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Figure 8.6: Number of connections for the farthest traveling individuals from 20 replicate
runs per each DOF across the three treatments. Differences are statistically significant for
all except singly- versus individually-connected one joint (p = 0.9042) and singly-connected
versus ANN-only six (p = 0.4017) and eight joints (p = 0.1404).

ANN-only controllers have the lowest number of hidden nodes across all joints. We speculate

that this result is related to the fact that hidden nodes typically act as computational units

while connections facilitate information transfer in ANNs [133]. These results suggest that

there is a certain threshold of hidden nodes required in any evolved ANN, regardless of

the number of joints. In the case of the hybrid controllers, the hidden nodes may provide

additional computation to make up for the limited communication capacity between the

ANN and the low-level DMM control. Furthermore, the decreased number of connections in

combination with the hidden nodes may indicate that independent computations within the

ANN are more prevalent in hybrid controllers when compared to ANN-only controllers.
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Figure 8.7: Number of hidden nodes for the farthest traveling individuals from 20 replicate
runs per each DOF across the three treatments. Differences are statistically significant for all
ANN/DMM versus ANN-only controllers. There are no significant differences in the number
of hidden nodes for singly- and individually-connected controllers except for 7 joints (p =
0.0047).

8.3.3 Singly- versus Individually-Connected

In the quadruped and hexapod platforms, we observed that the singly-connected con-

trollers exhibited fitnesses comparable to that of the individually-connected controllers while

having significantly smaller ANNs. The singly-connected controllers offer similar perfor-

mance to the individually-connected strategy, while requiring fewer ANN outputs and, there-

fore, less connectivity between ANN and DMM. From an efficiency perspective, smaller ANNs

will require fewer computational resources to calculate command outputs. In the case of the

worm, the fitnesses between singly- and individually-connected controllers are significantly

different only for 3, 7, and 11 joints (p < 0.001, p = 0.0143, p = 0.01217). However, the

number of connections in these evolved networks is significantly different for all robots except

those with 1 joint (p = 0.9042). As shown in Figure 8.6, the number of connections in the
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singly-connected controllers grows at a lower rate than the individually-connected controller.

8.4 Conclusions

In this chapter, we expanded our exploration into a model of control where a high-level

ANN provides signals to a joint-level system that integrates control and morphology. As with

our studies of quadruped and hexapod locomotion, hybrid ANN/DMM controllers exhibit

similar performance to ANN-only controllers for the majority of test cases. However, as the

number of joints in a robot increases, the farthest traveling hybrid controllers outperform

their ANN-only counterparts, while exhibiting fewer connections in evolved ANNs. This

result suggests that the ANN is offloading some control functionality to the DMM, similar

to theories of biological control [52].

These results indicate that a single connection between the ANN and each muscle group

is sufficient. This configuration requires fewer connections in the ANN while maintaining

performance similar to that of individually-connected controllers. Such modularization in

control might free the high-level controller to focus on tasks other than governing low-level

movement of joints.
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Comp: 1 2 3 4 5 6 7 8 9 10 11 12
Fitness: S v I 0.265 0.862 0.001 1 0.862 0.547 0.014 0.602 0.232 0.698 0.012 0.091

S v A 0.030 0.043 0.002 0.001 0.004 0.314 0.001 0.165 0.127 0.091 0.001 0.076
A v I 0.121 0.072 0.001 0.001 0.002 0.495 0.211 0.429 0.621 0.211 0.068 0.002

Num Con: S v I 0.904 0.028 0.003 0.001 0.001 0.001 0.001 0.001 0.001 0.001 0.001 0.001
S v A 0.006 0.001 0.020 0.010 0.001 0.402 0.001 0.140 0.007 0.003 0.001 0.001
A v I 0.001 0.001 0.001 0.001 0.001 0.001 0.001 0.001 0.001 0.001 0.001 0.001

Num Hid: S v I 0.465 0.449 0.083 0.695 0.978 0.310 0.005 0.137 0.850 0.756 0.120 0.473
S v A 0.002 0.001 0.001 0.001 0.001 0.001 0.001 0.001 0.001 0.001 0.001 0.001
A v I 0.001 0.001 0.001 0.001 0.001 0.001 0.001 0.001 0.001 0.001 0.001 0.001

Table 8.2: P-values of pairwise comparison using a Wilcoxon Rank Sum Test for the farthest traveling individual per replicate
from the three treatments. The three metrics are listed on the left: fitness, number of connections and number of hidden
nodes in the evolved networks. Treatments are abbreviated as follows: (S) singly-connected, (I) individually-connected, and
(A) ANN-only.
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Chapter 9

Conclusion and Future Work

In this dissertation we applied computational evolution to the control and morphology

of robotic systems. Specifically, we leveraged bio-inspired control models and the intrinsic

properties of materials to produce robots capable of aquatic and terrestrial locomotion.

The results highlight the importance of optimizing morphology and control together by

demonstrating the coupling that evolves between the two. This research informs the design of

future robotic systems as well as providing insight into characteristics of biological organisms.

In our first study, we investigated the evolution of ANN controllers capable of station

keeping, where the system experiences various flow situations while keeping the robot close

to the target station point. To accomplish this task, we constructed a fitness function that

rewarded individuals for being close to the station point, while at the same time granting

them time to reorient themselves in order to most effectively swim against the simulated

laminar flow. Some evolved individuals exhibited unexpected behaviors, such as flipping over,

to swim against the various flows. Furthermore, we observed that the swimming behaviors

exploit characteristics of the underlying morphology. The emergence of novel behaviors

highlights the ability of evolutionary approaches to discover solutions not considered a priori.

We next explored the effect of passive material properties on the performance of an

amphibious crawling robot. Robotic systems involve complex interactions between control

strategy and morphological characteristics. Here, we focused on passive joints, that is,

those without an active motor to control their behavior. Evolved controllers were tasked
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with indirectly controlling these joints to produce effective locomotion in both surface and

aquatic environments. The highest performing individuals exhibit a strong coupling between

control and morphology, demonstrating that the EA exploits relationships between the two.

Digital simulations allow us to explore biological phenomena by observing evolution

in action, rather than examining fossils and extant species. We studied the evolution of

bipedal hopping by simulating various morphological configurations based on a kangaroo

rat, specifically focusing on the role of the tail. Effective individuals demonstrated coupling

between control parameters and tail configurations. The behaviors exhibited by the farthest

traveling individuals were similar to those seen in nature. However, we also observed effective

solutions different from natural organisms. Conducting these simulation-driven experiments

can produce insight into biology and yield improvements in robotic systems. For example,

hopping is an effective strategy to increase communication range in robotic systems, yet

it requires the ability to model the dynamics of movement to balance performance and

efficiency.

Building on the earlier chapters, we introduced the Digital Muscle Model to investigate

the role of low-level control in locomotion. Here, we consider low-level control to be the

basic movement primitives available to a system. High-level control combines these basic

movements to accomplish locomotion and other behaviors. We first studied joint-level control

as driven by a simple sinusoid control signal in quadruped animats. Even with a basic high-

level oscillating signal, evolved individuals locomoted effectively and exhibited biological

parallels, including symmetry and functional specialization of joints. The emergence of

these traits demonstrate that joint-level mechanisms, alone, can govern basic locomotion.

We next introduced a high-level ANN to provide input to the DMM, addressing lo-

comotion in quadruped and hexapod animats. In these experiments, evolved ANN/DMM

controllers achieved comparable performance to ANN-based controllers. However, we ob-

served that in higher DOF robots the hybrid controllers had smaller ANNs in terms of the

number of connections. This result suggests that a low-level control strategy, such as the

109



DMM, can assume some computation from a high-level controller, potentially freeing the

latter to focus on other behaviors. The results further demonstrated that, as the number of

joints increases, the hybrid controllers evolved higher performance than ANNs alone.

The studies described in this dissertation draw upon biology for inspiration in the mor-

phological configuration, control strategies, and tasks examined. Throughout the investi-

gations, biological parallels emerged in the evolved behaviors, resembling those of natural

organisms. While EAs have been shown to produce effective behaviors in robotic systems, we

hope that this dissertation will lead to more effective control systems capable of leveraging

their morphology to address increasingly complex tasks. In addition, the studies presented

here support integrating evolutionary approaches during the design phase to produce systems

whose control and morphology are optimized together.

9.1 Future Work

Results from this work lay a foundation for several future research directions. We briefly

discuss four possibilities:

Digital Muscle Model. We introduced the Digital Muscle Model (DMM) in this disser-

tation to explore aspects of low-level control in robotic systems. While we were able to elicit

high-performing gaits, there remain a number of investigations to conduct both related to,

and beyond the DMM. First, we employed muscle groups with four nodes. Increasing the

number of nodes may allow for different interactions between nodes, or more specialized be-

haviors. Second, the muscle nodes themselves did not change the maximum output force of

a joint, instead dictating angular movements. Expanding the model to include modifications

to the maximum force a joint can exert could have implications for efficiency and behav-

ior. Third, the encoding strategy we employed mapped one muscle group to one joint in an

animat. Symmetry and repetition are pervasive in natural organisms. Exploring methods

to incorporate symmetry could simplify control, and also produce insights into how best to

incorporate it in artificial systems. Finally, the activation function employed in the muscle
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nodes was a Gaussian throughout our investigations, but the activation function need not

be limited in this way. Other functions such as a square, sigmoid, or step might elicit new

behaviors or unique interactions among nodes in a muscle group.

Increased Morphological Resolution. The robotic systems in this dissertation were mod-

eled as a collection of rigid components connected by one or two DOF joints. Typically, the

torsos were modeled as a single rigid component. Biological organisms are not constrained to

such simple models. For example, flexible spines increase the range of motion and introduce

new dynamics to movements. Future studies may benefit from providing similar features

and resolution of morphology in simulation. Indeed, we have conducted a preliminary study

showing that the addition of a passively flexible spine can increase locomotion performance in

quadruped animats. As computing capabilities increase, the issue of computation overhead

will diminish, allowing for simulating more complex morphologies. Furthermore, if morpho-

logical computation scales with body complexity, an increased number of body segments

should allow the controller to offload more aspects of behavior to the morphology.

Increased Task Complexity. In this dissertation we investigated tasks related to loco-

motion. Robotic systems will be required to move effectively through various environments

as the range of tasks increases. However, the complexity of these tasks will also expand,

requiring new methods to not only evolve locomotion behaviors, but also incorporate object

manipulation, environmental surveying, and obstacle avoidance, among others. Evolutionary

approaches will likely need to be expanded and augmented to incorporate multiple behaviors

allowing for more robust control systems.

Energy Efficiency. Energy efficiency, a fact of life for biological organisms, remains

a secondary consideration in evolutionary robotics. Typically, we focus on evaluating in-

dividuals strictly on their performance. Neglecting energy efficiency affects the range and

level of autonomy in robotic systems. However, incorporating energy efficiency in the robot

design process may not be as straightforward as adding a second objective to an evolution-

ary experiment. Instead, efficiency might play a complimentary role, desirable, but not at
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the same level of importance as completing the task at hand. New evolutionary techniques

need to be examined to determine how best to incorporate energy conservation strategies

while minimizing performance degradation and considering how morphological configura-

tions may impact energy consumption. Such approaches might lead to robotic systems that,

like natural organisms, are not only more energetically efficient, but also more robust to their

environment.
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