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ABSTRACT

DIGITAL TERRAIN ANALYSIS AND SIMULATION MODELING TO ASSESS
SPATIAL VARIABILITY OF SOIL WATER BALANCE AND CROP PRODUCTION

By

Bruno Basso

Terrain characteristics and landscape position control soil physical properties.
They often modify environmentally sensitive processes such as leaching, erosion and
sedimentation, as well as dynamic factors affecting crop production. The likelihood of
soils becoming saturated increases at the base of slopes and in the depression where there
is a convergence of both surface and subsurface flow. The objective of this study was to
combine a conventional, one-dimensional soil water balance model with a terrain analysis
model to evaluate the hydrological and agricultural processes occurring on sloping land
surfaces. A new digital terrain model, TERRAE-SALUS was developed to study and
model how the terrain affects the vertical and lateral movement of water occurring on the
land surface and in the shallow, subsurface regimes. This study evaluated the capability
of TERRAE-SALUS applied at a field scale with rolling terrain where the soil water
content was measured. The model was able to partition the landscape into an
interconnected series of element network from a grid DEM. TERRAE-SALUS was
evaluated using three different scenarios to gain a better understanding of the factors
affecting the runoff-runon processes. The high elevation point consistently showed lower
water contents compared to the upper and lower saddles and depressions. The subsurface

lateral flow was highest on the saddles between two peaks, indicating the
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correct performance of the model in predicting the contribution of water from the
elements located on the peaks. The RMSE between measured and simulated soil water
content varied from 0.22 cm to 0.68 cm. A second experiment was carried out applying
the crop simulation model CROPGRO in combination with remote sensing data to
evaluate the ability of the model to identify factors responsible for the yield variation in a
spatially variable landscape. Results from this study showed that the combination of crop
simulation modeling and remote sensing can identify management zones and causes for

yield variability, which are prerequisites for zone-specific management prescription.



To my family, my friends, and my love Valentina!




Jazh o express my SiN¢
“aemet Joe twelve ve
{12 then, we became v
%izes [ was in East u

|
a2 aeno words able 1

lormany vears, trave
orazdge in varnjous Sl
Ednas et me make t
2010 thank Dr. Frun
Enminee Mmember an
Sy extend a s
Xcmeny of Agnculry

i

g

S




ACKNOWLEDGMENTS

I wish to express my sincere gratitude and appreciation to my advisor Dr. Joe T. Ritchie.
I have met Joe twelve years ago when I came to MSU for the first time to learn English.
Since then, we became very good friends and a special relationship developed throughout
the years I was in East Lansing. Joe and Ann basically became my family and I think
there are no words able to express my gratitude to them. I had the fortune to be next to
Joe for many years, travel around the world with him, and learned not only the
knowledge in various scientific fields but also their applications to real world problems.
He always let me make the decisions and face the consequences, trusting in my skills.

I want to thank Dr. Fran J. Pierce for his guidance, suggestions for my research, serving
as committee member and for his friendship that developed throughout the years.

I also want to extend a special word of appreciation and gratitude to Dr. Jim Jones of the
Department of Agricultural and Biological Engineering at University of Florida, for
accepting to be on my graduate committee, and for his valuable advises on crop
modeling.

Thanks to Dr. Jeff Andresen and Dr. Dave P. Lusch, members of my graduate committee
for their tutoring in the field of Agricultural Climatology and Remote Sensing. They
were excellent teachers and I will benefit from their lectures throughout my future career.
A special thanks goes to Dr. John C. Gallant of CSIRO-Land and Water in Canberra,
Australia for the development of the digital terrain model TERRAE. I have visited John
in Canberra twice during my Ph.D. project and his time, help and hospitality were

inestimable.



'z many fmends dur
zitelp. Thanks Bran!
fendihiy. help and sup
TRE CAPRUCCINO Loy
Anwishtoextent my
A Tand ICRISAT
meof CDMYT anc
il my Nowly:
TRigies of such profe
Yz Vinocur ang Ave
H2azber of people -
Sl like 10 thank §
sy Thanks 10 B
fJ:it:’mg me makmg by

iy not le“t. my g,




I rmade many friends during my stay at MSU, and the friendship with some of them will
last forever. Brian Bear is one of them; I cannot ever thank him enough for his friendship
and help. Thanks Brian! A very special friend that I would like to thank for his

friendship, help and support is EdMartin. . Ed and I had many memorable conversations

enjoying cappuccino together. Grazie fratello!
1 also wish to extent my gratitude for their support to the International Research Center of
CIMMYT and ICRISAT. A special thanks goes to my dear friends Tim Reeves and Peter
Grace of CIMMYT and to Prabhakar Patak, Piara Singh and Dr.S. Virmani of ICRISAT.
Thanks to all my Nowlin Chair colleagues for their friendship. Sharing the office with
colleagues of such professional and human dimensions as Carlos Paglis, Scott Piggott,
Marta Vinocur and Ayman Suleiman was a privilege.
A mnumber of people were involved in the research project at the Durand site. I would
esprecially like to thank Ricardo Braga for the memorable and fun days we had during the
field study. Thanks to Brian Long and Cal Bricker for the field harvest and John Anibal
for letting me making his field look like a Swiss cheese with my neutron probe access
tubes.
Last, but not least, my deepest gratitude goes to my parents, Francesco and Angela, and
my brothers, Giovanni and Claudio, for their love and support. I gratefully thank

Valentina for her love and my friends in Napoli for their inestimable friendship.

vi



STOFTABLES.......
STOFFIGLRES......
SIOFABBREVIAT:
HOTERT INTROD'
| Background arc

1 Hypothesis
13 Obecuve

WTERD LITERA|
1 Sol water by
<2 Digtal Terrann

21 Digtal E
3-31 Data sou:

223 Spatal re
24 Digital T4
MS Lin dse
3 Temandageq 1

iﬂﬂzm TERR A
l TERR'\E Ane

. SﬂLS and S.,
i : SALLS
<1 Spatal

TR psqes

Sy
4;lmmdmuon )
Flelogipg,

l‘)
[ Y




TABLE OF CONTENTS

LIS T OF TABLES.. ...ttt ettt ettt st e st e b e st e e saassesasesseassessnensens ix

LISTOFFIGURES...........ooot ettt ettt st st se et e sba et s ba e X

LIST OF ABBREVIATIONS..........ooiitrtntrtntete ettt ste e st st et enaeste e e e e XV

CHAPTER I INTRODUCTION.......cccoeoiiiiniieteterte ettt sae s aa e sn s se s 1

1.1 Background and Rationale..............cccccoriiriiiiniiiniiiieienteesteeeee et 1

1.2 HYPOUhESIS.......ooooieieririeneeritirrtesee et eetteesreeeeeseeese e tesseeseesssessaessaaessaesssesseensseans 8

1.3 ODBJECHIVE....ueeeeeeireeereeriecteecte ettt et sste et st e sae s e et e b s e s e e e saeassaasssanaasnsenns 10

CHAPTER II LITERATURE REVIEW.........ceceiiiiiiiiieieeitreeeteee e saesaesesse s s 12

2.1 Soil water balance modeling.............cccoceveriririiinnnnerrcecerecerceee s 12

2.2 Digital Terrain ANalysis.........cocceeerruerrerieniiirinieeiterteeesestseeeseeseesesssessessesseses 16

2.2.1 Digital Elevation Model...........cccoceriioiiminiiicenceteeteeeeeeeee e 17

2.2.2 Data source of Digital Elevation Model..........cccccoeeuieirnvinsncencencnenne. 21

2.2.3 Spatial resolution and accuracy of Digital Elevation Model.................... 22

2.2.4 Digital Terrain Modeling.........ccccoovueivuernerciineeninseenenneeseeeeesneeseseseaeeeens 24

2.2.5 Landscape topographic attributes.............ccceccereeerinicnninnennierneeneeenene 25

2.3 Terrain-based hydrological modeling .............ccccoceririceinininiininireeceeeee 28

CHLAPTER I TERRAE-SALUS.........coooitriiireieerenenreeeneserensesesessesesseestesesassesansene 33

3.1 TERRAE: A new method for element network...........ccccceveccceneenenneecsnnneenennnns 33

3.2 SALUS and Spatial soil water balance model..............cccccceveriinnininnnnnnennenen. 39

3.2.1 SALUS vertical soil water balance model................coccevvererervercenrenceennen. 40

3.2.2 Spatial soil water balance model...........ccccccecuererirneernernrnenereeeneecaeeens 4
CHLAPTER IV ASSESSING AND MODELING SOIL WATER BALANCE IN A

SPACIALLY VARIABLE TERRAIN USING TERRAE-SALUS........ 48

A1 INOAUCHON........covererreereeereeeeresssresesssessssessesessseseessssssssssesessssessssesesssssnsssesersensaes 48

4.2 Methodology......... Geeeretetettsaert sttt et st et e ae R A e e e et ettt et eseae et et esean et esans 54

4.2.1 Models deSCTIPUON........ccceeiriiriinieiiiieeeene ettt sesne e 54

4.2.2 Model SIMUlation..........cocoeeeuereieeriieieetereereeteeeetree e seee e e ene e nees 59

4.3 Results and diSCUSSIONS...........ccouereeeerereeeererernnes fevtsareasa ettt ese s s s s aetesasasaennee 62

4.3.1 TopographiC attributes...........c.ccocueruirverieinniiinniicnecrccnece e sene 62

4.3.2 Model SIMUlations..........cccoeieiirniriiiiireirineecereree et st sae e snees 64

4.3.3 Validation Study—Scenario 3...........cccccirririirnnrrrcererer e 67

Q. A CONCIUSIONS......ucueuerereerrrreueretesssesesssesesssssesesesesssasassesesessssessssessssssssesesesesssssesesasns 70

vii



CAPTER Y I\DER
CROP N
3] Ieroduction.....
$2\atenals and mic
521 Sie descr
522 Remote s,
5§23 Crop gro
324 Simulan.
33 Results and dis.
531 Feld me.
832 Simulati
§.3.2.1 Scend
532.2NDV
$4 Conclusion

CWTER VI CONCI

PPRDIX A




CHAUPTERV UNDERSTANDING SOYBEAN YIELD VARIABILITY USING

CROP MODELS AND REMOTE SENSING.........ccccevvmrrniirninenene
S . 1 INTOAUCHION. ...ttt ettt et sttt et
S .2 Materials and mMethods...........cccociiriiiininnenieceeeeeece e

5.2.1 Site description and field measurements............c.ccocceviiiiiiiiiininiienne.
5.2.2 Remote Sensing data...........c.eeeveeriiernieeniinieiienieetenieeie et ee et
5.2.3 Crop growth model..........cccooriiiiiiniiiiecceeee et
5.2.4 Simulation EXPEriMENtS........cccceeruerrrerieeiirntetenrereeeerree e saeeenaes
S .3 Results and diSCUSSION.......ccceiiririieiiiiieeiieercee ettt esesee e seee s e sseesseeeenas
5.3.1 Field measurements. ........cc.cueevueiveirreerciennienineetiicenr et
5.3.2 Simulation EXPEriMENLS........c..ceeiueeruiereienerneeeientieiestereee sttt
5.3.2.1 Scenarios 1-4.........oooiiiiiiiieeeeee e
5.3. 2.2 NDVI CIaSSES......coruerurirrirenirniirenieeieereseesseereentesesse st sassne s sas s

5.4 CONCIUSION....ciiiiiiieeeertee ettt sttt e e e e b e re e s s erre s sasaesenaessnnees

viii



k] Local topogra
14222 Regioral top
“213 Caichment o

2211 Model inputs

T3l Semivanoer

232 Comrelation J
DML

2253 Vanables me |

T’{?e 4. Summary 14+
b weighted av ers




LIST OF TABLES

Table 2.1. Local topographic attributes................ooeiiiiiiiiiiiiiieie e, 26
Table 2.2. Regional topographic attributes................coooiiiiiiiiiiiiiinen., 27
Table 2.3. Catchment oriented topographic attributes.............c.c..coeeviiiiennenen. 28

Table 5.1. Model inputs, number of model runs and RMSE for each simulation

T T 3 @ = o [0 112

Table 5.2a. Semivariograms parameters for the variables measured in the field..... 113

Table 5.2b. Correlation matrix among variables measured in the field at the 52
EEAA-POINt. .. e 113

Table 5.3. Variables measured in each NDVI class and average for the 52 grid

1 520 50 o 1 43N 117

Table 5.4. Summary table for measured and simulated yield for each NDVI Class

and area weighted average across the field. 118

X



Frredl. Elevauon at

sz 4.2 Slope for the
Frred 3, Profile cun
=z 44, Plan cunvatus
Fzrd3 Maumum r

Far46. Location in
“RAE for the study

472 Soil water |
Fanfall, no restrier:

T4, Soil w ater |
"% hgh rainfa]]. no re

Sgrs{.&a Cumulaty |
~hmform g05) type. h
:'Y‘B

HRARD, Cumulagjy
! Triom soj] Ope, hie




LIST OF FIGURES

Figure 4.1. Elevation at 1 m grid resolution for the study area, Durand, MI

................

Figure 4.2. Slope for the study area, Durand, MI. ..................co,

Figure 4.3. Profile curvature of the study area, Durand, MI

ooooooooooooooooooooooooooooooooooo

Figure 4.4. Plan curvature of the study area, Durand, Ml

oooooooooooooooooooooooooooooooooooooo

Figure 4.5. Maximum ponding capacity for the study area in Durand, MI

oooooooooooooooooo

Figure 4.6. Location in the landscape of the element network created by
TERRAE for the study area in Durand, MI

......................................................

Figure 4.7a. Soil water content (0-26 cm) on day-1 for scenario I (1 uniform soil type,
high rainfall, no restricting soil layer)

oooooooooooooooooooooooooooooooooooooooooooooooooooooooooooo

Figure 4.7b. Soil water content (26-77 cm) on day-1 for scenario 1 (1 uniform soil
type, high rainfall, no restricting soil layer)

oooooooooooooooooooooooooooooooooooooooooooooooooooooo

Figure 4.8.a. Cumulative surface water flow out of the elements on day-1 for scenario
Z (1 uniform soil type, high rainfall, no restricting soil layer)

ooooooooooooooooooooooooooooooooo

Figure 4.8.b. Cumulative surface water flow onto the elements on day-1 for scenario 1
(1 uniform soil type, high rainfall, no restricting soil layer)

-----------------------------------

Figure 4. 9. Net surface flow on day-1 for scenario 1 (1 uniform soil type, high rainfall,
no restricting soil layer)

ooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooo

Figure 4. 10. Surface ponding for day-1 for scenario I (1 uniform soil type, high
rainfall, no restricting soil layer)

oooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooo

Figure 4. 11. Subsurface lateral flow on day-1 for scenario 1 (1 uniform soil type,
high rainfall, no restricting soil layer)

------------------------------------------------------------

Figure 4. 12. Drainage on day-1 for scenario 1(1 uniform soil type, high rainfall,
no restricting soil layer)

ooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooo

F.igure 4.13a. Soil water content (0-26) on day-2 for scenario 1 (1 uniform soil type,
high rainfall, no restricting soil layer)

ooooooooooooooooooooooooooooooooooooooooooooooooooooooooooo

F.igure 4. 13b. Soil water content (26-77) on day-2 for scenario 1 (1 uniform soil type,
gh rainfall, no restricting soil layer)

oooooooooooooooooooooooooooooooooooooooooooooooooooooooooooo

71

71

72

72

73

73

74

74

74

74

76

76

77

71

78

78



Eaed 4. Subsurface

52413, Draimage ¢
swmtag soil layer

=rz 4162 Soil water
1o reafall, no restnict

Fzr 4 16b. Soil wate:
sz fdl no restnct

2407 Sum of the
x grainfal, no re

Erdl8, Drainage o
. 3 . '
I soil laver

Frzd19a Soil water I
L ranfall, wyp-

B 4‘Al9b. Soil water
M hghrainfa]] w e

.F 10 Runoff or,
I RCng sy laye
r g
;Jt +20b. Runon on

" S0cting o) laye

)
T e por

Lowth Rsticting
r=+“ Net Surface
e with rtstncnns
)
o bsurface
With restny
-‘".5‘;34_: n
o age o
~>L'h Y T
‘Ung $01] lave
R4
< Sa:
,‘TES,E;E}) .3011 Water




Figure 4.14. Subsurface lateral flow on day-2 for scenario 1 (1 uniform soil type,
high rainfall, no restricting soil layer).......................
Figure 4.15. Drainage on day-2 for scenario 1 (1 uniform soil type, high rainfall,

no restricting soil 1ayer). ... ...

Figure 4.16a. Soil water content (0-26) on day-7 for scenario 1 (1 uniform soil type,
high rainfall, no restricting soil layer)............cooooii i
Figure 4.16b. Soil water content (26-77) on day-7 for scenario I (1 uniform soil type,
high rainfall, no restricting soil layer).............coooiiiiiiiiiiiiii
Figure 4.17. Sum of the subsurface lateral flow on day-7 for scenario I (1 uniform soil
type, high rainfall, no restricting soil layer)..............ccoooiiiiiiiiiiiiiii
Figure 4.18. Drainage on day-7 for scenario 1 (1 uniform soil type, high rainfall,

NO restricting Soil 1ayer)...... ..ot
Figure 4.19a. Soil water content (0-26 cm) on day-1 for scenario 2 (3 different soil
‘types, high rainfall, with restricting soil layer at 120 cm)..............cviiiiiiiiiiiin
Figure 4.19b. Soil water content (26-77 cm) on day-1 for scenario 2 (3 different soil
types, high rainfall, with restricting soil layer at 120 cm)...........ccooeiviiiiiiiiiinennnn..
Figure 4.20a. Runoff on day-1 for scenario 2 (3 different soil types, high rainfall,
with restricting soil layer at 120 cm)

--------------------------------------------------------------

Figure 4.20b. Runon on day-1 for scenario 2 (3 different soil types, high rainfall,
with restricting s0il 1ayer)..........coouviiiiiiiiiiiiii
Figure 4.21. Surface ponding on day-1 for scenario 2 (3 different soil types, high

rainfall, with restricting soil layer at 120 cm)

---------------------------------------------------

Figure 4.22. Net surface flow (cm) on day-1 for scenario 2 (3 different soil types, high
rainfall, with restricting soil layer at 120 Cm)..........cccvvviiiiiiiiiiiiiiiererneeennenen.
Figure 4.23. Subsurface lateral flow on day-1 for scenario 2 (3 different soil types,
high rainfall, with restricting soil layer at 120 cm)...........c.ceeuviureieirneiueenrennnnnnns
Figure 4.24. Drainage on day-1 for scenario 2 (3 different soil types, high rainfall,

with restricting soil layer at 120 Cm)..........c.coevuniieiiiniiiiiiieeeiiieeeeeie e et eeneeene
Figure 4.2 5, Soil water content (0-26 cm) on day-2 for scenario 2 (3 different soil
types, high rainfall, with restricting soil layer at 120 cm)

--------------------------------------

xi

79

79

80

80

81

81

82

82

83

83

84

84

85

85

86



T 4 250, Sorl WaleT
-:\ ko raimfall, wit”

fored 26, Subsurface
-'w--*.d] with restr.

a4 Drainage ¢
i rsnctng soil laye

frz 428 Sorl woates
bl

wehranfall, wity

F22429 Subsurfu.
2ol with restr:

222429 Sum of 5.
. hgh ranfall, wyr-

30 Simulatec
“Tirent i) vpes, |,

=430 Simulage
“r SNt soi) type.

u431 SUbSurfa
I‘ 0w mmfa“ witk

F,__._ R

s




Figure 4.25b. Soil water content (26-77 cm) on day-2 for scenario 2 (3 different soil
types. high rainfall, with restricting soil layer at 120 cm)...................ooon,

Figure 4.26. Subsurface lateral flow on day-2 for scenario 2 (3 different soil types,
high rainfall, with restricting soil layer at 120 cm)..................cooooin

Figure 4.27. Drainage on day-1 for scenario 2 (3 different soil types, high rainfall,
with restricting soil layer at 120 CIm).......co.ovieiiiiiiiiiiii e

Figure 4.28a. Soil water content (0-26 cm) on day-7 for scenario 2 (3 different soil
types, high rainfall, with restricting soil layer at 120 cm)...........ccooveiiiiiiiiiinin..

Figure 4.28b. Soil water content (26-77 cm) on day-7 for scenario 2 (3 different soil
types, high rainfall, with restricting soil layer at 120 cm)............cccoceveiiiiiiiinnan....

Figure 4.29a. Subsurface lateral flow on day-7 for scenario 2 (3 different soil types,
high rainfall, with restricting soil layer at 120 cm)...............ccoeviiieiiiiniieineneannn..

Figure 4.29b. Sum of subsurface lateral flow on day-7 for scenario 2 (3 different soil
types, high rainfall, with restricting soil layer at 120 cm)..........c.coocoeiiiiiiiiinian.n

Figure 4.30a. Simulated soil water content (0-26 cm) on day 184 (July 3) for scenario 3
(3 different soil types, low rainfall, with restricting soil layer at 120 cm)...................

Figure 4.30b. Simulated soil water content (26-77 cm) on day 184 (July 3) for scenario
3 (3 different soil types, low rainfall, with restricting soil layer at 120 cm)................

Figure 4.31. Subsurface lateral flow on day 184 (July 3) for scenario 3 (3 different soil
types, low rainfall, with restricting soil layer at 120 cm).........c..coceviiiiiiiiiiiiinnnnne.

Figure 4.32. Drainage on day 184 (July 3) for scenario 3 (3 different soil types, low
rainfall, with restricting soil layer at 120 cm)...........cccoieiiiiiiiiiiiiiiiniiiiieniaaen.

Figure 4.33a. Simulated soil water content (0-26 cm) on day 188 (July 7) for scenario 3
(3 different soil types, low rainfall, with restricting soil layer at 120 cm)...................
Figure 4.33b. Simulated soil water content (26-77 cm) on day 188 (July 7) for scenario
3 (3 different soil types, low rainfall, with restricting soil layer at 120 cm).................

Figure 4_34. Subsurface lateral flow on day 188 (July 7) for scenario 3 (3 different soil
type, low rainfall, with restricting soil layer at 120 cm)............cccueeeerenneernnneennnnnn.

Figure 4.35. Drainage on day 188 (July 7) for scenario 3 (3 different soil types, low
nainfall, with restricting soil layer at 120 CI).............ccouvreeeeruvereesneeeennreeeeeeennnes

Xii

86

87

87

88

88

89

89

91

91

92

92

93

93



rred36. \easured
Frre 430, Measured

R 4382 Eror map
weno 303 different s

Frre4.38b Measured
gaon on the high elevs

rered 92 Measured
7 cmifor the high

=amd 30h, Measured
&7 em for the med;

4402 Measured
+7emo for the med;

H‘I.E 4 u}b \Ie‘ﬁureg
\mb for the med;

faridla W ater con
4 I UU]\ 3) da\ 4

"o

__m44lb. Water cor

r
S By
& i

ack Is ND\;‘\I




Figure 4.36. Measured soil water content (0-26 cm) on day 184 (July 3)

....................

Figure 4.37. Measured soil water content (26-77 cm) on day 184 (July 3)..................
Figure 4.38a. Error map of soil water content (0-26 cm) on day 184 (July 3) for
scerzazrio 3 (3 different soil type, low rainfall, with restricting soil layer at 120 cm).......
Figure 4.38b.Measured and simulated soil water content (26-77 cm) for the entire
season on the high elevation point (peak).............cc.ooiiiiiiiiiiiiiii
Figure 4.39a. Measured and simulated water content for the soil profile (0-26 cm) and
(26-777 cm) for the high elevation zone (peak) for the entire season..........................
Figure 4.39b. Measured and simulated water content for the soil profile (0-26 cm) and
(26-77 cm) for the medium elevation zone (upper saddle) for the entire season............
Figure 4.40a. Measured and simulated water content for the soil profile (0-26 cm) and
(26-77 cm) for the medium elevation zone (lower Saddle) for the entire season...........
Figure 4.40b. Measured and simulated water content for the soil profile (0-26 cm) and
(26-77 cm) for the medium elevation zone (depression) for the entire season..............
Figure 4.41a. Water content change as function of elevation for 0-26 cm soil profile for
day 184 (July 3), day 224 (August 13) , and day 240 (August 28).............ccvvervennnnn.
Figure 4.41b. Water content change as function of elevation for 26-77 cm soil profile
for day 184, day 219 (August 7), and day 248 (September 4).............cccevuvenrennennnn.
Figure 5.1. Krigged map of measured soybean yield (a); krigged map of LAI measured
on August 8 (b); krigged map of plant population measured on July 4 (c)..................
Figure 5.2. Krigged map of soil depth (cm) (a); krigged map of clay content (%) (b);
krigged map of potential extractable soil water (PESW-mm) (C). .......c.ccoeuvuenennnen..

Figure 5.3a. False-color composite image taken on July 18, 1997 (original image
delivered by Emerge)

................................................................................

Figure 5.3b. NDVI map from false-composite image taken on July 18, 1997

Figure 5.3c. Reclassified NDVI map from false-composite image taken on July 18,
1997. The areas in white is NDVI-Class 1, the areas in grey is NDVI-Class 2 and the
areas in black is NDVI-CIass 3.........cccuiiuiiuiniuiiiiieeieeieeieeeeereeeeeneeneeanenn
Figure 5.4 Kriged map of simulated yield using measured plant population and
Measured soil type for the 42 grid point (a); measured yield for the three NDVI classes
®); simulated yield for the three NDVI classes using average measured inputs

------------

Xiii

94

94

95

95

96

96

97

97

98

98

114



53 Correlatiorn

L

ki




Figure 5.5. Correlation between NDVI (image taken on July 18) and yield

Xiv

.................



0

o

(D4

365




LIST OF ABBREVATIONS

cm Centimeters
GIS Geographic Information System
km Kilometers
Ml Michigan
MX Mexico
USDA United States Department of Agriculture
USGS United States Geological Survey

XV



L1. Background :

Vot demographer,
zechronically myj,
halenges; it occurs
A7eases. the demg
XPuiation Pressure
®ole whoge €Xiste

Stmateg that there

Dave op less than

dﬁ'fnorahng condyy.

Miction S¥stemyg
dorls

< POpulation; n

N

Lo Moreove I

I ¢
e y,
¢ beSQIl keep




CHAPTERI

INTRODUCTION

1.1. Background and Rationale

Most demographers agree that almost 800 million people of the world’s population today
are chronically malnourished. In the developing nations, poverty presents increasing
challenges; it occurs in more advanced countries as well. As the global population
increases, the demand for food expands, with a growing diversity in diets. As a result of
population pressure, the world’s finite resources are taxed to the limits by those same
people whose existence depends on them. The World Resources Institute (1992)
estimates that there are about a billion people, roughly one in every five, who must
survive on less than the equivalent of one US dollar per day. Equally alarming is the
deteriorating condition of the natural resources that underpin our current agricultural
production systems. We are now witnessing a never-before-seen rate of increase in the
world population; nearly 200 new residents are added to this crowded planet every
minute. Moreover, global food stocks, as a percent of utilization, are at their lowest level

since we began keeping such records.
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A report by the World Resources Institute (1992) presents data that clearly show the
world is heading for an uncertain future if present trends in population growth, land
degradation, and water and atmospheric pollution continues unabated. In the past 50
years alone, an equivalent to almost 11 percent of the Earth’s vegetated surface (1.2
billion hectares) has had its capacity to support productive forest and agricultural systems
impaired through human-induced soil degradation. This degradation has resulted mainly
from soil loss by erosion and from chemical and physical deterioration caused by
overgrazing, deforestation, and inappropriate agricultural practices. Many of the same
activities that have degraded soil resources have diminished the quality and availability of
freshwater resources as well. Clearly, the long-term productivity of soil and water
resources is in jeopardy. According to Rosensweigh and Hillel (1998) almost five billion
hectares of land globally have been degraded in the past half century.

Solving the poverty problem and, thus the food insecurity problem in developing
countries requires rapid increases in food production, income, and employment.
According to the United Nations, agricultural production-the engine of the development
and the key to alleviating poverty-must be tripled within the next 50 years, and the people
must have the income to buy it. The erosion of the natural resource base must be halted
and then reversed. If the environmental degradation is to be curtailed, and if the food
demands of a growing human population are to be met, agricultural land management
Practices that sustain and enhance the long-term productivity of the natural resource base
must be implemented. Successful implementation of these practices, referred to as
sustainable land management (IBSRAM, 1991), will require quantitative evaluation of

the factors that determine whether an agricultural system is sustainable or unsustainable.
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Only by identifying and measuring these factors will it become possible to evaluate the
long-term performance of a given management practice. This, however, is not an easy
task. The issue of what constitutes sustainable land management is complex and
transcends concerns of a physical-chemical-biological nature to include socio-economic,
cultural, and political concerns. Because of this complexity, a land management practice

found to be sustainable at one site might not be equally sustainable at another site.

The goal of agricultural research is to improve agricultural productivity and sustainability
by increasing crop yields and by using inputs (water, fertilizer, labor, and farm
machinery) more efficiently and at less cost to the farmer and the environment. Results
from scientific research based on a single discipline are site specific and time and weather
dependent, and they often require many experiments at different locations over several
years. W e are inundated with information regarding site-specific crop yield and factors
that affect them. Climatically driven crop growth simulation models which quantify water
and soil nutrient processes, integrate experimental results and knowledge from various
discipli nes to transfer the scientific knowledge to other sites and other years. These
models offer predictions and recommendations independent of location, season, crop,
cultivar-, and management. Crop growth simulation models are increasingly used to
Support field research, extension, and teaching. The number of costly, multi-treatment,
time'ctmsuming field trails can be substantially reduced by crop simulation as crop
Models can quantify the magnitude and variability in response to treatments (Ritchie e
al., 19g9; Ritchie 1991; Jones and Ritchie, 1991). From 1970, when computers became

asily ayailable to help us deal with the complexity of crops, crop simulation modeling
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developed rapidly. Two distinct types of models emerged: one was essentially practical,
and combined simple relationships and rules of thumb to predict the behavior of crops.
The other was seemingly scientific in spirit, and sought to represent the biological and
physiological processes thought to occur in plants and their environments (Passioura,
1996). These two approaches correspond to what Addiscott and Wagenet (1985) termed
functional and mechanistic in their analysis of leaching models.

Mechanistic models incorporate most fundamental mechanisms of the processes that are
involved as currently understood. For example, soil water flow would be modeled using
Darcy’s Law, and solute transport would involve mass flow and diffusion-dispersion.
Because of the large amount of input information and the uncertainty of some
assumptions, mechanistic models are usually not used by those other than their

developers. For this reason, mechanistic models are seldom used for problem solving

except for academic purposes.

Functiomal models, on the other hand, represent the same processes but use simplified
ways to 1model them. These types of models may be able to express a process as
accurate 1y as mechanistic models, although they use less input data and require much less
calculation. Because of that, they can usually be used by those others than the developers
without much difficulty. The best functional models might be thought of as containing
rationa) empiricism to express rather complex relationships. The well-established CERES
famjly of crop models (Ritchie et al., 1985) is predominantly functional rather than
Mechapjstic, as a matter of fact they are built with the minimum data set concept (Nix,

1983). This minimum data set consists of information on weather, soil, crop genetic and
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management. The CERES models were developed to provide users with an operational
model for several purposes: assistance with farm decision making, risk analysis for
strategic planning, within-year management decisions, large area yield forecasting, policy
anal ysis, and definition of research needs. Models can predict the performance of a
particular cultivar sown at any time, on any soil, in any climate. They estimate the growth
and de velopment of the crop, including the duration of each stage of growth, the rate of
plant growth and they calculate the part of growth that becomes the economic component
of the total production (Ritchie and NeSmith, 1991), the impact of soil water and nitrogen
deficits on growth and development. Simulation models that accurately describe crop
growth and long-term soil processes are also increasingly valuable tools for studying the

consequences of global climate change (Adams et al., 1990).

The soil wvater balance is calculated to evaluate the possible yield reduction caused by
soil and plant water deficits, and the environmental impact of nutrients and pesticides
leachin g to the groundwater. The soil water balance model requires inputs for
establishing how much water the soil will hold by capillarity, how much will drain out by
gravity | and how much is available for root uptake (Ritchie, 1985). Water content in any
soil layer can decrease by soil evaporation, root absorption, or flow to adjacent layers.
The limijts to which water can increase or decrease are input (volumetric fraction) for
cach soij) layer as the lower limit (LL) of plant water availability, the limit where
Capillary forces are greater than gravity forces, the drained upper limit (DUL), and for
fielq Saturation (SAT). The values used for these limits must be appropriate to the soil in

the field, and accurate values are quite important in situations where the water input
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supply is marginal (Ritchie, 1981). Determinations of these soil water extraction limits

have been described in Ritchie et al., (1986), Ritchie and Crum (1989), Ritchie et al.,

(1999).

The CERES family models have proven to be effective in simulating the water balance of
soils when the drainage is vertical, often an unrealistic assumption. Runoff produced by
such models is only from a point in space and there is no account for the water over space
and tirmee. To use such models for erosion estimates and for poorly drained, sloping
terrain, the spatial and temporal relationship between various hydrological processes

must be addressed.

There axe three main mechanisms that produce storm runoff: saturation overland flow
that occurs when a rising water table intersects the soil surface, generating exfiltration;
Hortoni an overland flow that occurs when the rainfall intensity exceeds the infiltration
rate of the soil; and subsurface flow in which water flows laterally through a highly
conductive soil profile (Horton, 1933; Dunne, 1970, 1983). These mechanisms are part of
a contimuum of processes and may operate singularly, but more often in combination
(sze, 1972). In the case of saturation overland flow and Hortonian overland flow,
Precipitation falling directly on the saturated zone at the soil surface produces surface
Tunoff or overland flow. These saturated areas may occupy only a portion of a catchment
and May vary in size depending upon soil properties such as saturated hydraulic
conCluctivity, organic content, depth to restricting soil layers, antecedent soil water

content, and topography. The Hortonian mechanism of runoff generation is most
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important in semiarid and desert areas, and on agricultural land when surface sealing

occurs.

Many hydrologic and water quality models crudely represent the three-dimensional
nature of natural landscapes and therefore crudely represent spatially distributed
hydrologic processes. As transport modeling becomes increasingly important in
hydrologic and environmental assessment, this becomes a limiting factor in the predictive
power of these models. Not only do we need to know the temporal variation in discharge
at the catchment outlet, we also need to be able to accurately predict the temporal
variation of inflow depths and flow velocities throughout the catchment. The effect of
topographic convergence and divergence on flow characteristics in natural landscapes has

amajor impact on the values of hydrologic variables (Moore and Grayson, 1991).

The terrain often modifies environmental sensitive processes such as leaching, erosion
and seclimentation as well as dynamics factors affecting crop production. Without
accounting for the terrain characteristics, accurate prediction of water quality is not
possible. Terrain analysis is becoming increasingly important in the hydrological,
geomorphological and ecological sciences for examining the spatial relationships
between processes occurring on the land surface and the shallow subsurface regime.
Digita] Elevation Models (DEMs) provide the basi;: data for characterizing the
topPographic attributes of landscapes. A Digital Terrain Model (DTM), instead, includes
the spaial distribution of terrain attributes. A DTM is a topographic map in digital

for‘l'lat, consisting not only of a DEM, but also the type of land use, settlements, types of
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drainage lines and so on. They are a major constituents of geographical information
processing. DTMs help to model, analyze and display phenomena related to topography.
Algorithms have been developed to estimate slope gradient, plan curvature, profile
curvature, aspect direction, specific catchment area, and a variety of surface drainage

proximity variables from the DTMs (Moore et al., 1993; Bell e al., 1994).

For closer correspondence in scale between model predictions and measurements, there is
aneed of partitioning landscapes into small areas where the hydrological processes, and

the soi 1 and topographic characteristics can be considered uniform or at least can be

characterized by simple relationships.

1.2. Hy pothesis

The overall hypothesis of this study is that terrain characteristics and landscape position
control soil physical properties through organic matter accumulation and formation of
soil horizon and soil structure, which highly influence the soil water balance. Landscape
Position also determines how much precipitation infiltrates into the soil profile because it
regulates how long water can pond on the surface, as well as how much can pond before
it infiltrates or runs off to other areas in the landscape. Hortonian overland flow and
latera) sybsurface flow of water are most likely to be significant on the backslope, adding
Water 19 soils in toeslope position. Thus, soil water is influenced by the terrain

chal‘actcn'stics due to the effect of runoff-runon processes.
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In this study, it is also hypothesized that the partitioning between vertical and lateral
movement at a catchment level will help us to better predict the complete water balance
and consequently the available water for the plants over space and time. Plants derive
water from soil through their roots in an attempt to maintain a favorable hydraulic
balance. Accurate evaluation of available soil water reservoir is vital to developing
optimum management for rainfed crop production. However, the soil water reservoir is
not like a bucket. Some water may percolate down out of the root zone under the
influence of gravity. All water remaining in the root zone reservoir cannot be taken up by
the plants as rapidly as needed because it is held too tightly by cohesive and adsoprtive

forces in soil.

Water infiltrating into the soil profile moves vertically and laterally. The subsurface
lateral movement occurs when a low conductivity soil profile or shallow water table are
present. This restriction in the soil forces the water to move laterally and if the rainfall
intensity exceeds the infiltration rate an overland flow occurs, increasing runoff and
consequently causing erosion problems. The horizontal movement of water varies with
the soil properties and with the terrain attributes. Accurate prediction of the terrain
characteristic will lead us to a better prediction of the water balance and water quality.
Factors affecting both crop production and environmental sensitivity vary in both space
and time. Topographic convergence and divergence of water flow characteristics in

natural landscapes have a major impact on the values of hydraulic variables.
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The combination of crop growth models and DTM will enable us to predict the
movement of water over space and time at a catchment level and will provide a greater
understanding of the environmental sensitive processes as well as dynamic factors

affecting crop production.

1.3. Objective

The objective of this study is to combine a conventional one-dimensional soil water
balance model with more realistic terrain analysis to evaluate the hydrological and
agricultural processes occurring on a sloping land surface.

A new digital terrain model, TERRAE-SALUS, was developed to study and model how
the terrain affects the vertical and lateral movement of water occurring on the land
surface and in the shallow, subsurface regime, where a shallow water table or a low

conductivity soil layer may exist.

The thesis is constructed as follows:

Chapter 2 comprehensively reviews studies pertaining to soil water balance modeling, the
development of digital terrain analysis, topographic attributes derived from digital
elevation models and terrain-based hydrological modeling;

Chapter 3 presents TERRAE-SALUS: the new element network for deriving flow lines

and for modeling the spatial variability of the soil spatial water balance;

10
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Chapter 4 describes the application of TERRAE-SALUS at agricultural field scale in
Durand, Michigan, USA to test the hypothesis of this research;

Chapter 5 describes and evaluate the application of crop models and remote sensing to
identify the factors responsible for the spatial variability of crop production in a precision
agriculture context;

Chapter 6 gives conclusions and implications of results from this dissertation.

Agricultural ecosystems are very complex entities. The scope of this thesis is not to
simplify the complexity of nature but to be able to explore and explain how complex
relationships occurring on the dynamic environment can be described and transferred to
other sites where the need for such understanding is highly beneficial. Technology and
advances in research should be applied to properly manage the natural resources that are

in jeopardy.

11
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CHAPTER 11

LITERATURE REVIEW

This chapter reviews the finding of other scientists that have studied problems related to
soil water balance, hydrological modeling and the use of digital terrain analysis for
assessing appropriate management strategies of natural resources in agricultural sciences.
The literature review is divided in four sections. Section 2.1 discusses previous attempts
for soil water balance modeling. Section 2.2. describes Digital Terrain Analysis (DTA),
its applications in environmental modeling and the topographic attributes derived from
Digital Elevation Models (DEMs). Studies pertaining to hydrological modeling and GIS-

related application are presented in section 2.3.

2.1. Soil Water Balance Modeling

More than 99% of the water on earth is salty and the remaining fresh water is unevenly
distributed. Humid regions have an abundance of it, so that frequently the problem is how
to dispose of excess water. Arid and semiarid regions, on the other hand, are afflicted
with a chronic shortage of it; and in some areas of arid regions, fresh is water is so

limited that life is unbearable. Indeed, of all the major physico-chemical resources needed

12
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by plants, water is the most limiting factor. The temporal variation in the supply of soil
water from precipitation, and the spatial variability in the soil factors affecting soil water
reservoir affect crop productivity and create a risky environment for growing crops.
Because of the difficulty in obtaining long-term variability in yield, computer simulation
models of the soil water balance and crop growth are necessary for agricultural scientists

to interpret long-term productivity.

Factors affecting the soil water balance have been exploited by several researchers.
Ritchie (1972) developed a program to separate soil evaporation from plant evaporation
in his model for calculating the daily evaporation rate from a crop surface with
incomplete cover. The model provided close agreements between the simulated
evaporation and the evaporation measured in the field using a weighing lysimeter in a
grain sorghum plot. Richardson and Ritchie (1973) evaluated the soil water balance
model at a watershed scale to study the effect of soil water content on runoff. The total
soil water content was predicted accurately by substituting the simulated runoff needed in

the equation with the runoff measurements available in the study.

In 1985, Ritchie presented a model of the soil water balance that estimates the daily
change in the storage capacity (AS) of the profile. This soil water balance model
(SWBM), commonly called the Ritchie model, is a major component of the CERES
(Crop Estimation through Resource and Environmental Synthesis) family of crop-soil-
atmosphere models which are used in the Decision Support System for Agrotechnology

Transfer IBSNAT, 1986, Hoogenboom, 1998). Ritchie (1987) and Kovac’s et al. (1995)

13
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used the Ritchie soil water balance to simulate nitrate leaching. The model proved to be
applicable for simulating the downward flow to the groundwater. Gerakis and Ritchie
(1998) used the SWBM in the simulation of atrazine leaching and concluded that it was
able to closely simulate the soil water content at three depths (13 cm., 26 cm., and 67

cm).

Yates (1996) presented a water balance model (WatBal) that used the Priestly-Taylor
(1972) equation to estimate potential evaporation. The WatBal model was used to assess
the potential impact of climate change on a river basin runoff. The model required intense
calibration using test data sets, a major limitation for interpreting the results outside the
study area. Physically based models, like Ritchie (1972) are more adaptable to a GIS-
based modeling environment because there is little needed calibration for individual sites

and regions.

Shanhoultz and Younos (1994) used a water balance approach to study the influence of
tillage practices on soil water. In this study, evaporation was estimated with a model
based on field measurements of pan evaporation. Results of this model were reported
only for the years when the measurements were available, making the model’s usefulness

limited.

Soil water balance models can be stand-alone models as well as components of other

larger models and their validation is often done through their evaluation. As matter of

fact, there is extensive literature on the application and validation at different scales of

14
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the water balance components of the DSSAT models as well as other crop growth
models. Diercks et al. (1988) used a soil water balance model (SWATRE) developed by
Feddes et al. (1978) in conjunction with SUCROS crop model to estimate soil water
content and crop yields under different irrigation strategies. This water balance approach
used Ritchie (1972) model parameters. The model provided satisfactory results for both
soil water and yield data. Gabrielle et al. (1995) evaluated the components of Ritchie’s
water balance at a field scale. The model was tested against field data collected from
various pedoclimatic regimes in France. The authors modified the drainage coefficient
and a more accurate prediction of the soil water storage and surface water content was
achieved. This was confirmed by comparing the model output against independent data
from bare or maize (Zea mays L.) cropped conditions and for silt loam or sandy loam
soils and compared the modified version of the model with the original one. Results from
this study concluded that the original water balance model preformed accurately in sandy
soil, while the accuracy of the simulations performed with the modified model fell within
the experimental error in the measurements for silty-loam soils. Maraux and Lafolie
(1998) tested the ability of a model, mechanistic with respect to soil-water flow and
empirical for soil-plant and plant-atmosphere interactions, to predict soil-water balance
components for long periods of time when input parameters are measured or estimated
independently. A data set gathered in Nicaragua during several months was used for this
purpose. Soil hydraulic properties were measured independently and parameters taken
from the literature were used for plant processes modeling. The model predicted
reasonably well the soil-water balance for maize (Zea mays L.) sorghum [Sorghum

bicolor (L.) Merr.] sequence and for a grass sod. Singh et al., (1999) used Ritchie’s
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model for long-term simulation of the water balance in a soybean-chickpea rotation on a
Vertic Inceptisols. The authors observed that the simulated results were fairly close to the

observed patterns.

The soil water balance models discussed have proven to be effective in simulating the
water balance of soils when the drainage is vertical, often an unrealistic assumption. To
use such models for erosion estimates, for a poorly drained soil in a sloping terrain, it is
necessary to address the spatial and temporal relationships between the various
hydrological processes occurring on the landscape. Terrain analysis is becoming
increasingly important in the hydrological, geomorphological and ecological sciences for
examining the spatial relationship between processes occurring on the land surface and

the shallow subsurface regime.

2.2. Digital Terrain Analysis

Terrain analysis is the quantitative analysis of topographic surfaces. The purpose of a
digital terrain system is the digital representation of terrain so that "real world" problems
may be approached accurately and efficiently through automated means.

Most attempts at modeling landscapes have been unsuccessful because the landscape was
either looked at in little detail or the landscape was considered in two dimensions (Hall
and Olson, 1991). Three-dimensional data patterns have a very high information content

and can be a powerful vehicle for conveying essential landscape surface information.

16
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Topographic attributes, including specific catchment area, slope, aspect, and plan
curvature can be calculated and used to predict spatial patterns of soil water content and
erosion (Beven and Kirkby, 1979; Moore et al., 1991; Moore and Wilson, 1992; Moore et
al., 1993d; Moore 1995; Wilson and Gallant, 1996); solar radiation estimation (Moore et
al., 1993; Wilson and Gallant, 1998); spatial distribution of physical and chemical
properties of the soil (Moore et al., 1993; Gessler, et al., 1995); spatial distribution of
vegetation (Moore et al., 1993) and prediction of vegetation types (Brown, 1994).
Basically, digital terrain analysis provides the basis for a wide range of landscape-scale
environmental models, which are used for solving research-related problems as well as

management decisions.

2.2.1. Digital Elevation Model

There is a long history of studying landscape surfaces and an abundant knowledge and
technology to measure topographic attributes have been developed. Digital Elevation
Models are the source of the primary data used as a source of topographic surfaces
information alone (Pike, 1988), for landscape modeling (Moore et al., 1991, 1993) as data
layers in a GIS (Wiebel and Heller, 1991) and as ancillary data in remote sensing image
analysis (Franklin, 1991). In principle, a digital elevation model (DEM) describes the
elevation of any point in a given area in digital format. A discrete representation of a
spatially continuous surface is merely a sample of values from the continuous surface.

The sample is a finite set of spatial points with definite value (x, y, z) in a given

17
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coordinate system. A continuous surface has an infinite number of points that could be
sampled to precisely represent the surface. Sampling the infinite points of the continuous
surface is impractical and unnecessary; indeed a sampling method is used to extract
representative points to build a surface model that approximate the actual continuous
surface. A discrete sampling set of a continuous surface can still retain the continuity if it
is generated from the original surface by following certain sampling procedure. ESRI

(1993b) stated that a discrete surface model should:

e accurately represent the surface;
¢ minimize data storage requirements;

e maximize data handling efficiency;

The type of spatial surface dictates the representation and sampling method of the
surface. No matter how smooth the landscape surface appears, it is not a mathematical
surface, and cannot be represented using a single mathematical function. A landscape
surface is a very particular continuous surface but no single mathematical function can
be used to describe it. It is a product of the composition of many geological processes
(faulting, erosion, and sedimentation). Geological young terrains typically have sharp
ridges and valleys, in contrast to older terrains which have been smoothed by prolonged

exposure to erosional forces (ERSI, 1993b).

There are three principal ways used to represent a surface in digital form: contour lines,

arrays of equally spaced sample points, and irregularly spaced sample points (ESRI,

18
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1993b). The Vector or Contour line model describes the elevation of terrain by contours
(stored as Digital Line Graphs, DGLs), the x,y coordinate pairs along each contour of
specified elevation. Vector DEMs are based on the most common form of elevation data
storage, the topographic map. Topographic maps are prepared directly from aerial
photographs or field surveys so the information has undergone the minimum of
manipulation, therefore minimizing errors. In the digital contour structure the elevation

is recorded only once per contour string.

The most popular way to represent a surface is an array of equally spaced sample points.
The surface is represented by a "regular grid”, or matrix, of elevation values. Gridded
elevation models can be distributed as simple matrices of elevation, with the location of a
single point and the grid spacing, implying the horizontal locations of all other points.
Carter (1988) describes the methodologies for the digital representation of topographic
surfaces. Topographic surfaces are non-stationary, more specifically, the roughness of the
terrain is not periodic but changes from one land type to another. A regular grid therefore
has to be adjusted to the roughest terrain in the model and be highly redundant in smooth
terrain. It is apparent that, if one has to model these non-stationary surfaces accurately
and efficiently, one must use a method that adapts to this variation. In response to this
problem the Triangulated Irregular Network (TINs) was created. TINs are based on
"coordinate random" but "surface specific" sample points. The location of these models
would be dictated solely by the surface being modeled. By "surface specific” it is meant
that they would be clustered in those regions of maximum roughness. In its most

common form, the TIN is a set of irregularly spaced points connected into a network of
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edges that form space-filling, non-overlapping triangles. The points are usually connected
according to a Delaunay triangulation, a procedure that joins the centers neighboring
Thiessen polygons (Delaunay, 1934; Thiesse 1911). The facets are usually assumed to be
planar. The irregular nature of the TIN has many advantages and disadvantages. The
primary advantage is variable resolution: a TIN can include many points where the
surface is rugged and changing rapidly, but at the same time, only a few points in areas
where the surface is relatively uniform. Another significant advantage is the ability to
include important surface points (peaks, pits, passes, road and stream intersections, points
along ridges and drains) at their exact locations (due to the precision of the coordinate
storage). These advantages are countered by complexities in storage and manipulation.
Unlike a regular grid, which provides an implicit neighborhood through the mechanism
of the matrix, a TIN system would have to include this neighborhood explicitly (Peucker
et al., 1975). Indeed, the location of every point in a TIN must be specified in the x,y, and
z dimensions, as well as the topology of the points (the edges and adjacencies of the
triangles). An intensive comparison between these three structures, together with
applications of terrain analysis methods based on these structures for calculating
topographic attributes and terrain-based indices of a variety of hydrological,
geomorphological and biological processes is discussed by Kumler (1990) and Moore et

al.,, (1991).
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2.2.2. Data Source of Digital Elevation Models

In principle, any data that contains the elevation information with location context can be
a DEM data source. Practically, the main source of data for producing the digital
elevation model are topographic contour lines, randomly distributed elevation points, the
frame points of land surface such as peak, sinks, passes, points of change in slope, ridges,
stream channels and shorelines, as well as stereoplotter data (e.g. stereo aerial-photo pair
or stereo SPOT image pair) etc. Stereocorrelated DEMs are created from two
complementary images, aerial photographs, or satellite images (Schenk, AF., 1989). Raw
data in the form of stereo photographs or field survey (the accurate data source) are not
readily available to potential end users of a DEM. Therefore, most users must rely on
published topographic maps or DEMs produced by government agencies such as the
United States Geological Survey (USGS). USGS produces several standard types of

DEM data:

¢ 7.5-minute DEMs have a 30-by-30 meter point spacing in x and y;

¢ 30-minute DEMs have 2-by-2 arc second point spacing, approximately 60-by-60 meter
point spacing in x and y;

e l-degree DEMs have 3-by-3 arc second point spacing, approximately 100-by-100

meter spacing in X and y.
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2.2.3. Spatial resolution and accuracy of digital elevation model

The distance between two adjacent cells, or the geometric size of a cell or pixel in the x
and y horizontal directions is called the spatial resolution of the DEM (or "grain"). The
spatial resolution of a DEM is higher than another if its cell size is smaller than the
another is. Spatial resolution is refined if cell size is decreased, or coarsened if cell size is
increased. Generally, the finer the spatial resolution is the higher the accuracy of the
DEM. The number of cells of a DEM covering a certain area will be increased when
increasing the spatial resolution, and vice versa. The spatial resolution is very dependent
upon the primary data used to produce the DEM, and the cost of computer storage and

processing time.

The optimum spatial resolution of a DEM is closely related to the spatial scale of the
landscape pattern analysis and geo-modeling. For example, when soil properties with
broad geographic extent are required, then a DEM with relatively coarse spatial
resolution is indicated. To model detailed spatial distribution of soil properties, instead, a
fine spatial resolution DEM will be needed. The topographic attributes computed from
DEMs are dependent on the resolution of the elevation data from which they are
computed. A regular grid is not an ideal representation of topographic surfaces for the
study of scale effects. Gallant and Hutchison (1997) pointed out that when we subsample
an elevation grid to obtain another grid at coarser resolution, beside the intended change
in losing fine scale features of the surface, we also change the number of square cells into

which the surface is divided. This is of particular importance when studying a "specific
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catchment area” that is computed by accumulating cell areas from adjacent cells. Thus, it
is important not to confuse scale effects with grid effect if the objective is to study scale
properties of a topographic surface. Gallant and Hutchinson (1997) suggested that to
appropriately represent a topographic surface for the analysis of scale effects, the size and

shape of features should be assessed at different scales.

The accuracy of DEMs in representing the land surface is mainly dependent upon its
source data spatial resolution (USGS, 1987). If we build the DEM from contour data that
have been captured directly from aerial photographs as primary data using a stereoplotter,
the contours are highly accurate (ESRI, 1993b) and the accuracy of the DEM could be
high. However, when the contours have been generated from point data, the accuracy
could be lower because contours must be interpolated. A DEM usually uses discrete
sampling points with raster structure to represent the relief of the landscape surface.
Generally, it is difficult using discrete sampling points to represent every detailed feature
and anomaly such as streams, ridges, peaks, and pits. Consequently, the higher the spatial
resolution, the more detailed information content the DEM could represent and therefore
the more accurate the DEM is. Conversely, a DEM with lower spatial resolution will miss
more detailed information of the land surface. This generalization reduces the ability to
recover position of specific features less than the interval spacing. Theoretically, for a
given source data set, the only way to enhance the representation of detailed information
of the landscape surface is to refine the spatial resolution of the DEM; as the spatial
resolution is refined, there is an increasing likelihood that significant features of land

surfaces will be represented. Nevertheless, it is not possible for a DEM to obtain more
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detailed information than that contained in the source data. Hutchinson (1996) shows
how DEM resolution can be matched to information content of source data. Moreover,
the spatial resolution of a DEM required to contain detailed information of a landscape
surface varies with roughness characteristics of natural landscape surface. A rough
surface usually needs a DEM with relatively fine resolution, while a coarse spatial
resolution will be required by a smooth surface. After selecting the source data at the
appropriate scale, the final stage is to interpolate the source data to a grid of elevation
points. There are many choices here, and the quality of the DEM is critically dependent
on this stage. General-purpose interpolation methods such as Kriging will produce a
surface that is reasonably consistent with the data but may contain features such as sinks
that are not really present in the real topography. They may also introduce biases that
only become apparent when deriving terrain attributes such as slope and aspect for the
DEM. The attention to shape and the drainage characteristics of the surface are critical to

the production of a high quality DEM.

2.2.4. Digital Terrain Modeling

Digital Terrain Models (DTM) have been used in geoscience application since the 1950s
(Miller and Laflamme 1958). Since then, they have become a major constituent of
geographical information processing. They provide a basis for a great number of
applications in the earth and the engineering sciences. In GIS, DTMs provide an
opportunity to model, analyze and display phenomena related to topography. Indeed,

DTMs include the spatial distribution of terrain attributes. The spatial distribution of
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topographic attributes can thus be used as a direct or indirect measure of spatial

variability of these processes.

2.2.5. Landscape topographic attributes

Landscape topographic attributes are spatial variables that are used to describe and
represent the shape and pattern of the landscape surface. Digital terrain analysis and GIS

technology provide tools to quantitatively define landscape attributes.

Speight (1974) described over 20 attributes that can be used to depict landforms. Moore
et al., (1991, 1993) also described terrain attributes and divided them into categories:
primary and secondary or compound attributes. Primary attributes are directly calculated
from elevation data and include variables such as elevation, slope, aspect, curvature etc.

Secondary or compound attributes involve combinations of the primary attributes and are
indices that describe or characterize the spatial variability of specific processes occurring

on the landscape such as soil water content or the potential for sheet erosion.

The mathematical representation of most attributes and the methods for calculating them
can be found in Moore (1991, 1993), ESRI (1993), Gallant and Wilson (1996, 2000).

Topographic attributes can also be divided in local, regional and catchment. Local
topographic attributes are those that can be calculated from a small neighboring area

surrounding the DEM cell using certain algorithm. The neighboring area is usually 3x3
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cells. Table 2.1 gives most of these attributes. The accuracy of the local topographic
attributes is closely related to the spatial resolution of the DEM.

Regional topographic attributes are those attributes that are calculated using considerably
larger geometric area than the local topographic attributes (Table 2.2). The regional
topographic attributes are less sensitive to the spatial resolution of the DEM than local
topographic.

Catchment oriented topographic attributes (Table 2.3.) are those attributes that are related
to the whole catchment area, and are the measurement of certain catchment
characteristics. The output value of the attribute at each DEM cell is calculated from
certain combinations of all of DEM cells in the catchment. The catchment oriented

topographic attributes have very little sensitivity to the spatial resolution of the DEM.

Table 2.1. Local topographic attributes

Attribute Definition
Altitude Elevation above sea level
Slope Maximum rate of change in elevation from each DEM cell
Aspect Direction of the maximum rate of change in elevation from each cell DEM

Surface curvature Measure of the surface convexity or concavity

Profile curvature Curvature of a surface in the direction of steepest slope

Plan curvature Curvature of a surface perpendicular to the direction of steepest slope

Tangent curvature Plan curvature multiplied by the slope
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Table 2.2 Regional topographic attributes

Attribute Definition
Upslope area Catchment area above a short length of contour
Upslope slope Mean slope of upslope area
Upslope height Mean height of upslope area

Upslope length

Mean length of flow paths to a point in the catchment

Dispersal area

Area downslope from a short length of contour

Dispersal slope

Mean slope of dispersal area

Dispersal length

Distance from a point in the catchment to the outlet

Flow path length

Maximum distance of water flow to a point in the catchment

Specific catchment area

Upslope area per unit width of contour

Elevation percentile

Ranking of the central point elevation compared to all the points in the

surrounding region with a given area radius

Elevation difference

Difference between the central point elevation compared to all the points

in the surrounding region with a given area radius

Elevation deviation

Elevation difference scaled by the standard deviation of elevation of the

surrounding region with a given area radius

Elevation standard deviation

Standard deviation of the surrounding region with a given area radius

Elevation semi-variance

Two-dimensional semi-variogram of the surrounding region with a given
area radius. It is an appropriate measure of the two-dimensional fractal

dimension of the region
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Table 2.3 Catchment oriented topographic attributes

Attribute Definition
Catchment area Area draining to catchment outlet
Catchment slope Average slope over the catchment
Catchment length Distance from highest point to catchment outlet

Several researchers (Bell et al., 1992; Moore et al., 1993; Gessler et al.; 1995; Xu, 1999)
have found high correlation between changes in these terrain variables and changes in
soil drainage characteristics, A horizon depth, organic matter content, extractable-P, pH,

sand, silt and soil taxonomic classes.
2.3. Terrain-based hydrological modeling

In recent years, considerable progress has been made in the development of computer-
based mathematical and computational techniques to model hydrological processes for
various scales of analys;s. GIS technology has become widely used in hydrological and
water quality modeling. Hillslope hydrologists have long assumed that the downslope
movement of water can be described by surface topography since gravitational potential
largely dominates hydraulic gradients in steep terrains. Hence with the increased
availability of DTMs, surface topography is driving many popular hydrological models

(Moore et al., 1993; Vertessy et al., 1993; Gallant and Wilson, 1996;). Since the first
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computer-based model hydrologic models were developed in the early 1960’s,
hydrologists have been attempting to use micro-scale process descriptions in meso-scale
(catchment scale) hydrology. The massive computational effort required to solve
equations describing processes in three dimensions and the intensive inputs requirement
for the physically based model has limited the success of such models. However,
computations may be reduced if the dimensions can be reduced from three to two. This
concept was first applied by Onstad and Brakensiek (1968) and Onstad (1973). The
proposed a flow net of gravitational potential between contours and their orthogonals
(lines of steepest slope). Water was routed laterally down strips of land elements defined
by this network and they termed this approach "stream path" or "stream tube". Adjacent
contour lines and streamlines define irregularly shaped elements. Surface runoff enters
an element orthogonal to the upslope contour line and éxisfs orthogonal to the downslope
contour line. Flow from one element can then be successively routed to downslope
elements formed by the same stream tube. Moore et al., 1993 adopted this approach in
their catchment partition model: TAPES-C (Topographic Analysis Programs for the
Environmental Sciences-Contour. TAPES-C performs the partitioning of the catchment
beginning at the contour line of lowest elevation and ending at the highest contour line,
successively determining the elements for each adjacent pair of contour lines. TAPES-C
has been used for distributed hydrological modeling that accounts for the effect of three-
dimensional terrain on storm runoff generation. THALES (Grayson et al., 1992) is the
hydrologic model that is coupled with TAPES-C. This DTM has two major limitations:
the first is that it cannot handle depression for the flow network, thus requires a

depressionless DEM, which is not a reality in many agricultural fields. The second
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limitation is that the model is mechanistic, it requires several inputs that are often not
available. Also, there is inconsistency in scale between the measurements of field

variables and the way they are applied in the models.

The TAPES model has also a grid version, TAPES-G (Gallant and Wilson, 1996).
TAPES-G generates primary and secondary attributes from a DEM. It is considered a
static model since it does not contains a dynamic water balance model. Through the
generation of topographic attributes, TAPES-G has been applied in a variety of
environmental modeling applications. For hydrological modeling, flow routing is
available in TAPES-G with four different algorithms. Flow is routed from one cell to one
and only one of its eight neighbor cells is based on the deepest descent. This algorithm
called D8 produces parallel lines of flow along preferred directions. A second algorithm
for flow directions (Rho8) aims to break up the parallel flow lines by introducing a
random disturbance to the flow direction. The Rho8 algorithm is stochastic, indeed it
produces a different flow network each time it is run. Flow dispersion is introduced in
FD8 and FRho8, where the fractional amount of flow dispersed to each of the neighbors
depends on the slope from the center cells to the neighbor. TAPES-G also computes the
terrain wetness index (TWI), helpful in identifying areas of divergence and convergence
based on the slope gradient. Where the slope gradient are low, the soil becomes wetter
because the water is not removed to other downslope elements. Moore et al., (1988)
found a strong correlation between this index and the distribution of surface soil water
content. Gessler et al. (1995) found that the index, along with plan curvature, is a fairly

good predictor of soil properties (A horizon depth, solum depth).
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With a similar approach of TAPES-C, TOPOG, an ecohydrological model, was
developed by CSIRO in Australia to predict plant growth and the three-dimensional water
and salt balance of heterogeneous catchment. Vertessy et al., 1993 describe the
framework of this physically based, distributed parameter catchment model. The model
uses Richard’s equations for vertical moisture flow, in multilayered soils, Darcy’s Law for
lateral saturated flow, the convection-dispersion equation for solute transport, and
evapotranspiration based on the Penman-Monteith model. Soil water extraction is
through a distributed root system from the multilayered soil, and there is water exchange
with the underlying aquifer system. The model demands significant input data that are
costly, time consuming and difficult to measure, so most of the model inputs have to be
guessed (Refsgaard et al., 1992). Vertessy et al., (1993, 1996) have used TOPOG to
predict water yield from a mountain ash forest. Modeled and observed daily runoff
compared well. Over the full period of simulation (12 years) the model overpredicted

runoff by less 5%.

Beven and Kirky, (1979) developed an hydrological model called TOPMODEL with the
general thinking that variable source areas could be identified and the process of
modeling basin hydrology be simplified, by summarizing the saturation potential, based

on topographic position.

Several other terrain-based overland flow, runoff and non-point source pollution model

have been reported in the literature, including the TIN-based models of Jones et al.
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(1990); grid-based models such as SHE (Abbott el al., 1986), MEDRUSH, Kirky et al.,
(1996), WEPP, Laflen et al., 1997, Cochrane and Flanagan, (1999), Wang and Hjelmfelt

(1998).

The hydrological models examined in this review were all physically based and such
approach has come under scrutiny in recent years (Grayson et al., 1992 a, b, Grayson and
Nathan, 1993). There is a considerable skepticism about their use in hydrology, because
the concerns related to the scarcity of appropriate input and validation datasets. Also most
of them are based on Richards equations for water flow, that can produce good results for
soil evaporation, but it cannot predict plant evaporation as well when the root system is
present (Ritchie and Johnson, 1990). An alternative to the models described above is

described in Chapter III.
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CHAPTER III

TERRAE-SALUS

This chapter contains two sections. Section 3.1. presents the principles of TERRAE: the
new methods for deriving flow lines and constructing a network of interconnected
elements (Gallant, 1999). Section 3.2. discusses the spatial soil water balance of

TERRAE-SALUS.

3.1. 'TERRAE: A new method for element network

TERRAE (Gallant, 1999) constructs a network of elements by creating flow lines and
contours from a grid DEM, that is the only required input. A flow line is a line of steepest
descent down the surface that represents the flow of water. TERRAE can create contours
at any elevation in the grid and does not rely on pre-defined contours. Each element
created by TERRAE is an irregular polygon with contours as the upper and lower edges
and flow lines as the left and right edges. The elements are connected so that the flow out

of one element flows into the adjacent downslope element.

A regular grid digital elevation model (DEM) provides the elevation data for TERRAE.
Currently TERRAE reads floating point binary data exported from ARC/INFO using the

GRIDFLOAT command. ANUDEM (Hutchinson, 1989), also available as TOPOGRID
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within ARC/INFO, is the recommended method for creating the DEMs from spot height

or contour data.

TERRAE is controlled by a parameter file that specifies the names of the DEM file,
channel head file and boundary file. This parameter file also contains settings that control

which of TERRAE'’s functions are active and thresholds for sink clearance.

To construct the element network, TERRAE first identifies all flat points in the surface.
This is an essential feature for modeling water routing across the landscape. Peaks and
saddles are recognized as critical points for computing flow network. A peak is a local
maximum. A saddle is mixed extreme with a minimum along a ridgeline and a maximum
on each associated drainage line. Topography is more complex near a saddle than near a
peak. Two regions of convergent topography and two regions of divergent topography
meet at this point. Topography is divergent in the upper part and convergent after turning

the saddle. Slope lines turn sharply if they pass close to the saddle.

TERRAE applies a user-specified boundary polygon, creates streamlines down from
saddles and channel heads then adds ridge lines up from stream junctions and saddles.
The resulting network of lines defines polygons that are then subdivided into elements to

form the final element network.
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Surface

TERRAE uses a continuous surface derived from the DEM to construct its flow lines and
contours. This surface is a quadratic B-spline with continuous first derivatives, which
results in smoothly curved flow lines and contours. The surface exactly matches the

elevation at every grid point in the DEM.

All flat points in the spline surface are identified before creating any flow lines, as these
are critical points defining the topology of the surface. Peaks, sinks and saddles are
identified by locating exactly all points in the surface where the slope is zero. The lines of
steepest descent and ascent from saddles are also determined. A boundary for the analysis
may be defined using the supplied boundary file. This file is in ARC/INFO

UNGENERATE format. TERRAE builds a polygon from the supplied lines.

Sinks and depressions

From each saddle, TERRAE follows a flow line down the surface either side of the
saddle until it terminates at the edge of the DEM or at a sink point. Once all the lines
connecting saddles to sinks are known the lowest draining saddle for each sink is
determined by working upwards from the lowest connected saddle to the highest. A
saddle is considered connected when it drains to the edge of the DEM. The sinks that are
drained by connected saddles are then marked and the other saddles flowing into these

sinks are also marked as connected. This process is repeated until every sink has a lowest
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draining saddle. Depressions around sink points are considered to be either spurious or
real. When constructing further flow lines, spurious depressions are cleared by following
the flow line from the sink up to its draining saddle and continuing down from the other
side of the saddle. Real depressions remain as features in the surface, and elements can be
constructed within them. The depth and distance from the sink to the draining saddle
determines whether a depression is classified as real or spurious using values specified in

the parameter file.

Streams

Stream lines are constructed down from the channel heads defined in the channel head

file, and from real depressions out over their draining saddles. When a line approaches a
previously created line (including the user-specified boundary line) it can connect to that
line creating a stream junction. Streamlines can also connect at sink points. These stream

junctions become part of the set of critical points defining the surface topology.

For catchment modeling, the polygons defined from channel heads and stream junctions
combine to form the modeling area. Catchment outlet points may also be provided; these
are treated like stream junctions, so divide lines are constructed upwards either side of the

outlet point.
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In agricultural applications channel heads will frequently not be used because the areas
are smaller than natural first order catchment. In this case the boundary polygon provides

the outline for the modeling area.

Ridge lines

Ridgelines are created from either side of each saddle and followed until they reach either
a peak or the edge of the DEM. When a line approaches an existing ridgeline or the
boundary, it can connect to it, creating a ridge junction. Ridgelines are also constructed
upwards from stream junctions to form catchment divides. It is important that lines do not
Cross, sb these catchment divide lines are started by interpolating between the incoming
streamlines. When the interpolated line is sufficiently far from the streamlines, TERRAE
follows the surface upslope as for other ridgelines.

Catchment divide lines may also be created for channel heads to delineate the

unchanneled contributing area for the channel head.

Elements

The network of lines created at this point forms a series of polygons covering the surface.
TERRAE builds the polygons by tracing these lines from each stream junction, channel

head and real depression. At each critical point (sink, saddle, peak, stream junction or
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ridge junction) there may be several connected lines. TERRAE finds the next line in an
anti-clockwise direction and follows each successive line until it returns to the starting
point, forming a closed polygon. If a line terminates at the DEM edge, the polygon is

considered to be open and is ignored.

The polygons created by this procedure are converted to elements by locating the lowest
and highest point along each polygon boundary, which then form the lower and upper
boundary of the element. These points are considered to be contours with zero length.
These elements can then be subdivided into smaller elements for hydrologic modeling by

constructing contour lines and flow lines within the initial elements. (Figure).

The subdivision of large elements into smaller elements can be done manually or
automatically. The automatic method subdivides elements until they are smaller than a
threshold area specified in the parameter file. The manual method displays the initial
polygons and allows the user to interactively place contour lines and flow lines that

subdivide elements.

At each subdivision, the connections to adjacent elements must be determined. When an
element is split by a contour line, the entire contribution of the upper element is directed
to the lower element. When an element is split by a flow line, both the inwards
contribution from the element above and the flow out to the elements below must be
connected correctly. The proportion of flow is determined by the relative lengths of

contour between the two elements.
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At the end of the processing, a number of files are written. The most important of these
are the files that describe the geometry, attributes and connectivity of each element. In
each of these files, the elements are identified by a unique element number. The element
geometry file (.elemgeom) contains the coordinates of the element boundaries. The
element attribute file (.elemattr) specifies the slope, aspect, area, coordinates (x, y and z)
of the centroid, upper and lower boundary lengths and other properties of each element.
The element connectivity file (.elemconnect) contains the element numbers of the
downslope neighbors of every element with the corresponding proportions of flow, and

the sink number for elements that drain into real depressions.

Depressions also need to be described to permit modeling of ponding. The sink properties
file (.sinks) contains the location and elevation of the sink, along with the relationship
between depth and ponded volume and the number of the element it flows into when it

drains over its draining saddle.

3.2. SALUS and Spatial Soil Water Balance Model

Reference pertaining to the development and validation of the soil water balance model

were cited in chapter II (Ritchie, 1972; Ritchie, 1985 and Ritchie, 1998). This section

contains two main parts, the first part describes the principle of soil water balance as
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described by Ritchie 1998 and some of the revisions made recently in the SALUS soil
water balance; the second parts discusses the spatial components for the surface and

subsurface lateral movement of water: the main core of this research.

3.2.1. Soil water balance model

The one-dimensional (vertical) soil water balance model is calculated to account for soil

and plant water stress at each point. The model calculates the profile water balance on a

daily basis using the equation:

dS/dt=P+1-R-Es-Ep-D

where
dS/dt = the change in water storage (S) in time period t
P = precipitation
I = irrigation
R = runoff
Es = evaporation from bare soil surface
Ep = transpiration by plants
D = drainage from the profile

The soil water is distributed in several layers with fixed depths of :
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0-2cm, 2-7 cm, 7-15 cm, 15-26 cm, 26-40 cm, 40-57 cm, 57-77 cm, 77-100 cm, 100-125
cm, 125-150 cm, 150-175 cm, 175-200 cm. Water content in any soil layer can decrease

by root absorption, flow to an adjacent layer, or by soil evaporation in the case of layer 1.

The input required by the model are the soil water limits to which water can increase or
decrease (saturation, SAT; the drained upper limit, DUL, and lower limit, LL) and the
saturated hydraulic conductivity (KSAT) for each layer. Definition and determination of

these soil water extraction limits are described in Ritchie, 1998 and Ritchie et al., 1999.

The use of KSAT has recently been introduced to calculate runoff based on the time-to-
ponding approach instead of the Soil Conservation Service Curve Number (CN) method.
The CN method was proven to be inadequate in representing variation in infiltration
characteristics associated with differences in tillage and residue management. The soil
surface KSAT varies as function of tillage, soil compaction, surface residue amounts
(Dadoun, 1993) and it is the main parameter controlling the time-to-ponding curve.

The time-to-ponding approach was first described by White et al., 1989. The application
of the semi-empirical version of White equation used in the soil water balance model is
discussed in chapter 4 of this dissertation. The time-to-ponding (TP) curves relate
rainfall intensity to infiltration rate and define the point at which cumulative rainfall
intensity exceeds the infiltration capacity of the soil (White et al., 1989, 1990; Chou,
1990), at which time water ponding in micro-depressions in the soil surface occurs. After
ponding begins, infiltration is equal to the amount predicted by the TP curve as long as

rainfall rate exceeds the infiltration capacity. When the rainfall rate becomes less than the
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infiltration capacity, rainfall plus the surface ponded water are infiltrated until the amount

ponded is depleted.

Runoff is predicted using a new methodology (Ritchie and Gerakis, personal
communication). In this methodology a new parameter ("a") is introduced that varies
with the time of the year. The a coefficient can vary for each month of the year and is
obtained by calculating the slope for every month of the curve of cumulative rainfall (cm)
on the Y axis, and the cumulative rain hours on the X axis. The a coefficient is then

calculated using the following equation:

a =EXP (-1.3*In (S)-5.9

where

S =slope of the curve of the cumulative rain (cm) vs cumulative rain time (hours)

The slope of the curve of the daily runoff (cm hr'") vs daily rain is described with the

model:

RS=EXP (a* KSAT)

Finally the runoff (cm) can be estimated by the following equation:

R=RS * (P-PM)
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where

R = Runoff (cm)
P = Daily Precipitation (cm)

PM  =Ponding capacity (cm)

Water is moved downward from the top soil layer to lower layers using a cascading
approach. Water entering a layer in excess of the holding capacity of that layer (SATi-
DUL i) is passed directly to the layer below by saturated flow.

The drainage coefficient (K) is also been recently modified. The calculation for the Es
and Ep are taken primarily from the work of Ritchie (1972) and by using Priestly-Taylor
type equation (1972) instead of the Penman equation to calculate the potential
evaporation (Eo). Eo is calculated as function of the air temperature and solar radiation
levels. Potential soil evaporation is a function of the potential evaporation Eo and the
current leaf area index (LAI). LAl is the ratio of leaf area to ground area. As LAI
increases, potential soil evaporation is decreased because of the protection from the wind

and the shading from the leaf cover.

The root water uptake routine has also been modified, but it is not described here.

Ritchie, 2000 (unpublished data), discusses details of those modifications.
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3.2.2. Spatial Soil Water Balance Model

The element network created by executing TERRAE allows for the lateral movement of
water across the landscape. Surface runoff and subsurface lateral movement is routed
from one element to the next starting from the top element and moving downward.

The spatial soil water balance model allows the presence of different soil types for each

of the elements created if needed.

The spatial routines initialized by reading information from the file "filename.elements"
produced by TERRAE containing the element attributes. The element attributes are: the
element number, the area of the element, the slope of the element, the X,Y, and Z
coordinate of the cenier of the element and the topology (the connections of the

elements).

Surface Runoff

The daily time loop is initiated by reading the weather file and by calculating the soil
water balance for the downward flow for each of the element. The surface runoff
produced by each element will move laterally to the next downslope element. The
amount of surface runoff is calculated by multiplying the surface runoff of the upslope
element by the area of the element. This amount of water will be added onto the next
downslope elements as additional precipitation. If there is no downslope element, the

surface water runs off to field outlet.



Subsurface lateral flow

The downward flow is calculated by introducing a correction factor to account for the
slower flow that occurs at the deeper layers. The correction factor consists in separating
the KSAT variable into a KSAT for the effective vertical flow (KSAT-Vert) and a KSAT
for the saturated flow (KSAT-Macro). The correction factors is calculated as follow for

the various depth:

KSAT-Vert atOcm = KSAT-Macro * 1 + 0*SIN (slope)
KSAT-Vert at 50 cm = KSAT-Macro * 0.75 + 0.25*SIN (slope)
KSAT-Vert at 100 cm = KSAT-Macro * 0.50 + 0.50*51N (slope)
KSAT-Vert at 150 cm = KSAT-Macro * 0.25 + 0.75*SIN (slope)
KSAT-Vert at 200 cm = KSAT-Macro * 0 + 1*SIN (slope)

At the soil surface there is no difference between KSAT-Vert and KSAT-Macro, thus

there is not need for a correction factor. At 200 cm the correction factor will be the SIN

of slope, creating a lower conductivity.

The subsurface lateral flow is computed using the following equation:

SLF= Kef (dH/dx) * (Aup/Adw)

Where
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Kef

SFL = Subsurface lateral flow (cm day")
= Saturated hydraulic conductivity calculated as harmonic mean between Ksat of

the upslope element and the downslope element (cm day™)

dH = distance between the saturated layer and the soil surface

dx = distance between the center of the upslope element and the downslope
element

Aup = area of the upslope element (m?)

Adw = area of the downslope element (mz)

The hydraulic head (dH) is calculated by the soil water balance model, while dx is

calculated by TERRAE.

The Kef is calculated as harmonic mean as follows:

where

Kef = 2/ (1/KSATup + 1/KSATdw)

KSATup =KSAT of the upslope element

KSATdw = KSAT of the downslope element

The subsurface lateral flow occurs only when the SIN of the slope is greater than 0. The

subsurface lateral flow is added to the next downslope elements into the layer that has the

capacity to take it in, starting from the bottom layer and moving upwards.
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If the SIN of the slope is zero and the amount of water is greater than the KSAT-Macro,
then the water backs up within the same element. Subsurface lateral flow will occur again
if a hydraulic head is created; dH/dx is then equal to the distance between the saturated
layer of the upslope element and the saturated layer of the downslope element.

Applications of the spatial soil water balance described above are presented in Chapter 4.

The routines and the codes for the spatial soil water balance simulation are given in

Appendix B.
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CHAPTER 1V

ASSESSING AND MODELING SOIL WATER BALANCE IN A SPATIALLY
VARIABLE TERRAIN USING TERRAE-SALUS

4.1. Introduction

Water has been long known to be essential for plants’ life and at the same is one of the
most limiting factors for their growth. In many agricultural regions of the world, the
supply of water is highly variable due to variations that occur spatially and from year to
year. One of the most important properties of the soil is that it is a reservoir for water.
Without access to such a reservoir, most plants would not survive periods between rains.
The factors that affect the soil water content include (1) soil characteristics: soil water
limits (saturation-SAT, drained upper limit-DUL, lower limit-LL), saturated hydraulic
conductivity (KSAT), thickness of the hydrologically active zone; (2) topography: local
slope (a measure of the hydraulic gradient), specific catchment area (a measure of the
potential maximum water flux), plan curvature (a measure of the rate of flow
convergence and divergence), profile curvature (a surrogate for the rate of change of
hydraulic gradient), and aspect and topographic shading (together with slope these
influence the amount of solar radiation and in turn, evapotranspiration); (3) vegetation:
variation in surface cover and water use characteristics; and (4) weather: net rainfall, net

radiation, wind, and temperature (Moore, et al., 1991; Barling et al., 1994).
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The ability to characterize the spatial variability of soil water content is of major
importance. Models that consider the dynamics of soil water balance and crop growth
have been extensively used to quantify the risk related to the uncertainty in water supply
(Ritchie 1994, Jones and Ritchie, 1996). The CERES family models have proven to be
effective in simulating the water balance of soils when the drainage is vertical, often an
unrealistic assumption. Runoff produced by such models is only from a point in space
and there is no account for the water over space and time. To use such models for erosion
estimates and for poorly drained, sloping terrains, the spatial and temporal relationship
between various hydrological processes must be addressed. The water infiltrating into the
soil profile moves vertically and laterally. The lateral movement occurs when a low
conductiviiy soil profile or shallow water table are present. This restriction in the soil,
forces the water to move laterally and if the rainfall intensity exceeds the infiltration rate
an overland flow occurs, increasing runoff and consequently causing erosion problems.
The horizontal movement of water varies with the soil properties and with the terrain’s

attributes.

There are three main mechanisms that produce storm runoff: saturation overland flow
that occurs when rising water tables intersect the soil surface, generating exfiltration;
Hortonian overland flow that occurs when the rainfall intensity exceeds the infiltration
rate of the soil; and subsurface flow in which water flows laterally through a highly
conductive soil profile (Horton, 1933; Dunne, 1970, i983). These mechanisms are part of

a continuum of processes and may operate singularly, but more often in combination
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(Freeze, 1972). In the case of saturation overland flow and Hortonian overland flow,
precipitation falling directly on the saturated zone at the soil surface produces surface
runoff or overland flow. These saturated areas may occupy only a portion of a catchment
and may vary in size depending upon soil properties such as saturated hydraulic
conductivity, organic content, depth to restricting soil layers, antecedent soil water
content, and topography. The Hortonian mechanism of runoff generation is most
important in semiarid and desert areas, and on agricultural land when surface sealing
occurs. Hortonian overland flow and lateral subsurface flow of water is most likely to be
significant on the backslope adding water to soils in toeslope position. Thus, soil water is

influenced by the terrain characteristics due to the effect of runoff-runon processes.

Subsurface storm flow is generally considered to occur as lateral movement of water in
the upper soil layers. Van de Griend and Engman (1985) reviewed the reasons for this
and reported the influence of hard pans (plow pans) and impeding layers. When
subsurface flow converges, the capacity of the soil to transmit the flow is exceeded and
saturated areas are formed. These saturated areas are impermeable so in addition to

exfiltration, all rainfall on them becomes runoff.

Many hydrologic and water quality models crudely represent the three-dimensional
nature of natural landscapes and therefore crudely represent spatially distributed
hydrologic processes. As transport modeling becomes increasingly important in
hydrologic and environmental assessment, this becomes a limiting factor in the predictive

power of these models. Not only do we need to know the temporal variation in discharge
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at the catchment outlet, we also need to be able to accurately predict the temporal
variation of in flow depths and flow velocities throughout the catchment. The effect of
topographic convergence and divergence and divergence on flow characteristics in
natural landscapes has a major impact on the values of these hydrologic variables (Moore
and Grayson, 1991). Topography can also affect the location of zones of surface
saturation and the distribution of soil water content (i.e., the soil water content overlying
an impermeable or semi permeable soil horizon at shallow depth). The likelihood of soils
becoming saturated increases at the base of slopes and in depressions where there is a
convergence of both surface and subsurface flow (Kirkby and Chorley, 1967; Moore et
al., 1988a). Hall and Olson (1991) determined the effects of landscape morphology on
soil physical and chemical properties and soil water movement across the landscape.
Without accounting for the terrain characteristics, accurate prediction of the soil water

balance was not possible.

The automation of terrain analysis and the use of Digital Elevation Models (DEMs) has
made it possible to easily quantify the topographic attributes of the landscape and to use
topography as one of the major driving variables for many hydrological models. These
topographic models, commonly called Digital Terrain Models (DTMs), partition the
landscape into a series of interconnected elements based on the topographic
characteristics of the landscape and they are usually coupled to mechanistic soil water
balance models (Moore et al., 1993 Grayson, etc al., 1993, Kirkby et al, 1979; Vertessy et
al.,1996). These DTMs have two major limitations: the first is that they cannot handle

depression for the flow network, thus requiring a depressionless DEM, which is not a

51



reality in many agricultural fields. These DTMs were designed for large-scale
applications and for quantifying water quality running into streams, thus the sinks and
depressions are filled to have a continuos flow of water down to the streams. The second
limitation is that the mechanistic soil water balance models require several inputs that
often are either not available, costly, time consuming and difficult to measure, so in most
of the cases they have to be estimated (Refsgaard et al., 1992). Also, there is
inconsistency in scale between the measurements of field variables and the way they are

applied in the models.

There is a considerable skepticism about their use in hydrology, because the concerns
related to the scarcity of appropriate input and validation datasets. Also, most of them are
based on Richards equations for water flow, that can produce good results for soil
evaporation, but it cannot predict plant evaporation as well as water extraction from the

root system (Ritchie and Johnson, 1990).

The idea of creating a DTM that would include the topographic effect on the soil water
balance and would be coupled with a functional soil water balance to spatially simulate
the soil water balance became clear from the reasons mentioned above. This lead to the
development of TERRAE-SALUS, a DTM for predicting the spatial and temporal
variability of soil water balance (Chapter 3). The model requires a DEM for the creation
of the element network for landscape partitioning, weather and soil information for the

soil water balance simulation.
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Soil information required by the model include (SAT, DUL, LL, KSAT). These
parameters can be obtained through measurements or estimated using empirical equations
(Ritchie et al., 1999). For an accurate soil water balance simulation, the depth of the
lowest KSAT should also be included. Indeed, significant contributions of water from
subsurface lateral flow occur in saturated conditions. This information is difficult to
obtain, but it can be estimated based on topography, or using historical information on the
site (knowing the dry and wet areas across the field). Soil surveys could also be helpful
providing information on the drainage characteristics of the soil (i.e. soil poorly drained
indicates the presence of shallow water table or low conductivity layer). If no
information is available on the soil, crop data could be used as indicators of stresses
through remote sensing, where imagery interpretation can help identify areas to be

sampled and determine soil information necessary for the model.

The overall hypothesis of this study is that the terrain characteristics and landscape
positions control soil physical properties through organic matter accumulation, formation
of soil horizons and soil structure that highly influence the soil water balance. Landscape
position also determines how much precipitation infiltrates into the soil profile and for
how long water can pond on the surface, as well as how much water can pond before it

infiltrates or runs off to other areas in the landscape.

In this study, it is also hypothesized that the partitioning between vertical and lateral

movement at a field-scale level will help us to better predict the complete soil water

balance and consequently the available water for the plants over space and time. Accurate
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predictions of the terrain characteristics will lead to better predictions of the soil water

balance.

The objective of this study is to combine a conventional one-dimensional soil water
balance model with a more realistic terrain analysis to evaluate the hydrological and

agricultural processes occurring on a sloping land surface.

A new digital terrain model, TERRAE-SALUS, was developed to study and model how
terrain affects the vertical and lateral movement of water occurring on the land surface
and in the shallow, subsurface regimes, where a shallow water table or a low conductivity
soil layer exist. This study evaluates the capability of TERRAE-SALUS applied at field
scale with rolling terrain where the soil water content was extensively measured. The
model was evaluated using three different scenarios (Scenario 1, Scenario 2, Scenario 3)
to gain a better understanding of the factors affecting the runoff-runon processes

occurring on the landscape.

4.2. Methodology

4.2.1. Models description

Digital Terrain Model: TERRAE

TERRAE is a new method for creating element networks where landscape depressions

are included. TERRAE constructs a network of elements by creating flow lines and
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contours from a grid DEM. A flow line is a line of steepest descent down the surface that
represents the flow of water. TERRAE can create contours at any elevation in the grid
and does not rely on pre-defined contours. Each element created by TERRAE is an
irregular polygon with contours as the upper and lower edges and flow lines as the left
and right edges. The elements are connected so that the flow out of one element flows

into the adjacent downslope element.

A regular grid digital elevation model (DEM) provides the elevation data for TERRAE.
To construct the element network, TERRAE first identifies all flat points in the surface.
This is an essential feature for modeling water routing across the landscape. Peaks and
saddles are recognized as critical points for computing flow network. TERRAE then
applies a user-specified boundary polygon, creates streamlines down from saddles and
channel heads then adds ridge lines up from stream junctions and saddles. The resulting
network of lines defines polygons that are then subdivided into elements to form the final
element network. These elements can then be subdivided into smaller elements for
hydrologic modeling by constructing contour lines and flow lines within the initial
elements. The subdivision of large elements into smaller elements can be done manually
or automatically. The automatic method subdivides elements until they are smaller than a
threshold area specified in the parameter file. The manual method displays the initial
polygons and allows the user to interactively place contour lines and flow lines that

subdivide elements.
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At the end of the processing, a number of files are written. The most important of these
are the files that describe the geometry, attributes and connectivity of each element. In
each of these files, a unique element number identifies the elements. The element
geometry file (.elemgeom) contains the coordinates of the element boundaries. The
element attribute file (.elemattr) specifies the slope, aspect, area, coordinates (X, y and z)
of the centroid, upper and lower boundary lengths and other properties of each element.
The element connectivity file (.elemconnect) contains the element numbers of the
downslope neighbors of every element with the corresponding proportions of flow, and

the sink number for elements that drain into real depressions.

Depressions also need to be described to permit modeling of ponding. The sink properties
file (.sinks) contains the location and elevation of the sink, along with the relationship
between depth and ponded volume and the number of the element it flows into when it

drains over its draining saddle.

Spatial Soil Water Balance Model

The element network created by executing TERRAE allows for the lateral movement of
water across the landscape. Surface runoff and subsurface lateral movement is routed

from one element to the next starting from the top element and moving downward. The
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spatial soil water balance model allows the presence of different soil types to a maximum
equal to the number of the elements created. Basically, each element created could have

different soil characteristics if necessary.

The spatial routine is initialized by reading information from the file "filename.elements”
produced by TERRAE containing the element attributes. The element attributes are: the
element number, the area of the element, the slope of the element and the x, y and z
coordinates of the center of the element and the topology (the connections of the

elements).

The daily loop is initiated by reading the weather file and by calculating the soil water
balance for the downward flow for each of the element. The surface runoff produced by
each element is moved laterally to the next downslope element. The amount of surface
runoff is calculated by multiplying the surface runoff of the upslope element by the area
of the element. This amount of water is added onto the next downslope elements as
additional precipitation. If there is not a downslope element, the surface water runs off to

the field outlet.

The downward flow is calculated by introducing a correction factor to account for the
slower flow that occurs at the deeper layers. The correction factor consists in separating
the KSAT variable into a KSAT for the effective vertical flow (KSAT-Vert) and a KSAT
for the saturated flow (KSAT-Macro). The correction factors are discussed shown in

Chapter 3.
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The subsurface lateral flow is computed using the following equation:

SLF= Kef (dH/dx) * (Aup/Adw)

where

SFL. = Subsurface lateral flow (cm day'l)

Kef = Effective saturated hydraulic conductivity calculated as harmonic mean
between Ksat of the upslope element and the downslope element
(cm day™)

dH  =distance between the saturated layer and the soil surface
dx = distance between the center of the upslope element and the downslope
element

Aup = area of the upslope element (m?)

Adw = area of the downslope element (m?)

The hydraulic head (dH) is calculated by the soil water balance model, while dx, the

distance, is calculated by TERRAE. The effective saturated hydraulic conductivity (Kef)

is calculated as a harmonic mean as follows:

Kef =

where

2/ (1/KSATup + 1/KSATdw)

KSATup =KSAT of the upslope element ( cm day™)

KSATdw = KSAT of the downslope element (cm day™')
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The subsurface lateral flow occurs only when the sine of the slope is greater than zero.
The subsurface lateral flow is added to the next downslope elements into the layer that
has the capacity to take it in, starting frdm the bottom layer and moving upwards. If the
sine of the slope is zero and the amount of water is greater than the KSAT-Macro, then
the water backs up within the same element. Subsurface lateral flow will occur again if an
hydraulic head is created; dH/dx is then equal to the distance between the saturated layer

of the upslope element and the saturated layer of the downslope element.

4.2.2. Model simulation

The first simulation run of TERRAE-SALUS was done using a single, uniform soil type
with no restricting soil layer for the entire area with a high rainfall (76 mm) occuring on
the first day. This simulation done was chosen to demonstrate the ability of the model to

partition the vertical and horizontal subsurface flow.

The second simulation run of TERRAE-SALUS used three different soil types with a low
conductivity layer (KSAT=0.01 cm hr-1) at 120 cm. The soil types were a shallow sandy
soil for the high elevation zones and peaks; a medium sandy-loam for the medium
elevation zones and saddles areas; and a loamy soil for the low elevation areas and
depressions. The rainfall was the same as scenario 1 (76 mm). This scenario was selected
to have a direct comparison with scenario 1 but with a restricting layer at 120 cm that

altered the vertical flow.
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The final simulation run of TERRAE-SALUS was done to perform a model validation at
field scale. Similar to scenario 2, the model was set up using three different soil types
with low conductivity layer (KSAT=0.01 cm hr-1) at 120 cm. The soil types were a
shallow sandy soil for the high elevation zones and peaks; a medium sandy-loam for the
medium elevation zones and saddles areas; and a loamy soil for the low elevation areas

and depressions.

Field measurements of profile soil water content were taken on a three ha portion of a
field located 10 km south of Durand, MI, to compare wifh model values. The field was
planted with soybeans on May 5, 1997. A digital elevation model (DEM) was created for
the site using a high accuracy differential global positioning system (DGPS) at 1 m grid
resolution (F.J Pierce and T.G.Mueller, personal communication, 1997). Using the DEM,
the following topographic attributes were determined for the site: elevation, slope, plan
curvature and profile curvature. A regular grid consisting of 28 grid locations spaced 30.5
m apart was imposed on the experimental area. Latitude, longitude and elevation of each

grid points were determined with DGPS.

Neutron probe access tubes were installed at each of the 28 grid locations. A neutron
moisture gauge was used to measure the spatial variability of soil water content at 15-cm
increments to the depth of the C horizon or a maximum of 150 cm depth, which ever
occurred first. Neutron probe calibration was obtained by filling four large metal

cylinders with soil collected from two different location in field. The locations were



selected based on the soil type. Two cylinders were filled with the predominant soil type
present in the field (sandy loam), and the other two were filled with the sandy soils that
characterized the high elevations points and the peak. Each cylinder was carefully filled
reproducing the field bulk density. For each soil type, one cylinder was filled with air-dry
soil and the other was brought to saturation. This methodology is the most appropriate for
neutron probe calibration. It allows the correct determination of the slope of the lines that
joins the the driest and wettest point for that soil. It also decreases the errors obtained by
fitting a curve through a clouds of points as observed from the traditional field methods

measurements.

Measurements on soil water were taken on a weekly basis throughout the season. During
the installation of the neutron probe access tubes, soil samples were taken at the
intersection of each of the 28 grid points in 25-cm increments and stored for analysis.
Soil samples were air-dried and passed through a 2 mm sieve. Particle size was
determined for each segment of each soil profile using the hydrometer method (Gee and
Bauder, 1986). The upper and lower limit of soil water availability was determined using
soil water measurements taken in the field, and from empirical equations based on soil

texture (Ritchie et al., 1999).

A datalogger (Licor 1000) was installed to collect weather data on solar radiation,
minimum and maximum temperature, and precipitation, which are required as model
inputs. Precipitation was measured with an electronic tipping bucket rain gauge every

five minutes to record rainfall intensities as well as daily total amounts.
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The spatial structure for each parameter was assessed using a semivariance analysis. Soil
water measurements taken on each grid point were interpolated using punctual kriging

technique available in GS+ Version 3.1a (Gamma Design Software, 1999).

The first day selected for the model validation was July 3, 1997, day of the year (DOY)
184. The rainfall that occurred on this glay was 7.5 mm. This day was chosen to test the
performance of the model under a low rainfall amount. The simulations started with the
soil profile at DUL for the first 100 cm of the soil profile and at saturation for 100 cm to
200 cm for all scenarios. The performance of the model was evaluated by using the

RMSE between the predicted and observed values.

4.3. Results and Discussions

4.3.1. Topographic attributes

The topographic attributes are shown in Figure 4.1 through 4.6. “Images and figures of
this dissertation are presented in color”. The elevation map (Figure 4.1) shows that the

field had an elevation relief of 3.6 m. The north part of the field is the highest point but
two other small areas (peaks) also have high relief. These two peaks can be observed in

the slope map (Figure 4.2). The slope of the field varies from zero in the flat areas to 3.4
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% on the backslopes of the peaks. Surface curvatures are shown in Figure 4.3 (profile
curvature) and Figure 4.4 (plan curvature). They can be thought of as the curvature of a
line formed by the intersection of a plane and the topographic surface. This intersection is
in the direction of the maximum slope for the profile curvature and transverse to the slope
for the plan curvature. Profile curvature is negative for slope increasing downhill (convex
flow profile, typically on upper slopes) and positive for slope decreasing downhill
(concave flow profile, typically on lower slopes). Plan curvature or contour curvature
measures the topographic convergence and divergence and hence, the concentration of
water in the landscape. The plan curvature is negative for diverging flow (on ridges) and
positive for converging flow (in valleys).

The maximum ponding capacity is purely a function of slope. Indeed, this can be
observed in the maximum ponding capacity map (Figure 4.5) that shows an opposite
trend from the slope map. The maximum ponding capacity varied from zero observed on

the backslope of the peaks to 3.0 on the flat areas.

Figure 4.6 depicts the location and the number of the elements created by executing
TERRAE study area. The highest point in the landscape is represent by one element
while the bottom of landscape is represented by several elements that describe the lowest

elevation point of the field (depressions).
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4.3.2. Model Simulations

Scenario 1-- Day 1. The model results for scenario 1 (uniform soil type across the

landscape, no restricting layer, 76 mm rainfall on the first day) are shown in Figures 4.7
through 4.17. The units used in the outputs for all the variables are in cm (height of
water). The soil water content for the 0-26 cm (Figure 4.7a) is quite uniform across the
field, except for the low elevation areas, which are higher due to accumulation of surface
flow onto the elements. These areas also showed higher water content for the profile at
the 26-77 cm depth (Figure 4.7b). The cumulative surface leaving the element was high,
as expected, due to the quantity of rainfall (Figure 4.8a). However, the surface water
balances out as can be seen from the map of the cumulative surface flow out of the each
element (Figure 4.8b). The model predicted that water not infiltrated on the element
located on top of the landscape runs off to the next element downslope as runon. This
explains the balance observed between flow out and flow in. Both maps clearly show the
effect of the landscape in the surface water routing. The highest amount of water leaving
and entering each element is 65 cm and it is observed in the depression areas due to the
contributions from the upperslope elements. The net surface flow (Figure 4.9) is
calculated by subtracting the amount of water coming into the element from the one
leaving the element. The highest value (-5) is observed on top of the landscape since
those elements do not have water running onto them. Figure 4.10 shows the surface
ponding. The model was able to correctly determine that the depression areas have higher
surface ponding capacities. The subsurface lateral flow is shown in figure 4.11. The

highest amount of horizontal flow is observed in the depressions due to high soil water



content present at these locations. The vertical drainage is depicted in figure 4.12. The
drainage amount predicted is quite small throughout the landscape. This may be due to
the rapid occurrence of saturation in each soil layer due to the high rainfall amount. If the
elements have a slope greater than zero, the model allows the water to flow horizontal

through the KSAT corrections factors that decreases the vertical flow.

Day 2. The soil water content for the second day of simulation is shown in figures 4.13a
and 4.13b. The 0-26 cm soil water content (Figure 4.13a) decreased from the previous
day on the high elevation zones and peaks, but did not greatly change in the saddles and
depressions due to the higher water flow coming onto the elements and ponding
conditions occurring at these zones. Similar phenomenon was also observed for the 26-77
cm soil profile (figure 4.13b). Ponding conditions disappeared on this day, as well as the
flow in and out of the elements. The subsurface lateral flow (figure 4.14) also decrease
for the second day of simulation but the highest amount (0.3 cm) was still observed in the
low elevation areas. The drainage (Figure 4.15) did not vary significantly from the

previous day, both for the amounts and locations of occurrence.

Day 7. The soil water content at 0-26 cm (Figure 4.16a) indicates that soil surface dried
out quite uniformly across the field. The 26-77 cm soil water content (Figure 4.16b)
shows a high water content (14.10 cm) at the lowest point on the landscape as result of
the higher water content, ponding, surface water flow onto the element and subsurface
lateral flow affecting this area. Figure 4.17 shows the sum of the subsurface lateral flow

for the seven days of simulation. The highest value (3.6 cm) was observed in the lower
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elevation areas and depressions as expected. The drainage for day 7 is shown in Figure
4.18. The drainage consistently decreased from the previous days but was still present.

Subsurface flow, however, had terminated by day 4.

Scenario 2--Day 1. The simulated results for scenario 2 are shown in Figures 4.19

through 30. Figure 4.19a and 4.19b show the soil water content for the 0-26 cm and 26-
77 cm. The model predicted a higher amount of soil water on depression areas and sinks
as compared to scenario 1 for the 0-26 cm and 26-77 cm soil profiles. Since the rainfall
amount used for scenario 2 was the same for scenario 1, the surface water flow in and out
of the elements Figure 4.20a and 4.20b showed similar values and locations to the maps
of flow in and out produced for scenario 1 on day 1. The surface ponding (Figure 4.21) is
also similar to the previous scenario. The net surface flow is shown in figure 4.22 and
showed the same values predicted for scenario 1, since the values of runoff and runon
were also similar with the ones observed in scenario 1. The lowest negative value was
observed on the high elevation areas since there was no water contribution from the
upslope elements. The subsurface lateral flow, shown in figure 4.23, was higher on the
depressions due to the higher water content consistently present on the low elevation
areas. The value for the subsurface lateral flow was lower compared to the ones from
scenario 1 since most of the water remained on the surface as ponding for scenario 2.
Figures 4.24 depicted the drainage that occurred on first day. The values were lower
compared to scenario 1 due to the restricting soil layer present at 120 cm depths. In
scenario 2 the effects of the three different soil types were not visible. This may be due to

the high rainfall amount that minimized the soil type influence.
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Day 2. The 0-26 cm soil water content (Figure 4.25a) did not change from day 1. Similar
results were also found for the 26-77 cm soil depth (Figure 4.25b). Runoff did not occur
on day 2. The subsurface lateral flow was highest on the saddles between two peaks,

indicating the contribution of water from the elements located on the peaks (Figure 4.26).
Drainage values for day 2 (Figure 4.27) were low due to the low conductivity layer. Also

on day 2, the effect of the different soil types was not present.

Day 7. The soil water content for the 0-26 cm depth (Figure 4.28a) decreased on the high
elevation zones, but it remained the same for the low elevation zones and depressions.
The soil water content for the 26-77 cm depth (Figure 4.28b) did not change significantly
across the field. The vertical drainage terminated on day 4, while the subsurface later
flow was still occurring (Figure 4.29a). The sum of the subsurface flow (Figure 4.29b) is
higher (4.6 cm) compared to the one for scenario 1 (3.6), showing the influence from the

low conductivity layer.

4.3.3. Validation study-- Scenario 3

Scenario 3 includes a validation with field measured data on soil water content. The
simulated soil water content for the 0-26 cm depth is shown in Figure 4.30a. The model
predicted higher water content for the saddles and depression areas. The simulated soil
water content varied from 1.8 cm to 6.2 cm. Figure 4.30b shows the simulated soil water
content for the 26-77 cm soil depth. The highest values of soil water were also observed

at the saddle point and depressions and varied across the field from 3.2 to 13.4. The
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subsurface lateral flow was higher in the saddles and depression area (Figure 31) due to
the contribution from runon that increased the amount of potential infiltration on those
areas. The values predicted by the model for the vertical drainage (Figure 32) were lower
than those predicted for the lateral flow. The locations in the field that had the highest
amount of water draining vertically were the areas located on the high and medium
elevation. TERRAE-SALUS correctly simulated higher amount of vertical drainage in
the areas occupied by the sandy soil. The soil water content slightly changed on DOY
188 (July 7) both for 0-26 cm and 26-77 cm (Figure 4.33a and b). The simulated
subsurface lateral flow for day 188 is shown in Figure 4.34. The saddles and depressions
showed the highest amount of lateral flow (0.0045 cm). The lowest value of flow was a
result of the low rainfall occurring on day 184. Figure 4.35 shows the drainage that
occurred on day 188. Its values are also small, almost identical and at the opposite
locations where the subsurface lateral flow took place, indicating correct partitioning
being employed by the model. Figure 4.36 depicts the error maps from the measured and
observed soil water content for day 184 and for the 0-26 cm depth.

Figure 4.37 shows the predicted versus the observed measurement compared to a 1:1 line
for the soil water content at 26-77 cm depth and for the entire season on the highest
elevation point. The model provides accurate results for the entire season but it slightly
underestimates the soil water content measured. Figures 4.38 through 4.41 show the
measured and simulated results for the soil water content for 0-26 and 26-77 cm soil
depth for the entire season using four points along a streamline (from the top-peak, to the
bottom of landscape-depression). The model performance was compared using the root

mean square error (RMSE). Figures 4.38a shows the comparison between the measured
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and simulated results for the 0-26 cm and 26-77 cm for the point located on the highest
elevation point of the field (264 m). The RMSE observed was 0.51 cm, for the 0-26 cm
depth and 0.62 cm for the 26-77 depth. The simulated soil water content for the point
located in the upper saddle (263 m) are compared with soil water measurements in Figure
4.38 b. The RMSE observed for this comparison were 0.39 cm for the 0-26 cm depth and
0.52 cm for the 26-77 cm depth. Figure 4.39 shows the comparison between simulated
and simulated soil water content for the lower saddle point (262 m). A RMSE of 0.46 cm
and 0.49 was observed for this comparison for the 0-26 cm and 26-77 cm depth. An

e valuation of the model performance was also done for the depression area of the

s treamline selected (260 m) The RMSE observed for this evaluation were 0.47 cm for the

O—-26 cm and 0.59 cm for the 26-77 cm depth.

Thre soil water content simulations and field observations were also compared as function
of e1evation. The RMSE for this evaluations are shown in Figure 40 a and b. The high
ele v-ation point consistently showed a lower water content compared to the upper and
lowesxr saddles and for the depressions. The days used in this final evaluation of the model,
the s 1 water content did not change significantly for the saddle points and for the

depre = ssions. This is due to the contributions of water running downhill from the peaks.
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4.4. Conclusions

This chapter discussed the application of TERRAE-SALUS, a digital terrain model with
a functional spatial soil water balance model, at a field scale to simulate the spatial soil

water balance and how the terrain affects the water routing across the landscape.

The first part of the chapter described the principles for the two models. The second parts
discussed the capability of the model tested under three different scenarios. The scenarios
were selected to evaluate the model sensitivity with a soil having no vertical drainage
restrictions and for one that had basically almost no vertical flow. The model was able to
prAartition the subsurface lateral flow and the vertical drainage differently for the two
scenarios, but the high amount of rainfall seemed to have an higher effect through the
armount of runoff and ponding that occurred on the first day, making the rest of the days

qui te similar between the scenarios.

The xrmaodel provided excellent results when compared to the field measured soil water
contexat. The RMSE between measured and simulated results varied from 0.22 cm to 0.68
cm. "I Eme performance of TERRAE-SALUS is very promising and its benefits can be quite
substza xutial for the appropriate management of water resources as well as for identifying
the are &5 across the landscape that are more susceptible for erosion. It is necessary to
further validate the model at different sites with different soils and weather

characteristics.
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Figure 4.1. Elevation at 1 m grid resolution for the study area, Durand, MI.

Figure 4.2. Slope for the study area, Durand, MIL.
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Figure 4.3. Profile curvature of the study area, Durand, MIL.

Figure 4.4. Plan curvature of the study area, Durand, MIL.
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Figure 4.5. Maximum ponding capacity for the study area in Durand, MI.

F{gure 4.6. Location in the landscape of the element network created by TERRAE
(Gallant, 1999).
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Figure 4.7.a. Soil water content (0-26 cm) on day-1 for scenario I (1 uniform soil
type, high rainfall, no restricting soil layer).

Figure 4.7.b. Soil water content (26-77 cm) on day-1 for scenario I (1 uniform soil
type, high rainfall, no restricting soil layer).

74



(cm)

(cm)

50.00

Figure 4.8.a. Cumulative surface water flow out of the elements on day-1 for
scenario I (1 uniform soil type, high rainfall, no restricting soil layer).

Figure 4.8b. Cumulative surface water flow onto the elements on day-1 for
scenario 1 (1 uniform soil type, high rainfall, no restricting soil layer).
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Figure 4.9. Net surface flow on day-1 for scenario I (1 uniform soil type,
high rainfall, no restricting soil layer).

Figure 4.10. Surface ponding for day-1 for scenario 1 (1 uniform soil type,
high rainfall, no restricting soil layer).
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Figure 4.11. Subsurface lateral flow on day-1 for scenario I (1 uniform soil type,

high rainfall, no restricting soil layer).

Figure 4.12. Drainage on day-1 for scenario 1(1 uniform soil type, high rainfall,
no restricting soil layer).
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Figure 4.13.a. Soil water content (0-26) on day-2 for scenario 1(1 uniform soil type,

high rainfall, no restricting soil layer).
JFigure 4.13.b. Soil water content (26-77) on day-2 for scenario I(1 uniform soil type,

huigh rainfall, no restricting soil layer).
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Figure 4.14. Subsurface lateral flow on day-2 for scenario 1(1 uniform soil type,
high rainfall, no restricting soil layer).

Figure 4.15. Drainage on day-2 for scenario 1(1 uniform soil type, high rainfall,
no restricting soil layer).
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Figure 4.16 a. Soil water content (0-26) on day-7 for scenario 1(1 uniform soil type,
high rainfall, no restricting soil layer).

Figure 4.16 b. Soil water content (26-77) on day-7 for scenario 1(1 uniform soil type,
high rainfall, no restricting soil layer).
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Figure 4.17. Sum of the subsurface lateral flow on day-7 for scenario 1 (1 uniform
soil type, high rainfall, no restricting soil layer).

Figure 4.18. Drainage on day-7 for scenario 1 (1 uniform soil type, high rainfall,
no restricting soil layer).
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Figure 4.19.a. Soil water content (0-26 cm) on day-1 for scenario 2 (3 different soil

types, high rainfall, with restricting soil layer at 120 cm).

Figure 4.19.b. Soil water content (26-77 cm) on day-1 for scenario 2 (3 different soil

types, high rainfall, with restricting soil layer at 120 cm).
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Figure 4.20.a. Cumulative surface water flow out of the elements on day-1 for
scenario 2 (3 different soil types, high rainfall, with restricting soil layer at 120 cm).

Figure 4.20. b. Cumulative surface water flow onto the elements on day-1 for
scenario 2 (3 different soil types, high rainfall,with restricting soil layer at 120 cm).
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Figure 4.21. Surface ponding on day-1 for scenario 2 (3 different soil types, high
rainfall, with restricting soil layer at 120 cm).

Figure 4.22. Net surface flow (cm) on day-1 for scenario 2 (3 different soil types,
high rainfall, with restricting soil layer at 120 cm).
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Figure 4.23. Subsurface lateral flow on day-1 for scenario 2 (3 different soil types,
high rainfall, with restricting soil layer at 120 cm).

Figure 4.24. Drainage on day-1 for scenario 2 (3 different soil types, high rainfall,
with restricting soil layer at 120 cm).
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Figure 4.25.a. Soil water content (0-26 cm) on day-2 for scenario 2 (3 different soil
types,high rainfall, with restricting soil layer at 120 cm).

KFigure 4.25.b. Soil water content (26-77 cm) on day-2 for scenario 2 (3 different soil
3/ pes,high rainfall, with restricting soil layer at 120 cm).
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Figure 4.26. Subsurface lateral flow on day-2 for scenario 2 (3 different soil types,
high rainfall, with restricting soil layer at 120 cm).

Figure 4.27. Drainage on day-1 for scenario 2 (3 different soil types, high rainfall,
with restricting soil layer at 120 cm).
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Figure 4.28. a. Soil water content (0-26 cm) on day-7 for scenario 2 (3 different soil

types, high rainfall, with restricting soil layer at 120 cm).

Figure 4.28. b. Soil water content (26-77 cm) on day-7 for scenario 2 (3 different

soil types, high rainfall, with restricting soil layer at 120 cm).
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Figure 4.29. a. Subsurface lateral flow on day-7 for scenario 2 (3 different soil types,
high rainfall, with restricting soil layer at 120 cm).

Figure 4.29. b. Sum of subsurface lateral flow on day-7 for scenario 2 (3 different soil
types, high rainfall, with restricting soil layer at 120 cm).
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Figure 4.30.a. Simulated soil water content (0-26 cm) on day 184 (July 3) for scenario
3 (3 different soil types, low rainfall, with restricting soil layer at 120 cm).

Figure 4.30.b. Simulated soil water content (26-77 cm) on day 184 (July 3) for scenario
3 (3 different soil types, low rainfall, with restricting soil layer at 120 cm).
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Figure 4.31. Subsurface lateral flow on day 184 (July 3) for scenario 3
(3 different soil types, low rainfall, with restricting soil layer at 120 cm).

Figure 4.32. Drainage on day 184 (July 3) for scenario 3(3 different soil
types, low rainfall, with restricting soil layer at 120 cm).
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Figure 4.33 a. Simulated soil water content (0-26 cm) on day 188 (July 7) for
scenario 3 (3 different soil types, low rainfall, with restricting soil layer at 120 cm).

Figure 4.33 b. Simulated soil water content (26-77 cm) on day 188 (July 7) for
scenario 3 (3 different soil types, low rainfall, with restricting soil layer at 120 cm).
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Figure 4.34. Subsurface lateral flow on day 188 (July 7) for scenario 3
(3 different soil types, low rainfall, with restricting soil layer at 120 cm).

=
SR

R eSSt
SRS

Figure 4.35. Drainage on day 188 (July 7) for scenario 3 (3 different soil types, low

rainfall, with restricting soil layer at 120 cm).
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Figure 4.36. Measured soil water content (0-26 cm) on day 184 (July 3).

Figure 4.37. Measured soil water content (26-77 cm) on day 184 (July 3).
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Figure 4.38.a. Error map of soil water content (0-26 cm) on day 184 (July 3) for
scenario 3 (3 different soil types, low rainfall, with restricting soil layer at 120 cm).

Figure 4.38.b. Measured and simulated soil water content (26-77 cm) for the entire
season on the high elevation point (peak).
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Figure 4.39 a. Measured and simulated water content for the soil profile (0-26 cm)
and (26-77 cm) for the high elevation zone (peak) for the entire season.

Figure 4.39 b. Measured and simulated water content for the soil profile (0-26 cm)
and (26-77 cm) for the medium elevation zone (upper saddle) for the entire season.
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Figure 4.40 a. Measured and simulated water content for the soil profile (0-26 cm)
and (26-77 cm) for the medium elevation zone (lower Saddle) for the entire season.

Figure 4.40 b. Measured and simulated water content for the soil profile (0-26 cm)
and (26-77 cm) for the medium elevation zone (depression) for the entire season.
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Figure 4.41 a. Water content change as function of elevation for 0-26 cm soil profile
for day 184 (July 3), day 225 (August 13), and day 240 (August 28).

Figure 4.41 b. Water content change as function of elevation for 26-77 cm soil profile
for day 184, day 219 (August 7), and day 248 (September 5).
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CHAPTER V

UNDERSTANDING SOYBEAN YIELD VARIABILITY USING CROP MODELS
AND REMOTE SENSING

5.1. Introduction

Agricultural production systems are inherently variable due to spatial variation in soil
properties, topography, and climate. To achieve the ultimate goal of sustainable cropping
systems, variability must be considered both in space and time because the factors
influencing crop yield have different spatial and temporal behavior (Pierce and Nowak,
1999). Advances in technologies such as Global Positioning Systems (GPS), Geographic
Information Systems (GIS) and remote sensing have created the possibility to assess the
spatial variability present in the field and manage it with appropriate site-specific
practices (Verhagen et al., 1995). Site-specific management (SSM) strategies may be able
to optimize production, but their potential benefits are highly dependent on the accuracy

of the assessment of such variability (Pierce and Nowak, 1999).

Traditional analytical techniques, such as regression of static measurements against yield,
have failed to explain the reasons for yield variability because the dynamic, thus
temporal, interactions of stresses on the crop growth and development cannot be

accounted for (Jones et al., 1989; Cambardella et al., 1996; Sudduth et al., 1996). Process
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oriented crop simulation models, such as the CERES and CROPGRO models (Ritchie
et.al, 1998; Boote et al., 1998), have the capability to integrate the effects of temporal and
multiple stress interactions on crop growth processes under different environmental and
management conditions. Even though crop models have shown high potential for
optimizing production and minimizing environmental impact, their application for SSM
has been limited thus far. Crop models can be used for understanding yield variability,
leading to a more sustainable environment (Sadler and Russell, 1997, Cora et al., 1998).
Batchelor et al. (1998) and Paz et al., (1999), used CERES-Maize and CROPGRO-
Soybean simulation model to determine the effect of soil water variation throughout the
season on yield spatial variability optimizing for soil water limit parameters. The
differences between measured and simulated yield for 224 grid points over a 3 year

period ranged from + 10% for 70% of the grids and + 20% for 96% of the grids in maize

and for soybean from * 10% for 84% of the grids and * 20% for 92% of the grids.

Recent advances on the resolution and availability of remote sensing imagery, coupled
with a decrease in its associated costs, have allowed the collection of timely information
on soil and crop variability by examining spatial and temporal patterns of vegetation
indices (Moran et al., 1997). Such information can be useful to derive inputs for crop
models in a GIS environment (Moran et al., 1997; Bames et al., 1998, Johannsen et al.,
1999). Vegetation indices involve mathematical relationship between near infrared and
red reflectances and they have been extensively used with the goal of estimating
vegetation amount (Wiegand et al., 1990; Jackson and Huete, 1991; Price, 1992). Among

vegetation indices, the normalized difference vegetative index (NDVI) is the one most
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commonly used to quantify canopy vigor and density (Price, 1992; Carlson and Ripley,
1997). NDVI is defined as:

_ NIR - RED
NIR + RED

NDVI

where NIR and RED represent the surface reflectance averaged over ranges of
wavelengths in the near infrared (A ~ 0.8 pum) and the visible (A ~ 0.6 um) regions of the

spectrum, respectively. NDVI increases almost linearly with increasing leaf area index
(LAI, leaf area per unit land area) until LAI exceeds values of 3-4, above which NDVI
rapidly approaches an asymptotic limit (Liu and Huete 1995; Jasinski 1996, Carlson and
Ripley, 1997). NDVI analysis performed on images taken at critical times during a

growing season can help characterize spatial variability in crop performance.

Clearly, the goal of crop simulation in precision agriculture is to explain the spatial
variability of crop performance mapped with grain yield monitoring systems and to help
guide in management decisions related to the site-specific management of crop inputs. It
is also clear that crop simulations cannot be performed everywhere given that the cost
and the availability of detailed inputs would be prohibitive. A more balanced approached
to the application of crop simulation models to precision agriculture would be to
delineate zones within the field of similar crop performance. One approach may be to
obtain vegetation indexes derived from remotely sensed imagery during critical times
during the growing season to select spatial patterns to sample and to use the results of the
target sampling as inputs for the models. Model validation can be performed at selected

sites within these delineated management zones.
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The objective of this study was to examine a new procedure for spatial validation of crop
models for use in precision agriculture that uses the CROPGRO-Soybean model to
simulate soybean performance using a progressive increase of spatial inputs. The
procedure also uses the crop model to validate management zones across the field

delineated using a NDVI classification procedure.

5.2. Materials and Methods

5.2.1. Site Description and Field Measurements

The study area consisted of a seven ha portion of a field located 10 km south of Durand,
MI. The field has been cropped to a corn-soybean rotation for more than 10 years. Soils
are variable containing five soil map units and considerable spatial variability in soil
fertility (Pierce et al., 1995; Pierce and Warncke, 2000) with the major soil type in the
experimental area mapped as Capac loam (Udollic Ochraqualf fine, loamy, mixed,
mesic). Soybean was grown in 1997. The field was planted on May 5 by direct drilling
soybean (Variety Asgrow 1901, a Roundup Ready variety) in 37-cm rows at a seeding

rate of 494,000 seeds ha™.

A regular grid consisting of 52 grid locations spaced 30.5 m apart was imposed on the 7
ha experimental area after planting. Latitude, longitude and elevation of each grid point

were determined with a high-resolution differential GPS. Neutron probe access tubes
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were installed at each of the 52 grid locations. A neutron moisture gauge was used to
measure the spatial variability of soil water content at 15-cm increments to the depth of
the C horizon or a maximum of 150 cm depth, which ever occurred first. Measurements
were taken on a weekly basis throughout the season. During the installation of the
neutron probe access tubes, soil samples were taken at the intersection of each of the 52
grid points in 25-cm increments and stored for analysis Soil samples were air-dried and
passed through a 2 mm sieve. Particle size was determined for each segment of each soil
profile using the hydrometer method. Soil organic matter was determined on the surface
25 cm of each soil profile by dry combustion using a CHN analyzer (Carlo Erba
Instruments, Italy). The upper and lower limits of soil water availability were determined
using soil water measurements taken in the field during the season, and also from using
Ritchie’s simple model to estimate soil water limits using soil texture data (Ritchie et al.,
1999). Soil depth for each grid point was determined using the deepest depth observed
during the installation of neutron probe access tubes. Potential extractable soil water
(PESW) was determined by subtracting the lower limit of plant water availability from

the upper limit for each soil layer and integrated for the entire profile.

A 5 m? area was delineated at each grid location for selected plant measurements. Plant
population and the distance between plants were measured at emergence (May 20) and at
the 3™ leaf stage of development (June 15). A non-destructive optical device with a fish-
eye sensor (LAI- 2000; LI-COR) was used to quantify the LAI at the 52 grid points on

July 15 and August 10. Soybean yield was obtained by harvesting four rows along a 20 m
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length centered on each grid point using a plot combine. Grain moisture was obtained

after harvest on a subsample from each harvested area.

A datalogger (Licor 1000) was installed to collect weather data on solar radiation,
minimum and maximum temperature and precipitation, which are required as model
input. Precipitation was measured with an electronic tipping-bucket rain gauge every five

minutes to record rainfall intensities as well as daily total amounts.

Standard statistical analyses were done for the variables measured in the field. The spatial
structure for each parameter was assessed thorough a semivariance analysis.
Measurements taken on each grid point were interpolated using the punctual kriging
technique available in GS+ Version 3.1a (Gamma Design Software, 1999). Correlation
matrices were developed to determine the relationships among variables for each single

class and for the 52 grid points.

5.2.2. Remote Sensing Data

The airbome false color composite images in the green, red and NIR portion of the
spectrum were taken on June 1, June 28, July 18, July 29, August 13, August 29,
September 15 at 1 meter pixel resolution. The images provided spatial information about
the condition of the crop throughout the season. Each image was used to generate NDVI
maps of the field and to identify spatial patterns across the field. The false color

composite image taken on July 18 (figure 5.1a) was selected for quantifying areas with
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similar reflectance by grouping areas into classes of similar NDVI values (Figure 5.2)
using supervised classification technique available in Idrisi v32 software (Clark Labs,
1999). Pixels of similar reflectance were queried across the field after trying various
ranges of values able to reproduce the spatial patterns visible in the original false-color

composite image (Figure 5.3).

5.2.3. Crop Growth Model

CROPGRO-Soybean v.3.5 is a process oriented model that simulates plant responses to
environmental conditions (soil and weather), genetics and management strategies. A
detailed description of the inputs required for the model is described in Ritchie and Dent
(1990). This model is part of the Decision Support System for Agrotechnolgy Transfer
(DSSAT 3.5, Hoogenboom et al., 1998) that provides several tools for model application.
The soil water limits used to run the simulation experiments varied spatially and
according to the observed data of soil texture and soil water content at the 52 grid points.
The model was evaluated using the Root Mean Square Error (RMSE):

w155

i=1

A
where y, are the measurements, y, the predictions, and n is the number of comparisons.
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5.2.4. Simulation Experiments

The soybean model was used to simulate yields in the field using progressive increase of
spatial inputs. Yields simulations were made using five different scenarios. These
scenarios varied from one that assumed uniform soil and management conditions across
the field to one that used field-measured, spatially variable inputs for the soil water
balance parameters (LL, DUL, SAT and soil depth) and plant populations, to one that
simulated three areas identified by the NDVI analysis. The five cases are described in

table 5.1.

5.3. Results and Discussion

5.3.1. Field Measurements

The yield was spatially variable across the field (Figure 5.2a), ranging from 1900 to 3600

kg ha' with a mean value of 2953 kg ha and a standard deviation of 433 kg ha'. The

spatial distribution of yield was consistent with other field measurements (LAI and plant

population) and by the remote sensing image that showed high reflectance in the high

yielding areas (Figure 5.1 and 5.2).

Field measurements of LAI on August 8, (Figure 5.2b), reflected the different soil water

regimes present across the field. The highest value of LAI was 4.6 and it was observed in
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areas of high plant population, deeper soil and high PESW. The areas of the field with
rocky soil and highest elevation had the lowest LAI value of 1.7. The mean and the

standard deviation for LAI were 3.6 and 0.6 respectively. The areas showing high LAI
corresponded with the remote sensing image areas with high reflectance as depicted in

figures 5.1 and 5.2.

Record cool weather in May delayed soybean emergence and resulted in variable
population densities across the field (Figure 5.2c). Plant populations varied from 22 to 60
plants m with a mean value for the 52 grid-points of 47 plants m™ and a standard
deviation of 8 plants m™. Plant stand is highly influenced by the environmental condition

(soil and weather) at planting time.

Soil textural analysis from the 52 grid-points showed high spatial variability for sand and
clay particles. The clay content varied across the field from 8% in soil of the high relative
elevation areas to 25% in soil in low relative elevation areas. Sand percentage varied
from a minimum of 40% to a maximum of 82% and logically had an opposite spatial
distribution from the clay content. Based on textural analysis results and their spatial
distribution, three main soil types were detected across the field. A deep-dark sandy-loam
soil located in lower elevation areas of the field, a sandy loam characterizing the flat

areas and a sandy-rocky soil present in the higher elevation areas.

Soil depth measurements also showed the presence of high spatial structure across the

field (Figure 5.3a). Spatial variations in soil depth had similar trends as clay (Figure
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5.3b). Peaks had lower soil depth due to erosion phenomena. Soil depths ranged from 95
cm to 150 cm with a mean value for the 52 grid-points of 130 cm and a standard

deviation of 14-cm.

Potential extractable soil water (PESW) values are shown in Figure 5.3c. PESW is a
function of soil depth and soil texture, thus the spatial distribution of these variables were
similar. A maximum PESW of 140 mm was observed in the low elevation areas, while
the lowest value of 70 mm was found at high elevations. The mean PESW value for the

field was 111 mm with a standard deviation of 19 mm.

The field is characterized by a rolling terrain that caused high spatial variability of soil
properties. Landscape position and relative elevation highly influenced soil physical
properties thorough erosion processes that occurred over the years (Mueller, 1998). The
spatial dependence was determined for each soil and crop variable measured in the field.
Geostatistical analysis revealed spatial structure for all the variables giving ranges of
distance that varied from 60 m for the plant population to 150 m for the yield (Table
5.2a). The spherical model fitted the semivariance well. Table 5.2b reveals that the yield
measured at the 52 grid points is highly correlated to LAI, PESW and NDVI as shown by

the correlation coefficients of 0.86, 0.87 and 0.97.
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5.3.2. Simulation Experiments

5.3.2.1. Scenarios 1-4

Error in yield prediction decreased as the level of input detail increased for the simulation
scenarios tested (Table 5.1). The field average of 2995 kg ha™ was underestimated under
scenario 1 which predicted a soybean yield of 2530 kg ha™'. The RMSE for scenario 1
was 465 kg ha”'. Under scenario 2, adding site-specific plant pbpulation data as model
input improved model performance by decreasing the RMSE to 296 kg ha!, a reduction
of 36 % over scenario 1. Using site-specific soils data at constant plant populations in
scenario 3 improved yield prediction 18 % more than scenario 2 as evidenced by an
RMSE of 245 kg ha' and 47% over scenario 1. Using both site-specific soils and plant
population input further reduced RMSE improving the prediction of soybean yield over

scenario 1 by 58% (Figure 5.4a).

5.3.2.2. NDVI Classes

The 18 July composite image and the corresponding NDVI image clearly show spatial
variability in soybean performance (Figure 5.1b). The correlation between NDVI and
crop Yyield for the 52 grid points was very strong (Figure 5.5). Classification of the NDVI
image indicated three classes of importance in this field. Note that the areas of different
classes are not contiguous. Table 5.3 summarizes the areal distribution and properties of

these classes as well as the data for soils and plant populations used as input in the crop
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simulations under scenario 5. Yield predictions for the three NDVI classes were very
good as evidenced by an RMSE values for the three classes (Table 5.4, Figure 5.1c).
These RMSE were the lowest of all crop simulation scenarios evaluated showing that the
NDVI reclassification procedure adopted in the study was appropriate and proven to be a
useful way of creating zones in the field. Multi-year simulation with this approach would

allow for the characterization of the field.

The progressive use of site specific model inputs combined with the NDVI-
reclassification has a major advantage over an issue that thus far has limited the power
and application of simulation model in precision agriculture: scale! The site-specific
input approach is scale-independent because the scale is controlled by the observed

variation in the field and that is the scale at which the model will be applied.

5.4. Conclusion

Analysis of remote sensing imagery processed into the NDVI identified the spatial
patterns of crop growth variability. The variability in soybean populations within the field
provided validation of the plant population and soil type effects on soybean yields
predicted by the CROPGRO- Soybean model. The model gave accurate predictions of the
yield across the field when the correct inputs were used showing great potential for use in

yield map prediction and interpretation in the context of site-specific management. This
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study showed that the soil types present in the field could be managed differently using

different cultivars or plant density to achieve higher yield while minimizing the costs.

It is clear that zone-specific management to optimize production can be developed
through a combination of remote sensing and simulation models. This is a more
affordable alternative to the use of traditional soil sampling and micro-scale sensing. It
also answers questions related to the scale issue by applying the model at the scale of

variability observed through remote sensing and NDVI image reclassification.
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Scenario Model Input Model RMSE

No. Runs Kgha'

1 Average of grids 1 465

(Average soil type and target plant population)

2 Average soil type and grid plant population 52 296

3 Grid soil type and target plant population 52 245

4 Grid soil type and grid plant population 52 198

5 Average soil and plant population for 3 101
3 NDVI Classes

Table 5.1. Model inputs, number of model runs and RMSE for each simulation
scenarios.
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Figure 5.1 a. False-color composite image taken on July 18, 1997 (original image
delivered by Emerge).

Figure 5.1 b. NDVI Image.

Figure 5.1 c. Reclassified NDVI Image. The areas in white are NDVI-Class 1, the areas
in grey are NDVI-Class 2 and the areas in black are NDVI-Class 3.
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Figure 5.2. Krigged map of measured soybean yield (Kg ha")(a); LAI measured on
August 8 (b); plant population measured on June 5 (plant m?) (c).
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Figure 5.3. Krigged map of soil depth (cm) (a); clay content (%) (b); and potential
extractable soil water (mm) (c).
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Figure 5.4. Kriged map of simulated yield using measured plant population and measured

soil type for the 52 grid point (a); measured yield for the three NDVI classes (b);
simulated yield for the three NDVI classes using average measured inputs.
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CHAPTER VI

CONCLUSIONS AND RECOMMENDATIONS

This chapter summarizes the importance of using simulation modeling and digital terrain
analysis to evaluate the effect of topography and soil physical properties on spatial soil

water balance.

Chapter one presented the rationale and background of this dissertation. A detailed
literature review (chapter two) was done for the terrain analysis, reviewing existing
digital terrain models and soil water balance models. From this chapter, it was shown that
a new hybrid model that combined a digital terrain model with a spatially sensitive soil
water balance was needed in order to better simulate water movement over the terrain.
The terrain model and the spatial component of the soil water balance models were
discussed in chapter three. The model was able to partition the landscape into an
interconnected series of element network from a grid DEM. The soil spatial water
balance of SALUS was able to partition the downward water flow in the vertical and

horizontal dimensions. The model was rapid in its simulations and output outcome.
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Chapter four was the primary focus of this dissertation. In this chapter, data were
presented on the newly developed TERRAE-SALUS model and its ability to simulate the
spatial soil water balance as affected by landscape topography. The model was applied at
a field scale in Durand, Michigan, were an extensive data set on soil water measurements
was available. The RMSE between model and observed results varied from 0.22 cm to
0.68 cm of water. In addition, two scenarios were presented illustrating the model
capabilities to partition the subsurface lateral flow and the vertical drainage as well as the
surface water runoff-runon as affected by landscape positions and by rainfall amount.
TERRAE-SALUS was able to simulate satisfactorily the soil water content. The biggest
advantage of this model appears to be its simplicity and at the same time accuracy. Due
to the functional approach of the soil water balance, the data inputs requirements are also

minimum and easy to obtain.

Chapter five described the integration of the current technology available in agriculture to
predict the spatial variability of soybean yield. The crop simulation model CROPGRO
was applied in combination with remote sensing data to evaluate the capability of the
model to identify factors responsible for the yield variation in a spatially variable
landscape. Results from this study showed that a combination of crop simulation model
and remote sensing can identify management zones and causes for yield variability,

which are prerequisites for zone-specific management prescription.

The processes of modeling the soil water balance over space and time is of crucial

importance for the appropriate management of the water resources, especially in areas
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where they are in continuous jeopardy. Although, this is not an easy task due to the
difficulties related to the complexity of the soil-water-atmosphere systems, uncertainty of
weather, and lacking of good quality data to be used for the model evaluation. The scale
issue is also a restriction on the power of the existing simulation models if applied at the
inappropriate scale to simulate a process characterized by different scale characteristics.
Moreover, it must not be forgotten that any model is a simplification of reality. If the
biological processes modeled were not dynamic, the modeling of such system would

have been much easier.

In the case of this study, TERRAE-SALUS has been shown to produce satisfactory
results in its field application. The accuracy of the model results is highly dependent on
the quality of inputs used, especially pertaining to soil characteristics, elevation data and
weather information. Further investigations are recommended to evaluate approaches to
the problems of up scaling model simulations. The up-scaling is not solely achieved by
running the model patch scale models for larger areas consisting of many patches, but
that different processes and connectivities emerge as dominant as we move from the plot
scale to catchment scale. The promising results showed by TERRAE-SALUS
demonstrated that its application can be beneficial in water resources management. My
vision for the future is that digital terrain modeling will be become increasingly important
in simulating the most sustainable soil and water resources management practice. The
application of DTM can help in identifying areas across the landscape more susceptible
to erosion and with the highest surface runoff. Moreover, the model does not need to be

applied on the entire landscape, requiring large amount of inputs but it can be executed
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on small areas and then extend the output to areas that are alike across the landscape,

avoiding in this way repetitive data collection, not necessarily needed.
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APPENDIX A

USING TERRAE

TERRAE requires a grid DEM. TERRAE is run with a single argument specifying the

parameter file:

Unix> TERRAE dem.params

The parameter file contains all the information required to run the program, including the
names of the DEM, channel head and boundary files as well as numeric parameters such
as the maximum sink depth and logical parameters specifying which components of
TERRAE are active. The most commonly used parameters are:
e Grid file = dem.flt
The name of the DEM file exported from ARC/INFO using GRIDFLOAT. TERRAE
expects to find the header file (eg dem.hdr) in the same directory as the binary DEM
file. A full path name may be used. This parameter must be set (there is no default).
e Channel head file = channels.txt
The channel heads, as ASCII x y values one per line. This is an optional parameter; if
it is not set or the file cannot be opened, channel heads will not be used.
e Diversion line file = boundary.ung

The boundary polygon in ARC/INFO ungenerate format. This is an optional
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parameter; if it is not set or the file cannot be opened, no boundary polygon will be
used.

Remove sinks = yes or no

If yes, sinks will be cleared if they are within the depth and/or distance thresholds.
Default is yes.

Sink depth threshold = number

The maximum depth of a depression that will be considered a spurious sink. There is
no default value, so if “Remove sinks” is set, a value must be provided.

Sink draining distance threshold = number

The maximum distance from sink to saddle for a spurious sink. The default value is
twice the grid spacing.

Sink threshold combine logic = AND or OR

Use AND if both thresholds must be satisfied to drain the sink; use OR if either can
be satisfied. Default is OR.

Construct polygons = yes or no

Construct elements = yes or no

These two settings must be yes for elements to be created. The default for both is yes.
Subdivision size = number

This sets the target area for automatically subdividing elements. The initial set of
elements will be automatically subdivided until each element is smaller than the

specified area.
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Create flow lines out from depressions = yes or no

If this is set to yes, stream lines will be created from the depression over its draining
saddle as if the depression was a channel head. Default is yes.

Spaced flowline spacing = number

Apart from creating element networks, TERRAE can operate in a simpler mode by
creating a set of flowlines at fixed spacing across the landscape. In this mode, the
lines do not connect to form ridge and stream junctions. Set this parameter to a

number and set “Construct polygons” to no to use this mode.

After its processing, TERRAE writes the following files:

Dem.sinks, dem.saddles, dem.peaks

The locations and properties of each flat point.
Dem.ridgelines, dem.valleylines

The set of lines generated by TERRAE
Dem.streamj, dem.ridgej

The stream and ridge junction points
Dem.polygons

The outlines of each polygon

Dem.elemgeom, dem.elemattr and dem.elemconnect
The element description files (described above)
Dem.topology

Description of the line network topology — each peak, sink, saddle, stream junction
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and ridge junction and the lines they connect to; sinks and saddles have additional

information.

These files are all in simple x y z format (apart from the .topology file) that can be plotted

directly using GNUPLOT or converted to ungenerate format to read into ARC/INFO.
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APPENDIX B

Program Spatial Soil Water Balance

C (SALUS-TERRAE)
C DEFINITIONS OF VARIABLES ARE LISTED AT THE END OF THE PROGARM

USE elemwatbal

IMPLICIT NONE

CHARACTER HEAD*32 FNAME*8,doystring*3
type(soil_type)  :: Soils(MaxSoils)
type(element_type) :: Elements(MaxElems)
REAL LAT,LONG,ALT, Press

REAL CROPEC,VPDMIN,RGRATE,RTLMR
REAL MEANDEP, CUMDEP, Depth

REAL DTT,LALRLD(MaxLayer), RootDep, RootDeplncr
REAL SOLAR,TMAX,TMIN,RAIN

REAL OutFlow

REAL SWSTR

REAL SWTot,SWO0_26,SW26_77,SW77_Bot

INTEGER YR,DOY,L,IL.EMDAY .ELEM NUMELEMS,
1 elemnum,elemdown,downnum,numsoils,soil

REAL FINDY,LAI_TAB(2,100),REAL_DOY
integer month 'AG
real a(12), b(12), runoff_slope(maxsoils) 'AG

1

!*************************READIN’G INPUT
DATA***************************
WRITE(*,*)’ ENTER WEATHER (___.WTH) FILE NAME WITHOUT
EXTENSION’
READ(*,(A8))FNAME
OPEN(UNIT=11,FILE=trim(FNAME)//""WTH’, STATUS=0LD’)
OPEN(UNIT=12,FILE="SOIL.DAT’ STATUS="UNKNOWN")
OPEN(UNIT=14,FILE=CROP.DAT’,STATUS="UNKNOWN’)
OPEN(UNIT=13,FILE=trim(FNAME)//"PRN’, STATUS=UNKNOWN))
OPEN(UNIT=15,FILE=trim(FNAME)//’PRF’, STATUS="UNKNOWN")
OPEN(UNIT=17 FILE=trim(FNAME)//’.PRL’, STATUS="UNKNOWN’)
OPEN(UNIT=18 FILE=RUNOFF.DAT’, STATUS="UNKNOWN))

ISPATIAL.: Need files to read elements information from

OPEN(UNIT=19,FILE=trim(fname)//’.elemparams’,STATUS=0LD’)
OPEN(UNIT=110,FILE=trim(fname)//’.elemsoils’,STATUS=0LD")

130



! #***x Read values for LAI and root depth for given days of the year***
OPEN(UNIT=120,FILE=LALDAT STATUS=0LD’)
CALL READXY(120,LAI_TAB)
CLOSE(120)
READ(11,(A32))HEAD

! Read till the line with Latitude, Longitude and elevation is found

700 READ(11,5,ERR=700,END=900)LAT,LONG,ALT
IF(LAT .EQ. 0.0 .AND. LONG .EQ. 0.0 . AND. ALT .EQ. 0.0) GOTO 700
5 FORMAT(8X,2F9.3,F7.1)

! Read the runoff parameters: 'AG

read (UNIT = 18, fmt = 300) (month, a(i), b(i),i =1, 12) 'AG
300 format (/, 12(1x, i2, 2(1x, f7.4),/)) 'AG

READ(14,*)

READ(14,*)

READ(14,*)CROPEC,VPDMIN,RGRATE,RTLMR

READ(12,*)

soil=1

DO WHILE(.TRUE.)

READ(12,* END=790)
IF(soil. GT.maxsoils) THEN
WRITE(*,*) 'Too many soils: maximum is ’, maxsoils
STOP
ENDIF
READ(12,*) Soils(soil).NLAYR,Soils(soil).COEFW,
1 Soils(so0il). KSMICRO,Soils(soil). PONDMAX
READ(12,*)
CUMDEP=0.
ISPATIAL read element data
!*******************IN’I’I‘IALIZING AND READING SOIIJS
F[LE***************
WRITE(*,*) Soil number ’, soil
DO L=1,Soils(soil). NLAYR
READ(12,*)Soils(soil).DLAYR(L),Soils(s0il).SWLL(L),

1 Soils(soil).SWDUL(L),Soils(s0il).SWSAT(L),

2 Soils(soil). KSMACRO(L),Soils(soil). RHF(L),

3 Soils(soil).INITSW(L),Soils(soil). BD(L)
CUMDEP=CUMDEP+Soils(soil). DLAYR(L)
Soils(soil).ZLayr(L) = CumDep
Soils(soil).SWAD(L)=0.44*Soils(s0il). SWDUL(L)**2
MEANDEP = (CUMDEP + (CUMDERP - Soils(soil).DLAYR(L)))/2
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Soils(so0il). FLOWUCO(L)=0.63/MEANDEP**2*
1 (0.495+EXP(2.804-10.76*Soils(soil). SWDUL(L)))
IF(L.LT.5)THEN
Soils(soil).RUCO(L)=Soils(soil). RHF(L)*0.15
ELSE
Soils(soil).RUCO(L)=Soils(soil).RHF(L)*0.10
ENDIF
RLD(L)=0.0
WRITE(*,10)CUMDEDP,Soils(soil).DLAYR(L),Soils(soil).SWLL(L),
1 Soils(s0il).SWDUL(L),Soils(soil).SWSAT(L),
2 Soils(soil). KSMACRO(L),Soils(soil).RHF(L),
3 Soils(soil).INITSW(L)
10 FORMAT(2F6.0,3F6.3,F6.1,F6.3,F6.3)
ENDDO
Soils(soil). FLOWUCO(1)=Soils(soil). FLOWUCO(1)*
1 (0.82-4.7*(0.45-Soils(soil).SWDUL(1))**2)
WRITE(13,(A32))HEAD
WRITE(15,(A32))HEAD
WRITE(17,(A32))HEAD
WRITE(13,18)LAT,LONG,ALT,CROPEC,VPDMIN,Soils(soil). PONDMAX,
1 Soils(soil). KSMICRO
18 FORMAT(LAT’FS5.1,”LONG’F6.1,” ALT’F5.0,, CROPEC’F5.1,” VPD
IMIN’F6.2,' PONDMAX’F5.1," KSMICRO’F5.1)
WRITE(13,30)
WRITE(15,31)
WRITE(17,32)
WRITE(17,33)
WRITE(13,15)(Soils(soil).INITSW(I),I=1,12)
15 FORMAT(8X,----------cm/day---------- cm’,2X,12F5.3)
! Soils(soil).PONDY=0.0

soil=soil+1
ENDDO

ISPATIAL - Read information from TERRAE about element attributes(area, slope, etc.)
!and connection (topology, which is the downslope elements, etc) from the
‘filename.Elements’.

790 CONTINUE
numelems =0

!  The Element array is sparse. The USED variable will tell the program
!  which elements have valid data

Elements.Used = .FALSE.
DO WHILE(.TRUE))
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READ(19,*,end=791) elemnum, Elements(elemnum).centreX,

1 Elements(elemnum).centreY ,Elements(elemnum).centrez,
2 Elements(elemnum).Area,
3 Elements(elemnum).ndownslope,Elements(elemnum).slope

Elements(elemnum).Used = .TRUE.
WRITE(*,*) Elem ’,elemnum,’ has ’,
1 Elements(elemnum).ndownslope,’connections’
if(Elements(elemnum).ndownslope .gt. maxdown) then
WRITE(*,*) Too many connections: maximum is ', maxdown
STOP
endif
do downnum=1, Elements(elemnum).ndownslope
READ(19,*) Elements(elemnum).downslope(downnum),
1 Elements(elemnum).downfrac(downnum)
WRITE(*,*) downnum, Elements(elemnum).downslope(downnum),
1 Elements(elemnum).downfrac(downnum)
enddo
READ(110,*) elemnum,soil
Elements(elemnum).Soil = soil
do i=1,Soils(Soil).nlayr
Elements(elemnum).sw(i) = Soils(Soil).initsw(i)
enddo
Elements(elemnum).pond = 0.0
Elements(elemnum).pondMax = Soils(Soil).PondMax
numelems = max(numelems, elemnum)
enddo

! initialise depth to saturated layer in all elements
do elem=1,numelems
soil = Elements(elem).Soil
Elements(elem).SatDepth = 9999
Elements(elem).SatLayer = Soils(soil).nlayr + 1
do L=Soils(soil).nlayr,1,-1
if (Elements(elem).sw(L) .1t. Soils(soil).swdul(L)) then

exit
else
Elements(elem).SatDepth = Soils(soil).Zlayr(L) -
1 Soils(soil).Dlayr(L)
Elements(elem).SatLayer = L
endif
enddo

! convert depth from cm from the top of the soil to meters above some
! base level

Elements(elem).SatDepth = Elements(elem).CentreZ -
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1 (Elements(elem).SatDepth/100.0)
enddo

791 CONTINUE
PRESS=101.-0.0107*ALT
ROOTDEP=0.0
EMDAY=0
YR=1

! write out Arc LUT for element parameters

OPEN(UNIT=111,FILE=trim(FNAME)//’.area’, STATUS=UNKNOWN")
do elemnum = 1,numelems

if (Elements(Elemnum).Area .gt. 0) then

WRITE(111,*) elemnum, Elements(Elemnum).Area,

1 Elements(Elemnum).centrex,Elements(Elemnum).centrey,
2 Elements(Elemnum).centrez, Elements(Elemnum).Slope

endif
enddo
close(UNIT=111)

! Open a Sufer DAT file to store some non-volitle data

Open(20,file=trim(fname)//’_fixed.dat’,status="unknown’)
write(20’1(7A l 3)’)"x" ”"Y",’“Z" ’,ﬂlslom" ’,ﬂ'Area" ,’
1 "PondMax"’,"ElemNum"’

do elemnum = 1,numelems
if (Elements(elemnum).Used) then
soil = Elements(elemnum).Soil

! Initialize variable needed for the water balance

CALL ElemCSWB(INIT, DOY, YR, SOLAR, TMAX, TMIN, RAIN,
LAT, LONG, ALT, Press, dTT, LAI, RLD, SWSTR, Elemnum,
Soil,Soils(soil),Elements(elemnum),CROPEC,RTLMR,RGRATE,

3 Elements,Soils)

write(20,(6f13.3,113)") Elements(Elemnum).centreX,
Elements(Elemnum).centrey,Elements(Elemnum).centreZ,
Elements(Elemnum).Slope,Elements(Elemnum).Area,
Elements(Elemnum).PondMax ,ElemNum

endif

enddo

close (20)

[\ 2

W N -
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| #xxexxrxsrcsDAILY LOOP (READ WEATHER AND CALCULATE WATER
BALANCE******x

DO WHILE(YR.GT.0)
800 READ(11,20,ERR=800,END=900)YR,DOY,SOLAR,TMAX,TMIN,RAIN
IF (DOY .EQ. 0) GOTO 800
20 FORMAT(2,13,4F6.1)
REAL_DOY = REAL(DOY)
dTT = amax1(0.,(Tmax + Tmin)/2 -10.)
LAI = FINDY(REAL_DOY,LAI_TAB)
do elem=1,numelems
Elements(elem).surfinflow = 0
Elements(elem).subsurfinflow = 0
Elements(elem).inflowdepth = 9999
enddo
outflow =0
WRITE(doystring,(13.3)) doy
! OPEN(UNIT=111,FILE=trim(FNAME)//’.wat’//trim(doystring),
! 1 STATUS="UNKNOWN"

! Open a Sufer DAT file to store some daily data

Open(20,file=trim(fname)//trim(doystring)//’.dat’,

1 status='unknown’)
write(20,'(25A13))™"X"™,"Y"’,"ElemNum"’,” Runoff"’,”RunOn"’,
1 "NetSurfFl1"’,”Ponding™’,

2  "SWO0-26","SW 26-77","'SW 77-Bot"’,"Tot. SW™’,

3 ™SubFlow"’,”SumSubFlow"’,"Drainage"’

DO ELEM=1, NUMELEMS
if (.not. Elements(ELEM).Used) then
! no element specified, go on to next one
cycle
endif
soil = Elements(ELEM).Soil
WRITE(13,*) 'Water balance for element ’,elem

1 3k 5k ok ke e 3k 3 3 3§ 34 3k 3k ke 3k e 3¢ 3¢ 3k 3k e dfe 3k sk 3k e e 3 3k e sk 3k e 3k 3 3k k¢ 3k k e e 3k e 3¢ b ke 3k 3k 3 3k e ok 3k sk e 3k s 3k 3k ok ke ke e 3k e 3k o ok e Kk K

! RATE calculations

1 3% 3k e 3k 3k 3 3k 35 3¢ 3k 3 3k e 3k 3 3¢ 3K 3k 3k e 3k 3k 2k 3 s 3k 3 A 3k 3 e e e 3k ok 3k 3k 3k 3k 3 3k e 3k 3k 3k 3k 3k e 3k e 3k 3k ke 3k 3k sk 3k ke ke 3¢ ke ok o 3k 3k ok o e ok ok k

CALL ElemCSWB(RATE, DOY, YR, SOLAR, TMAX, TMIN, RAIN,
1 LAT, LONG, ALT, Press, dTT, LAI, RLD, SWSTR, Elem,
2 Soil,Soils(soil),Elements(elem), CROPEC,RTLMR ,RGRATE,

3 Elements,Soils)
1 3k 3k 3k sk e 2k 35 35 3 e e sk 3 ofe e e 3k ke 3k 3k e sk o 3k 3k 3k 3¢ e 3k 3 ok 3k sk 3k ok 3k e 3k 3k 3k 3k 3k 3¢ 2k ke 3k 2k 3k Sk sk 3k Ak 3k 3k 3k 3k 3k 2k ok dk 3k 3k A 3k e Ak ok ok ik Xk Kk
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! INTEGERATION calculations
!***********************************************************************
CALL ElemCSWB(INTEG, DOY, YR, SOLAR, TMAX, TMIN, RAIN,
1 LAT, LONG, ALT, Press, dTT, LAI, RLD, SWSTR, Elem,
2 Soil,Soils(soil),Elements(elem), CROPEC,RTLMR,RGRATE,
3 Elements,Soils)

! SPATIAL if there is no downslope element, we let the surface
! water run off and the subsurface water drain using the
! slope of the element. Outflow is reported as a volume

WRITE(13,*) Runoff =, Elements(elem).runoff
if(Elements(elem).ndownslope .eq. 0) then
outflow = outflow + Elements(elem).runoff *
1 Elements(elem).Area
else
do downnum=1, Elements(elem).ndownslope
elemdown = Elements(elem).downslope(downnum)
Elements(elemdown).surfinflow =
Elements(elemdown).surfinflow +
Elements(elem).runoff *
Elements(elem).downfrac(downnum)*
Elements(elem).Area/Elements(elemdown).Area
enddo
endif

S W N -

SWTot = sum(elements(Elem).SW(1:Soils(Soil).NLayr) *
2 Soils(soil).DLayr(1:Soils(Soil).NLayr))
SWO0_26 = sum(elements(Elem).SW(1:4) *
2 Soils(soil).DLayr(1:4))
SW26_77 = sum(elements(Elem).SW(5:7) *
2 Soils(soil).DLayr(5:7))
SW77_Bot = sum(elements(Elem).SW(8:Soils(Soil).NLayr) *
2 Soils(soil).DLayr(8:Soils(Soil).NLayr))

if (swtot < 0.) then
write(*,*) Something wrong’

endif

write(20,(2f13.3,113,20F13.3)’) Elements(Elem).centrex,
Elements(Elem).centrey,Elem,Elements(Elem).runoff,
Elements(Elem).surfinflow,
Elements(Elem).surfinflow - Elements(Elem).runoff,
Elements(Elem).Pond,SWO0_26,SW26_77,SW77_Bot,SWTot,

Elements(elem).SumSubInFlow - Elements(elem).SumSubInFlowYest,
Elements(elem).SumSubInFlow,

AL WN -
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7 Elements(elem).FlowD(Soils(soil).NLayr)
ENDDO
Close(20)
! close(UNIT=111)

ENDDO
900 CONTINUE
STOP
30 FORMAT( YR DOY RAIN ROFFDRAN ES EP LAIRTDEP SWI1 SW2
1SW3 SW4 SW5 SW6 SW7 SW8 SW9 SW10SW11 SW12)
31 FORMAT( YR DOY RAIN RNOFS RNOFD POND FLOW1 FLOW2 FLOWS3
F
1LOW4 FLOWS FLOW6 FLOW7 FLOWS FLOW9 FLOW10 FLOW11
FLOW12)
32 FORMAT( ROOT LENGTH DENSITY FILE --units cm/cm*3)
33 FORMAT( YR DOY DEP1 DEP2 DEP3 DEP4 DEP5 DEP6 DEP7 DEP8 D
1EP9 DEP10 DEP11 DEP12)
END

SUBROUTINE READXY (INUNIT,POINTS)

Subroutine to read an arbitrary number of xy points and put them
into the array POINTS

oNoNON]

INTEGER  LJINUNIT,NUMPOINTS
REAL POINTS(2,*)

Read number of points for this equation from the file

oNONQ]

J=0
READ(INUNIT,*,ERR=100,END=100) NUMPOINTS

Repeat until error (ie. a line without two real numbers on it)

an0n

DO J = 1, NUMPOINTS
READ(INUNIT,*, ERR=100,END=100) (POINTS(1,]),I=1,2)
END DO
100 CONTINUE
C
C Place end of points marker

C
IF (J .EQ. 0) THEN
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POINTS(1,1) =-9999.0
ELSE
POINTS(1,]) =-9999.0
ENDIF
IF (J .LE. 1) THEN
WRITE(*,*) ’No points read!’
ENDIF
RETURN
END

REAL FUNCTION FINDY (X,POINTS)

From the arbitrary X,Y values in the POINTS array finda Y
value for a given X value.

oNoNON!

INTEGER 1
REAL  POINTS(2,*),WEIGHT,X !variable X added

If input X is less than minimum X set Y to value of first X

NN

IF (X .LE. POINTS(1,1)) THEN
FINDY = POINTS (2,1)
ELSE
1=2
DO WHILE ((X .GT. POINTS(1,I)).AND.(POINTS(1,I) .GE. -9998.0))
I=1+1
END DO

If input X is greater than maximum X set Y to value of last Y

oNoNe

IF (POINTS(1,I) .LT. -9998.0) THEN
FINDY = POINTS (2,I-1)
ELSE .
WEIGHT = (X-POINTS(1,(I-1)))/(POINTS(1,I)-POINTS(1,(I-1)))
FINDY = POINTS(2,I-1) + (POINTS(2,I) - POINTS(2,I-1))*WEIGHT
ENDIF
ENDIF
RETURN
END

C==

C NAILUJ, Subroutine
C
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Determines Julian date

Revision history

1. Written
2 Modified by
3. Header revision and minor changes PWW. 2-8-93

INPUT : JULD,NYRCHK
LOCAL : RNAME(),NSUM,JCOUNT,NDIF,MON()

OUTPUT : NDAY RMON

Called : SEHARYV SENS SEPLT SETIME OPDAY

Calls : None

DEFINITIONS

oNoNoNoNoNoEoNo oo RO RO No Ko RO RO RO RO RO K]

C MON() :.

C

SUBROUTINE NAILUJ (JULD,NYRCHK,month)
IMPLICIT NONE

CHARACTER*3 RMON,RNAME(12)
INTEGER NSUM,JCOUNT,NDIF,JULD,NYRCHK,NDAY ,MON(12), month

DATA MON /31,28,31,30,31,30,31,31,30,31,30,31/
DATA RNAME /'JAN',FEB’’MAR’’APR’’MAY ", JUN’,
& JUL'VAUG’, SEP’,OCT’’NOV’, DECY

IF MOD(NYRCHK ,4) .EQ. 0) THEN

MON(2) =29
ELSE
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MON(2) = 28
ENDIF
NSUM =0

DO JCOUNT =1, 12
NDIF = JULD - NSUM
IF (NDIF .LE. MON(JCOUNT)) THEN
NDAY = NDIF
RMON = RNAME(JCOUNT)
month = jcount
RETURN
ENDIF
NSUM = NSUM + MON(JCOUNT)
END DO

RETURN
END

C DEFINITIONS

CEO  Potential evapotranspiration (cm/day)

CESO Potential soil evaporation (cm/day)

CES  Actual soil evaporation (cm/day)

CEPO Potential plant evaporation (cm/day)

CEP  Actual plant evaporation (cm/day)

C VPD  Estimated vapor pressure deficit for a day (kPa)

C VPDAY Estimated vapor pressure for a day (kPa)

C VP  Estimated saturation vapor pressure for a day (kPa)

C VPDMIN A crop specific threshold vapor pressure deficit below which the aero-

C dynamic component in the potential evaporation equation is zero (kPa)

C CROPEC A crop specific constant--slope of the aerodynamic component relation-
C ship in the potential evaporation equation (MJ/kPa)

C RADCOM The radiation component in the potential evaporation equation (mm/day)
C AEROCOMS The aerodynamic component in the potential evaporation equation for
C bare soil surfaces (mm/day)

C AEROCOMC The aerodynamic component in the potential evaporation equation for
C crops surfaces (mm/day)

C GODPG Gamma divided by delta plus gamma in the potential evap. equation
CPRES The estimated atmospheric pressure based on elevation (kPa)

CRTLMR The root length to mass ratio for the empirical root growth routines (cm/g)
C RUNOFFS Daily runoff related to lack of surface infiltration (cm/day)

C RUNOFFD Daily runoff related to lack of drainage at depth (cm/day)

CLAI Leaf areaindex (cm2/cm2)

C LAI_TAB Table of LAI for given dates (input data)

C ROOTDEP_TAB Table of root depth for given dates (input data)

CRLD(L) Root length density (cm/cm3)
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C COEFD Empirical coefficient used to calculate new water content after

C infiltration (unitless)

C CUMDEP Cumulative soil depth at bottom of layer (cm)

C MEANDEP Soil depth at center of layer (cm)

C SW(L) Soil water content (cm3/cm3)

CSWT  Temporary variable for a new soil water content (cm3/cm3)

CSWTD Temporary variable for calculating water content during drainage (cm3/cm3)
CSWTI Temporary variable for calculating water content during infiltration
(cm3/cm3)

C SWDUL(L) Soil water content at the drained upper limit (cm3/cm3)

C SWSAT(L) Soil water content at saturation (cm3/cm3)

C RHF(L) Root hospitality factor input from soils file unitless

C RUCO(L) Root uptake coefficient unitless

C SWDIFU(L) Soil water content difference resulting from upward flow (vol frac)
C SWDIFD(L) Soil water content difference resulting from downward flow (vol frac)
C SWDIFR(L) Soil water content difference resulting from root uptake (vol frac)
C SWDIF(L) Net soil water content difference from all factors (vol frac)

C FLOWU(L) Flow rate upward at the layer being evaluated (cm/day)

C FLOW(L) Net flow rate at the layer being evaluated (cm/day)

C FLOWEXC Excess water that cannot flow downward (cm/day)

C FLOWUCO(L) Coefficient for each soil layer used to calculate evaporation rate -
unitless

C RUCO(L) Coefficient for each soil layer used to calculate root uptake - unitless
C REDCOU Reduction coefficient to reduce upward flow to potential soil evap.
C REDCOR Reduction coefficient to reduce root uptake to potential plant evap.
C ROOTDEP Depth of rooting cm

CINFILT Amount of infiltration during a given period (mm). Temp.var.

C KSMACRO(L) Saturated hydraulic conductivity with macropores (cm/day).

C KSMICRO Saturated hydraulic conductivity at surface without macropores (cm/day).
C (Should be lower than KSMACRO)

C MAXRAIN Maximum rate of rainfall (cm/day)

C NUMSTEPS Number of steps in a rainstorm

CPINF Daily precipitation infiltrated (cm)

CPIP Precipitaion infiltrated from ponding (cm)

CPOND Amount/depth of water held in ponding on the surface (cm)

C PONDMAX Maximum amount of water that can be stored in ponding (cm)
CRAIN Daily measured rain from weather input file (mm).

C is assumed to infiltrate and the ponding routine is bypassed (mm).

C PPRECIP Amount of precipitation for a given period (cm).

C PRECIP Sum of RAIN and irrigation (cm) convert from mm.

C RAINDUR Length of rain storm (hrs)

C RUNOFFS Daily runoff (cm).

CTIME Current time into the storm (days)

C TIMESTEP Amount of time per step in a storm (days)

C TPAMT For a given period amount of water that could infltrate (cm)

C TRUNOFF Amount of water runoff during a given period (cm).
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CLR Depth increment in depth counter (L) where root depth is located

Element Spatial Soil Water Balance

module elemwatbal
implicit none

1*¥***x CONSTANTS
* MAX_LAYER: Maximum number of soil layers

INTEGER,PARAMETER :: MaxLayer = 20
INTEGER,PARAMETER :: MAXELEMS=100
INTEGER,PARAMETER :: maxdown=20
INTEGER,PARAMETER :: maxsoils=100
INTEGER,PARAMETER : INIT=1
INTEGER,PARAMETER : RATE=2
INTEGER,PARAMETER = INTEG =3

REAL,PARAMETER RockBD 2.65 'Bulk density of rock material in soil
Type soil_type

integer :: NLAYR ! Number of layers

Real : COEFW

Real :: KSMicro
Real :: PondMax
Real :: DLAYR(MaxLayer),ZLayr(MaxLayer)
Real :: BD(MaxLayer)
Real :: SWDUL(MaxLayer)
Real :: SWLL(MaxLayer)
Real :: SWSAT(MaxLayer)
Real :: KSMACRO(MaxLayer)
Real :: SWAD(MaxLayer)
Real :: FLOWUCO(MaxLayer)
Real :: RHF(MaxLayer)
Real :: RUCO(MaxLayer)
Real :: InitSW(MaxLayer)

end type so1l _type

type element_type
logical :: Used

Integer :: NDownSlope
Integer :: DownSlope(MaxDown)
Integer :: Soil
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Integer :: EMDAY

Integer :: LR

Integer :: OutFlowLayer

Integer :: SatLayer 'Highest (non-perched) saturated layer
Real :: DownFrac(MaxDown)

Real ::Pond

Real :: PondMax

Real :: Pondy !Used for Error checking

Real :: CentreX, CentreY, CentreZ

Real :: Area

Real :: Slope

Real :: SatDepth !Depth in meters above a base elevation

Real :: surfinflow
Real :: subsurfinflow,SumSubInFlow,SumSubInFlowYest
Real ::inflowdepth
Real :: Runoff,RunoffS,Runoffd
Real :: SWYest, PondEvap 'Used for Error checking
Real :: ROOTDEP
Real :: RootDeplncr
Real :: SW(MaxLayer)
Real :: VirtKSMac(MaxLayer) !Effective Sat. Flow for virtical flow
Real :: Flow(MaxLayer),FlowD(O'MaxLayer+l) ,FlowU(0:MaxLayer+1),FlowR
Real
SWan(MaxLayer) SWDifD(MaxLayer),SWDifU(MaxLayer),SWDifR(MaxLayer)
Real ::RedCOU, RedCOR
Real ::ES
Real : EP
end type element_type

contains

'Modified Water balance routine from Joe Ritchie.

! Soil -- all the permenant physical properties associated with a soil
! (LL, DUL, etc.)

! Element -- all the dynamic properties of a soil in a given
! geographical element (SW, ES, EP, etc.)
e

! PROGRAM SOIL WATER BALANCE

SUBROUTINE ElemCSWB(DYNAMIC, DOY, YR, SOLAR, TMAX, TMIN, RAIN, &
LAT, LONG, ALT, Press, dTT, LAI, RLD, SWSTR, Elem, &
Soil,CurrSoil,CurrElem,CROPEC,RTLMR ,RGRATE, &
Elements, Soils)
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!

! DEFINITIONS OF VARIABLES ARE LISTED AT THE END OF THE PROGARM

INTEGER, intent(in) :: Dynamic, DOY, Yr, Elem, Soil

REAL, intent(in) :: Solar, TMax, TMin, Rain, Lat, Long, Alt, Press, dTT, LAI
Real, intent(in) :: RLD(MaxLayer)

REAL, intent(out) :: SWStr

type(soil_type), intent(inout) :: CurrSoil,Soils(MaxSoils)

type(element_type), intent(inout) :: CurrElem,Elements(MaxElems)

Real, intent(in) :: CROPEC,RTLMR,RGRATE

Integer :: LLLLNU

Integer :: Month

Integer :: DownNum,DownElem,DownSoil

Real :: Ermror 'Used for Error checking

Real :: Precip,WInf

Real :a(12),b

Real :: PESWabove PESWaboveFAC(MaxLayer)

Real :: MEANDEP, CUMDERP, acoef, ncoef

Real :: runoff_slope

Real : Porosity, WatFilPor, halfpesw, swdryfac, swwetfac, coldfac
Real :: TMEAN, LATHEAT, GODPG, RadCom, VPD, VPDAY, VP, AEROCOMS,
AEROCOMC

Real :: EO, EPO, ESO, ESD, PotentialSurfaceEvap

Real :: SWN(MaxLayer), SWTI, SWTD, SWT

Real ::FLOWEXC

Real :: RootPres,Coef_Wat_Ext

Real :: RootAct(MaxLayer)

Real :: CumbDif

Real :: Depth,SatDP,DownAmt,KSSat,KSSatDown, KSEff, LateralFlow
Real :: DeltaX,DeltaZ

Real :: DepthFact, RadSlope, ZLayr, TotSubSurfOutFlow

!*************************IN’I'HALJZA’I‘]ON******************************
%*

! File reading will be handled outside of this routine for
!  spatial application
!

IF (DYNAMIC.EQ.INIT) THEN

ke sk s o oo AR oo AR oo KK oo o o o o SRR o A
!

!  OPEN(UNIT=2,FILE="SOIL.DAT’STATUS=UNKNOWN")

!  OPEN(UNIT=4,FILE="CROP.DAT’STATUS="UNKNOWN")

! OPEN(UNIT=3,FILE=trim(FNAME)//’PRN’, STATUS="UNKNOWN’)
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!
!
!
!
!
!

OPEN(UNIT=5,FILE=trim(FNAME)//".PRF’, STATUS="UNKNOWN")
OPEN(UNIT=15,Flle=trim(FNAME)//"Err’, STATUS="UNKNOWN)

READ(4,*)
READ(4,*)
READ(4,*)CROPEC,RGRATE

IC *xxxxxxxxxxexrxsx ¥ IN[TIALIZING AND READING SOILS

FII_‘E***************

READ(2,*)
READ(2,*)
READ(2,*)NLAYR,Slope
READ(2,*)

Compute PondMax from Slope

CurrElem.PondMax = Max(1./(0.2 + 0.35*CurrElem.Slope),CurrElem.PondMax)

Compute the efective virtical saturated flow conductivity

First convert Slope from % slope to radians

RadSlope = CurrElem.Slope * 100.0/90.0 * 0.00175
ZlLayr=0
Do L = 1,CurrSoil.NLayr

At zero depth there is no difference bewteen KSMacro and KSMacVirt
at two meters the correction factor will be sin(slope)

ZlLayr = ZLayr + CurrSoil.DLayr(L)
DepthFact = 1.0 - 0.5 * (ZLayr/100.0)
CurrElem.VirtKSMac(L) = CurrSoil. KSMacro(L) * (DepthFact + &
(1 - DepthFact) * sin(RadSlope))
EndDo

Set coefficients for Runoff, currently N. Central USA eqn. from Gerakis
b=-0.30
Do I=1,12
a()=MIN(-0.015,-0.15*sin(2.*3.1417*(1+2.)/12.)-0.05)
ENDDO
PESWabove = 0.
CUMDEP=0.
DO L=1,CurrSoil.NLayr
CUMDEP=CUMDEP+CurrSoil.DLayr(L)
CurrSo0il. SWAD(L)=0.44*CurrSoil. SWDUL(L)**2 'Air dry soil

water contents

WRITE(*,10)CUMDERP,CurrSoil. DLayr(L),CurrSoil. SWLL(L),CurrSoil. SWDUIL/L),Cu
mSoi. SWSAT(L), &
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CurrSoil. KSMacro(L),CurrSoil. RHF(L),CurrSoil.InitSW(L),CurrSoil. BD(L),CurrSoil.S
WAD(L)

! Set factors for root water extraction based on upper soil water

PESWabove=PESWabove + max(0.,CurrSoil.InitSW(L)-

CurrSoil. SWLL(L))*CurrSoil.DLayr(L)
PESWaboveFAC(L)=MIN(1. MAX(0.,exp(2.2-0.62*PESWabove)-0.07))
RootAct(L) = 0 !Indicates that roots have not yet been active,layer L

! Set root water uptake coefficients for each layer

IF(L.LT.5)THEN

CurrSoil. RUCO(L)=CurrSoil. RHF(L)*0.30
ELSE

CurrSoil. RUCO(L)=CurrSoil. RHF(L)*0.10
ENDIF

! Compute coefficients for soil-limited evaporation from depths

MEANDEP = (CUMDEP + (CUMDEP - CurrSoil.DLayr(L)))/2
ncoef=-2.2-1.04*CurrSoil. SWDUL(L)
acoef=3.20*CurrSoil. SWDUL(L)-0.15
CurrSoil. FlowUCo(L)=acoef*MEANDEP**ncoef
ENDDO
CurrSoil.FlowUCo(1)=CurrSoil. FlowUCo(1)*(0.82-4.7*(0.45-
CurrSoil. SWDUL(1))**2)  !'adjust top layer
CurrElem.ROOTDEP = 0.0
CurrElem.RootDeplncr = 0.0
CurrElem.PondY=0.0
CurrElem. EMDAY=0
CurrElem.Pond = 0.0 'AG
CurrElem.SumSubInFlow = 0.0
CurrElem.SumSubInFlowYest = 0.0
CurrElem.SatDepth = 9999
CurrElem.SatLayer = CurrSoil.nlayr + 1
do L=CurrSoil.nlayr,1,-1
if (CurrElem.sw(L) .It. CurrSoil.swdul(L)) then

exit
else
CurrElem.SatDepth = CurrSoil.Zlayr(L) - &
CurrSoil.Dlayr(L)
CurrElem.SatLayer =L
endif
enddo
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' WRITE(,(A32))HEAD

' WRITE(S,(A32))HEAD

' WRITE(3,18)LAT,LONG,ALT,CROPEC,CurrElem.PondMax
' WRITE(3,30)

' WRITE(,31)

' WRITEG,15)(SW(),I=1,12)

!

!

l****************************RATE

CALCULATIONS s sk sk sk sk sk o ok sk ks sk sk s sk ok ok ok ok ok ok ok ok ook ok
ELSEIF (DYNAMIC.EQ.RATE) THEN

!***********************************************************************
% ok %k
!
CurrElem.PondEvap = 0.0 'BDB
CurrElem.SWYest =
sum(CurrElem.sw(1:CurrSoil.nlayr)*CurrSoil. DLayr(1:CurrSoil.nlayr)) 'BDB

!*********** RunOff Rate Calculations************************************

PRECIP=RAIN*0.1 !CONVERTS RAIN FROM mm/day to cm/day

! Added for Spatial

Precip = Precip + CurrElem.surfinflow 'BDB

CurrElem.runoffs = 0.0 'AG

winf = 0.0 'AG

if (precip .gt. 0.0) then 'AG
! Slope of curve of rain vs. runoff: 1AG
call nailuj (doy,yr,month) 1AG
runoff_slope = MIN(1.0, exp (MAX (-lel, a(month)* & 'AG

CurrElem.VirtKSMac(1) + b))) 1AG

CurrElem.Runoffs = max(runoff_slope * (precip + CurrElem.Pond -
CurrElem.PondMax),0.0) 'AG
winf = min(precip - CurrElem.Runoffs, CurrElem.VirtKSMac(1)) 'AG
CurrElem.Pond = CurrElem.Pond + precip - CurrElem.Runoffs - winf 'AG
if (CurrElem.Pond .gt. CurrElem.PondMax) then 'AG
CurrElem.Runoffs = CurrElem.Runoffs + CurrElem.Pond - CurrElem.PondMax
'AG
CurrElem.Pond = CurrElem.PondMax 'AG
endif 'AG
elseif (CurrElem.Pond .gt. 0.0) then 'AG
winf = min(CurrElem.Pond, CurrElem.VirtKSMac(1)) 'AG
CurrElem.Pond = CurrElem.Pond - winf 'AG
endif 1AG
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if (CurrElem.Pond .1It. -1e-5) then 'AG
write (*,*) ’ **** Negative ponding =, CurrElem.Pond 'AG
endif 'AG
CurrElem.FLOWD(0)= winf 'AG
CurrElem.Runoffd=0.
Prckkxkokkkxdkokkxxxx*RATE OF ROOT GROWTH, DOWNWARD
(cm/day)*************
IF(LAL.GT.0.)THEN

Prksxskxdkkdokxdokxkxkx*Initializing Root Depth on Day of Emergence™******
CurrElem.EMDay=CurrElem.EMDay+1
IF(CurrElem.EMDay.EQ.1)THEN

CurrElem.RootDep=7.
CurrElem.LR=2
ENDIF
Porosity = 1. - CurrSoil. BD(CurrElem.LR)/RockBD
lwj
WatFilPor = CurrElem.SW(CurrElem.LR)/Porosity
ljwj
halfpesw = CurrSoil. SWLL(CurrElem.LR) +

0.5*(CurrSoil. SWDUL(CurrElem.LR)-CurrSoil. SWLL(CurrElem.LR))

jwj
SWDRYFAC=max(0.,min(l.,(CurrElem.SW(CurrElem.LR)-
CurrSoil. SWLL(CurrElem.LR)) &
/(halfpesw-CurrSoil. SWLL(CurrElem.LR))))
SWWETFAC=MIN(1.,5.*(1.-WatFilPor))
jwj
coldfac = 1.
CurrElem.RootDeplIncr = RGRATE * dTT *
min(CurrSoil. RHF(CurrElem.LR),swdryfac, &
swwetfac,coldfac)
ENDIF

prxxskwsxssrxnins POTENTIAL EVAPOTRANSPIRATION
CALCULATIONS****#xxxx%

TMEAN=TMAX*0.5+TMIN*0.5

LATHEAT=(25.01-TMEAN/42.3) !'THIS IS FOR CM/DAY UNITS
GODPG=(0.598-3.0E-05*PRESS)-0.017*TMEAN+1.49E-04*TMEAN**2
IF(GODPG.GT.1.0)GODPG=1.0

! THE ABOVE EXPRESSION IS NOT GOOD AT VERY LOW
TEMPERATURES

RADCOM=(1-GODPG)*SOLAR*0.63
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VPDAY=0.611*EXP(17.27*TMEAN/(TMEAN+237.3))
VP=0.611*EXP(17.27*TMIN/(TMIN+237.3))
VPD=VPDAY-VP
IF(LALGT.0)THEN
AEROCOMS=GODPG*15.0*VPD**1.5*EXP(-0.75*LAI)
ESO=(RADCOM*EXP(-0.40*LAI)+AEROCOMS)/LATHEAT
AEROCOMC=GODPG*CROPEC*VPD**1.5
EO = (RADCOM+AEROCOMC)/LATHEAT
EPO=EO*(1.-EXP(-0.92*LAI))
if (lai .It. 0.5) then
EO =ESO
endif
ELSE
AEROCOMS=GODPG*15.0*VPD**]1.5
ESO=(RADCOM+AEROCOMS)/LATHEAT
EPO=0.0
EO =ESO
ENDIF ! End of LAI if statement for PET calculations

CurrElem.FlowR=0.
CUMDEP=0.

ESD=0.
PESWabove=0.

SWN = CurrElem.SW

! SPATIAL:
! Move water laterally in or out of the saturated zone

CurrElem.SumSubInFlowYest = CurrElem.SumSubInFlow
CurrElem.SumSublnFlow = CurrElem.SumSubInFlow + &
CurrElem.subsurfinflow

! If water is flowing in start from the top of the water table and
! move up

If (CurrElem.subsurfinflow > 0) then

L = CurrElem.SatLayer

do while ((L > 0) .and. (CurrElem.subsurfinflow > 0))
SWN(L) = SWN(L) + min(CurrElem.subsurfinflow, &

(CurrSoil. SWSAT(L) - SWN(L)))
CurrElem.subsurfinflow = CurrElem.subsurfinflow - &
min(CurrElem.subsurfinflow,(CurrSoil. SWSAT(L) - SWN(L)))

L=L-1

enddo

! If there is no room in the soil to store the water put it into
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! the ponded water

If (CurrElem.subsurfinflow > 0) then
CurrElem.pond = CurrElem.Pond + CurrElem.subsurfinflow

CurrElem.subsurfinflow = 0
EndIf

! If water is to be removed start from the bottom layer and work up

Elself (CurrElem.subsurfinflow < 0) then
L = CurrSoil.NLayr
do while ((L > 0) .and. (CurrElem.subsurfinflow < 0))
SWN(L) = SWN(L) - min(-CurrElem.subsurfinflow, &
Max((SWN(L) - CurrSoil. SWDUL(L)),0.0))
CurrElem.subsurfinflow = CurrElem.subsurfinflow + &
min(-CurrElem.subsurfinflow, &
Max((SWN(L) - CurrSoil. SWDUL(L)),0.0))
L=L-1
enddo
If (CurrElem.subsurfinflow < 0) then
Write(*,*) ’ Outward lateral flow exceeded available water!’
CurrElem.subsurfinflow = 0
EndIf
Endif

DO L=1,CurrSoil.NLayr
Prx*x*xx*COMPUTE DOWNWARD FLOW (INFILTRATION AND
REDISTRIBUTION )******

SWN(L)=SWN(L)+CurrElem.FlowD(L-1)/CurrSoil. DLayr(L)

IF(SWN(L).LE.CurrSoil. SWDUL/(L))THEN
CurrElem.FlowD(L)=0.

ELSE
SWTI=CurrSoil. SWDUL(L)+0.25*(1-EXP(-0.05*CurrElem.FlowD(L-1)))
SWN(L)=MIN(SWTILCurrSoil. SWSAT(L),SWN())
SWTD=CurrElem.SW(L)-0.55*(CurrElem.SW(L)-CurrSoil. SWDUL(L))
SWN(L)=MAX(SWN(L),SWTD)
CurrElem.FlowD(L)=CurrElem.FlowD(L-1)-(SWN(L)-

CurrElem.SW(L))*CurrSoil.DLayr(L)

! ALTER FLOW DOWN AND WATER CONTENTS ABOVE LAYER FOR
RESTRICTED DOWNWARD FLOW

IF(CurrElem.FlowD(L).GE.CurrElem.VirtKSMac(L))THEN
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FLOWEXC=CurrElem.FlowD(L)-CurrElem.VirtKSMac(L)- &

(CurrSoil. SWSAT(L)-SWN(L))*CurrSoil.DLayr(L)
CurrElem.FlowD(L)=CurrElem.VirtKSMac(L)
IF(FLOWEXC.GE.0.) THEN

SWN(L)=CurrSoil. SWSAT(L)

DO LNU=L-1,1,-1
SWT=SWN(LNU)+FLOWEXC/CurrSoil. DLayr(LNU)
IF(SWT.GT.CurrSoil. SWSAT(LNU))THEN

FLOWEXC=(SWT-CurrSoil. SWSAT(LNU))*CurrSoil. DLayr(LNU)
CurrElem.FlowD(LNU)=CurrElem.FlowD(LNU)-FLOWEXC- &

(CurrSoil. SWSAT(LNU)-SWN(LNU))*CurrSoil. DLayr(LNU)
SWN(LNU)=CurrSoil. SWSAT(LNU)

ELSE
CurrElem.FlowD(LNU)=CurrElem.FlowD(LNU)-FLOWEXC
FLOWEXC=0.

SWN(ILNU)=SWT

ENDIF

CurrElem.SWDifD(LNU)=SWN(LNU)-CurrElem.SW(LNU)

ENDDO

ELSE _
SWN(L)=CurrSoil. SWSAT(LHFLOWEXC/CurrSoil. DLayr(L)
FLOWEXC=0.
ENDIF
CurrElem.Pond=CurrElem.Pond+FLOWEXC
IF(CurrElem.Pond.GT.CurrElem.PondMax)THEN
CurrElem.Runoffd=CurrElem.Pond-CurrElem.PondMax
CurrElem.Pond=CurrElem.PondMax
ELSE
CurrElem.Runoffd=0.0
ENDIF
ENDIF
ENDIF
CurrElem.SWDifD(L)=SWN(L)-CurrElem.SW(L)
CurrElem. RUNOFF=CurrElem.Runoffs+CurrElem.Runoffd
'
! THIS IS TOTAL RUNOFF FROM SURFACE AND SUBSURFACE FLOW
CAUSES

Prkkkkrxxrxxx+COMPUTE SOIL LIMITED ROOT WATER

UPTAKE** ¥ # ks dokokokok ok ok ok ok
IF(LAI.GT.0.0)THEN
PRk Rk KRRk KRRk kX Determine bottom layer with roots** ¥ kkkk kst ks xkkkkkkkokk

CUMDEP=CUMDEP+CurrSoil.DLayr(L)
IF(CUMDEP-CurrSoil. DLayr(L).LT.CurrElem.RootDep)CurrElem.LR=L

!'Layer where roots are growing
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|C*********************************UPTAKE*****************************
3k 3k 3k % %k %k

RootPres = 1.0
IF(L .EQ. CurrElem.LR) then
RootPres=MIN(1.0,(CurrElem.RootDep-(CUMDEP-
CurrSoil.DLayr(CurrElem.LR))) &
/CurrSoil.DLayr(CurrElem.LR))
Endif
IF(L .GT. CurrElem.LR) RootPres = 0.0

PESWabove=PESWabove+MAX(0.,CurrElem.SW(L)-
CurrSoil. SWLL(L))*CurrSoil. DLayr(L)
IF(RootAct(L) .EQ. 1) THEN

! Roots Already have been active in uptake in this layer

PESWaboveFAC(L)=MIN(1.,MAX(., &
-exp(-4.8+0.3*PESWabove)+1.03))
Else

! Roots still have not become active in uptake from this layer yet

PESWaboveFAC(L)=MIN(1. MAX(0., &
exp(2.2-0.62*PESWabove)-0.07))
IF(PESWaboveFAC(L)*RootPres .GE. 0.90) RootAct(L) = 1
Endif

Coef_Wat_Ext=CurrSoil. RUCO(L)*RootPres*PESWaboveFAC(L)
IF(CurrElem.SW(L).LT.CurrSoil. SWLL(L)) THEN
CurrElem.SWDifR(L)=0.
ELSE
CurrElem.SWDifR(L)=Coef_Wat_Ext*MAX(0.,CurrElem.SW(L)-
CurrSoil. SWLL(L))
ENDIF
ELSEIF(CurrElem.EMDay.GT.1)THEN !'RESET ROOT GROWTH
PARAMETERS WHEN LAI=0
CurrElem.EMDay=0.
CurrElem.RootDep=4.0
ENDIF
CurrElem.FlowR=CurrElem.FlowR+CurrElem.SWDifR(L)*CurrSoil.DLayr(L)

1ex*xxxxxxCALCULATE SOIL LIMITED SOIL EVAPORATION
RATE**************

CurrElem.SWDifU(L)=CurrSoil. FlowUCo(L)*(CurrElem.SW(L)-
CurrSoil. SWAD(L))

IF(CurrElem.SW(L).GT.CurrSoil. SWDUL(L))THEN
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CurrElem.SWDifU(L)=CurrElem.SWDifU(L)*(3.-2.*(CurrSoil. SWSAT(L)-
CurrtElem.SW(L))/&
(CurrSoil. SWSAT(L)-CurrSoil. SWDUL(L)))
ENDIF
ESD=ESD+CurrElem.SWDifU(L)*CurrSoil. DLayr(L)

ENDDO ! end of layer do loop

IF(CurrElem.RootDep.GT.CUMDEP)THEN
CurrElem.RootDep=CUMDEP
ENDIF

I*****Calculate actual soil evaporation (cm/day) and water stress factor*

if (CurrElem.Pond > 0) then
if (CurrElem.Pond > ESO) then
PotentialSurfaceEvap = ESO
CurrElem.Pond = CurrElem.Pond - ESO
CurrElem.PondEvap = ESO
else
PotentialSurfaceEvap = ESO - CurrElem.Pond
CurrElem.PondEvap = CurrElem.Pond
CurrElem.Pond =0
endif
else
PotentialSurfaceEvap = ESO
endif
IF(ESD.GT.PotentialSurfaceEvap)THEN
CurrElem.RedCOU=PotentialSurfaceEvap/ESD
CurrElem.ES=PotentialSurfaceEvap
ELSE
CurrElem.RedCOU=1.
CurrElem.ES=ESD
ENDIF
SWSTR=1.0
IF(CurrElem.FlowR.GT.0.)THEN
IF(EPO+CurrElem.ES .GT. EO)THEN
EPO=EO-CurrElem.ES
if (EPO < 0) then
EPO =0
endif
ENDIF
IF(CurrElem.FlowR.GE.EPO)THEN
CurrElem.RedCOR=EPO/CurrElem.FlowR
CurrElem . EP=EPO
ELSE
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CurrElem.RedCOR=1.0
CurrElem.EP=CurrElem.FlowR
SWSTR = CurrElem.FlowR/EPO
ENDIF
ELSE
CurrElem.RedCOR=0.
CurrElem.EP=0.
ENDIF

Pk koo ok ok sk kokkk kX [NTEGR ATION
CALCULATION S % s ek sk ko s ek ok ko sk ok ook ko s sk ok ok o ok
ELSEIF (DYNAMIC.EQ.INTEG) THEN

!**********************************************************************
!

!*****************Update Root Depth*******************************
CurrElem.RootDep = CurrElem.RootDep+CurrElem.RootDepIncr
!**********************************************************************

!
!
!******CAI_'C[JIJATE FINAL SOIL WATER D]FFERENCE******************

CUMDIF=0.
CurrElem.FlowU(CurrSoil.NLayr)=0.
DO L=CurrSoil.NLayr,1,-1
CurrElem.SWDif(L)=CurrElem.SWDifD(L)- &
CurrElem.SWDifU(L)*CurrElem.RedCOU- &
CurrElem.SWDifR(L)*CurrElem.RedCOR
CurrElem.FlowU(L-1)=CurrElem.FlowU(L) + &
CurrElem.SWDifU(L)*CurrElem.RedCOU*CurrSoil. DLayr(L)
CurrElem. FLOW (L)=CurrElem.FlowD(L)-CurrElem.FlowU(L)
CurrElem.SW(L)=CurrElem.SW(L)}+CurrElem.SWDif(L)
IF(CurrElem.SW(L).LT.CurrSoil. SWAD(L))THEN
WRITE(*,19)L.,CurrElem.SW(L),CurrElem.SWDifU(L), &
CurrElem.SWDifD(L),CurrElem.SWDifR(L),L
ENDIF
CUMDIF=CUMDIF+CurrElem.SWDif(L)*CurrSoil. DLayr(L)
END DO

I**xcksckokkxkx Lateral subsurface flow Added for Spatial **** ¥k koo k*
! calculate depth of saturated layer if any

CurrElem.SatDepth = 9999

CurrElem.SatLayer = CurrSoil.nlayr + 1

do L=CurrSoil.nlayr,1,-1
if (CurrElem.sw(L) .It. CurrSoil.swdul(L)) then
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exit
else
CurrElem.SatDepth = CurrSoil.Zlayr(L) - &
CurrSoil.Dlayr(L)
CurrElem.SatLayer = L
endif
enddo

! convert depth from cm from the top of the soil to meters above some
! base level

CurrElem.SatDepth = CurrElem.CentreZ - &
(CurrElem.SatDepth/100.0)
TotSubSurfOutFlow = 0.0
! write(3,*) ‘Sat depth =, satdp

if (CurrElem.SatLayer .LE. CurrSoil.nlayr) then
! For all saturated layers above the water table of down hill elements

Do L = CurrElem.SatLayer, CurrSoil.nlayr
do DownNum = 1, CurrElem.ndownslope
DownElem = CurrElem.downslope(downnum)
if (CurrElem.SatDepth .gt. Elements(DownElem).SatDepth) then
deltaZ = CurrElem.SatDepth - Elements(DownElem).satdepth
deltaX = sqrt((CurrElem.centrex-Elements(DownElem).centrex)**2+ &
(CurrElem.centrey-Elements(DownElem).centrey)**2)
Kssat = CurrSoil. KSMacro(L)
kssatdown =
Soils(Elements(DownElem).soil). KSMacro(Elements(DownElem).SatLayer)
kseff = 2/(1/Kssat + 1/kssatdown)
LateralFlow = kseff * CurrElem.downfrac(DownNum) * (DeltaZ/DeltaX) *
&
(CurrElem.Area/Elements(DownElem).Area)

! If the flow is out of the current element but there is
! not enough water above DUL to drain

If ((LateralFlow .gt. 0) .and. &

(LateralFlow .gt. (CurrElem.sw(L)-CurrSoil. SWDUL(L))))then

Elements(DownElem).subsurfinflow = &
Elements(DownElem).subsurfinflow + &
CurrElem.sw(L)-CurrSoil. SWDUL(L)

TotSubSurfOutFlow = TotSubSurfOutFlow + &
CurrElem.sw(L)-CurrSoil. SWDUL(L)

CurrElem.SW(L) = CurrSoil. SWDUL(L)
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! If flow is out of the current element and there is
! enough water to drain

Elself (LateralFlow .gt. 0) then
CurrElem.SW(L) = CurrElem.SW(L) - LateralFlow
Elements(DownElem).subsurfinflow = &
Elements(DownElem).subsurfinflow + LateralFlow
TotSubSurfOutFlow = TotSubSurfOutFlow + &
LateralFlow

! If flow is into the current element but there is not enough
! space to hold the water

Elself ((LateralFlow .1t. 0) .and. &

(-LateralFlow .gt. (CurrSoil.SWSat(L) - CurrElem.sw(L))))then

Elements(DownElem).subsurfinflow = &
Elements(DownElem).subsurfinflow - &
(CurrSoil.SWSat(L) - CurrElem.sw(L))

TotSubSurfOutFlow = TotSubSurfOutFlow- &
(CurrSoil.SWSat(L) - CurrElem.sw(L))

CurrElem.SW(L) = CurrSoil. SWSat(L)

! If flow is into the current element and there is enough
! space to hold it

Elself (LateralFlow .1t. 0) then
CurrElem.SW(L) = CurrtElem.SW(L) - LateralFlow
Elements(DownElem).subsurfinflow = &
Elements(DownElem).subsurfinflow + LateralFlow
TotSubSurfOutFlow = TotSubSurfOutFlow + &
LateralFlow
EndIf

endif
enddo
EndDo

! Old code

1! Jook up ksmacro of uppermost saturated layer
! depth=0
do i=1,CurrSoil.nlayr

depth = depth + CurrSoil.dlayr(i)

if (depth > satdp) then

!
!
!
! CurrElem.outflowlayer = i
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kssat = CurrSoil.ksmacro(i)
exit
endif
enddo

write(*,*) Ksat =, kssat,’ for layer ’, CurrElem.outflowlayer

!

!

!

!

!

!

! depthlost = 0.0
! do downnum = 1, CurrElem.ndownslope

! downelem = CurrElem.downslope(downnum)

! DownSoil = Elements(DownElem).Soil

! write(*,*) ‘Downslope connection to ’, downelem

]

!! subsurface flow happens when elevation of saturated layer (z - satdp)
!! is higher than the elevation of the downslope element’s saturated layer

'
! deltaZ = (CurrElem.centrez - satdp) - &

! (Elements(DownElem).centrez - Elements(DownElem).satdepth)
! write(*,*) 'deltaZ =’ deltaZ

! if (deltaZ .gt. 0) then

'

!! set depth of inflow equal from elevation of highest contributing inflow
!! adjusting depth for elevation difference of the two elements

if (CurrElem.centrez - satdp .gt. &
Elements(DownElem).centrez - &
Elements(DownElem).inflowdepth) then
Elements(DownElem).inflowdepth = satdp - &
(Elements(DownElem).centrez - CurrElem.centrez)

endif
depth=0

!

!

!

!

!

!

!

!

!

! do i=1,CurrSoil.nlayr

! depth = depth + CurrSoil.dlayr(i)
! if (depth > Elements(DownElem).inflowdepth) then
! kssatdown = Soils(DownSoil).KSMacro(i)
! exit

! endif

! enddo

! kseff = 2/(1/kssat + 1/kssatdown)

! write(*,*) kssatdown = ’kssatdown,’ kseff =’ kseff
1

1! calculate amount of water moving laterally subsurface
'

i deltaX = sqrt((CurrElem.centrex-Elements(DownElem).centrex)**2+ &
! (CurrElem.centrey-Elements(DownElem).centrey)**2)
! SurfSlope = deltaZ / deltaX
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slopeangle = atan(SurfSlope)
flowdistance = kseff * sin(slopeangle) * &
CurrElem.downfrac(downnum)

depthlost = depthlost + flowdistance
Elements(DownElem).subsurfinflow = &
Elements(DownElem).subsurfinflow + &
flowdistance * Currelem.area / elements(downelem).area
write(*,*) flowdist =’ flowdistance

endif
enddo

CurrElem.sw(CurrElem.outflowlayer) = &
CurrElem.sw(CurrElem.outflowlayer) - depthlost

G D D s D B swm s tm D s s> s -

endif

ERROR=PRECIP+CurrElem.PondY-CurrElem.Runoffs-CurrElem.Runoffd- &
CurrElem.Pond-CurrElem.FlowD(CurrSoil. NLayr)+ &
CurrElem.SWYest- &
sum(CurrElem.SW(1:CurrSoil. NLayr)*CurrSoil.DLayr(1:CurrSoil.NLayr))- &
CurrElem.EP-CurrElem.ES-CurrElem.PondEvap-TotSubSurfOutFlow !'BDB
IF(ERROR**2.GT.0.0000000001)THEN
WRITE(15,22)YR,DOY ,Elem,ERROR
WRITE(*,22)YR,DOY .Elem,ERROR
ENDIF
CurrElem.PondY=CurrElem.Pond
WRITE(13,25)YR,DOY ,PRECIP,CurrElem.RUNOFF,CurrElem.Pond, &
CurrElem.FlowD(CurrSoil.NLayr),CurrElem.ES, &
CurrElem.EP,LAI,CurrElem.RootDep, SWSTR, &
(CurrElem.SW(I),I=1,12)
'
WRITE(S,26) YR, DOY ,PRECIP,CurrElem.Runoffs,CurrElem.Runoffd,CurrElem.Pond,(
FLOW(]),I=1,12)
'

!
ENDIF

RETURN

10 FORMAT(2F6.0,3F6.3,F6.1,F6.3,3F6.3)

15 FORMAT(8X,-----—-- -cm/day---------- cm’,8X,12(1x,F7.3))

18 FORMAT(LAT’F5.1,’LONG’F6.1,” ALT"F5.0,” CROPEC’F5.1," VPD’ &
'MIN’F4.2, PONDMAX'F5.1)

19 FORMAT( UNACCEPTABLE RESULT, SW BELOW AIR DRY,

SW(L),UPWARD FLOW,DOWN FLOW,ROOT UPTAKE,DEPTH L’I3,4F7.3,13)
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22 FORMAT( YR’ 4, DAY’ 4, ELEMENT" 14, WATER BALANCE ERROR (cm)
="F9.6)
25 FORMAT(214,F6.2,6F5.2,F6.0,F6.3,2X,12(1x,F8.7))
30 FORMAT(C YR DOY RAIN ROFF POND DRAN ES EP LAIRTDEP
SWSTR’ &

, SW1 SW2 SW3 Sw4 SW5 SW6 SW7'&

, SW8 SW9 SWI0 SWI1l1 SWI12)
26 FORMAT(214,4F6.2,12F7.4)
31 FORMAT(C YR DOY RAIN RNOFS RNOFD POND FLOW1 FLOW2 FLOW3
F, &

LOW4 FLOWS FLOW6 FLOW7 FLOW8 FLOW9 FLOW10 FLOW11

FLOW12’)

END SUBROUTINE ElemCSWB

! DEFINITIONS

'EO  Potential evapotranspiration (cm/day)

'ESD  Amount of water available for soil evaporation? (cm/day)

'ESO Potential soil evaporation (cm/day)

'ES  Actual soil evaporation (cm/day)

!EPO Potential plant evaporation (cm/day)

'!EP  Actual plant evaporation (cm/day)

! VPD Estimated vapor pressure deficit for a day (kPa)

! VPDAY Estimated vapor pressure for a day (kPa)

! VP  Estimated saturation vapor pressure for a day (kPa)

! CROPEC A crop specific constant--slope of the acrodynamic component relation-
! ship in the potential evaporation equation (MJ/kPa)

! RADCOM The radiation component in the potential evaporation equation (mm/day)
! AEROCOMS The aerodynamic component in the potential evaporation equation for
! bare soil surfaces (mm/day)

! AEROCOMC The aerodynamic component in the potential evaporation equation for
! crops surfaces (mm/day)

! GODPG Gamma divided by delta plus gamma in the potential evap. equation
'PRES The estimated atmospheric pressure based on elevation (kPa)

! RUNOFFS Daily runoff related to lack of surface infiltration (cm/day)

! RUNOFFD Daily runoff related to lack of drainage at depth (cm/day)

'LAl Leaf area index (cm2/cm2)

' LAI_TAB Table of LAI for given dates (input data)

! ROOTDEP_TAB Table of root depth for given dates (input data)

! COEFD Empirical coefficient used to calculate new water content after

! infiltration (unitless)

! CUMDEP Cumulative soil depth at bottom of layer (cm)

! MEANDEP Soil depth at center of layer (cm)

'SW(L) Soil water content (cm3/cm3)

'SWT Temporary variable for a new soil water content (cm3/cm3)

!SWTD Temporary variable for calculating water content during drainage (cm3/cm3)
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'!SWTI Temporary variable for calculating water content during infiltration (cm3/cm3)
! SWDUL(L) Soil water content at the drained upper limit (cm3/cm3)

! SWSAT(L) Soil water content at saturation (cm3/cm3)

' RHF(L) Root hospitality factor input from soils file unitless

' RUCO(L) Root uptake coefficient unitless

! SWDIFU(L) Soil water content difference resulting from upward flow (vol frac)
! SWDIFD(L) Soil water content difference resulting from downward flow (vol frac)
! SWDIFR(L) Soil water content difference resulting from root uptake (vol frac)

! SWDIF(L) Net soil water content difference from all factors (vol frac)

! FLOWU(L) Flow rate upward at the layer being evaluated (cm/day)

' FLOW(L) Net flow rate at the layer being evaluated (cm/day)

! FLOWEXC Excess water that cannot flow downward (cm/day)

' FLOWUCO(L) Coefficient for each soil layer used to calculate evaporation rate -
unitless

' RUCO(L) Coefficient for each soil layer used to calculate root uptake - unitless
! REDCOU Reduction coefficient to reduce upward flow to potential soil evap.

! REDCOR Reduction coefficient to reduce root uptake to potential plant evap.

! ROOTDEP Depth of rooting cm

'INFILT Amount of infiltration during a given period (mm). Temp.var.

! KSMACRO(L) Saturated hydraulic conductivity with macropores (cm/day).

! MAXRAIN Maximum rate of rainfall (cm/day)

! NUMSTEPS Number of steps in a rainstorm

! PINF Daily precipitation infiltrated (cm)

'PIP  Precipitaion infiltrated from ponding (cm)

!POND Amount/depth of water held in ponding on the surface (cm)

! PONDMAX Maximum amount of water that can be stored in ponding (cm)

! RAIN Daily measured rain from weather input file (mm).

! is assumed to infiltrate and the ponding routine is bypassed (mm).

! PPRECIP Amount of precipitation for a given period (cm).

! PRECIP Sum of RAIN and irrigation (cm) convert from mm.

! RAINDUR Length of rain storm (hrs)

! RUNOFFS Daily runoff (cm).

! TIME Current time into the storm (days)

! TIMESTEP Amount of time per step in a storm (days)

! TPAMT For a given period amount of water that could infltrate (cm)

! TRUNOFF Amount of water runoff during a given period (cm).

!'LR  Depth increment in depth counter (L) where root depth is located

! acoef

! ncoef
1 dTT Thermal time on current day, oC-d (base of 10 oC)
! BD Bulk density of soil(g/cm3)

! RockBD Bulk density of the solid material in soil (g/cm3)

! Porosity  Fraction of soil volume that is pore space

! WatFilPor Fraction of soil pore space filled with water

! HalfPESW  Soil water content when half of available water remains
! RootDeplIncr Daily growth rate of roots, vertical direction (cm/d)
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! coldfac Factor reducing root growth in a layer due to cold temperature (0-1)
! Slope Average slope of the soil surface (%)

'RootPres  Indicator of root presence in a layer, fraction (0 to 1)

' PESWabove volume of plant avaialble water above a layer (for computing root
activity)

! PESWaboveFAC Factor (0-1) to indicate root activity in water uptake

! Coef_Wat_Ext Relative rate at which water is extracted from a layer (1/d)

! RootAct Indicator that roots have been taking up water, each layer
]

end module elemwatbal
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