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ABSTRACT

THE QUANTIFICATION OF MOTION IN
THREE DIMENSIONAL SPACE
USING PHOTOGRAMMETRIC TECHNIQUES

By
Glenn Carleton Beavis

A research tool has been developed at Michigan State
University which is used for the quantification of motion in
three-dimensional space. The method involves filming of a
subject using two or more high speed motion picture cameras,
each recovering a two-dimensional position record stored in
the film emulsion. The positional information is then
analytically combined to Ggenerate four "intersection
equations" which in turn are solved to estimate the three-
dimensional position of the subject. Use of a calibration
structure allows experimental determination of both camera
and comparator orientation. This protocol substantially
reduces laboratory set-up time. The analytical procedures
were developed by Dr. James S. Walton in his 1981 doctoral
dissertation entitled: CLOSE RANGE CINE-PHOTOGRAMMETRY: A

GENERALIZED TECHNIQUE FOR QUANTIFYING GROSS HUMAN MOTION
[20].
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I. INTRODUCTION

The objective of the following work was to integrate
some known, but recently developed technology and
mathematics to establish a facility and research protocol
for three dimensional motion analysis. Particular emphasis
is placed on gross human motion.

Until recently, most investigators using
photogrammetric techniques have experienced difficulty in
the proper treatment of perspective errors. In addition, to
varying degrees, pre-defined camera orientation was
generally required. Both items were of concern to this
investigator, primarily due to the three dimensional nature
of the motion to be studied and the lack of a permanent
facility where cameras could remain wundisturbed once
positioned.

A suitable technique, developed by Dr. James Walton
[20], was identified which adequately treats perspective
errors, and allows for arbitrary camera placement.
Integration of this method into a working facility at
Michigan State University, however, required a number of
adaptations.

A calibration structure was needed to analytically
approximate camera orientation. Due to the need for complete
portability, an orthogonal coordinate reference frame was

required to be an integral part of the movable structure.



Sizing of the structure had to be such that it encompassed
the motion to be studied without becoming overly cumbersome
or losing its' structural integrity.

Computer programs, provided by Walton, were origionally
designed to read digitized data points from computer punch
cards. In addition to precise formatting requirements, the
programs required all data points to be assembled in
ascending temporal order. As will be pointed out in the
following chapters, this ordering could not be easily
obtained. Several additional <computer programs were
developed to interactively accumulate data during the film
digitization process, and then properly condition the data
for entry into Walton's programs.

Lighting, film speed, camera positioning for continuous
target identification, target material selection, and a host
of other filming related questions had to be answered
through trial and error. Adequate validation techniques were
needed, and all the processing bugs that were bound to
appear, had to be identified and resolved.

In the following chapters, Walton's method, as well as the
required adaptations will be presented. An application of
the three dimensional coordinate output data will also be

presented.



II. SURVEY OF LITERATURE

The first known study in which optical methods were
used to record gross body motion occurred in 1872 when
Eadweard Muybridge [12] was commissioned by Leland Stanford
to study the motion of horses. Specifically, Stanford wanted
to know if all four feet would leave the ground during any
part of a horse's stride during a full speed trot.
Muybridge's solution was to place a number of cameras
equally spaced along a length of race track with each
shutter trigger attached to a string stretched across the
track. As the horse progressed down the track, a series of
photographic records were made as each string was broken.

This work was the beginning of photogrammetry, the
science or art of obtaining reliable measurements by means
of photography [18]. In the following years, demand for more
quantitative positional information grew as did the desire
to match this information with the time at which it had
occurred. Reducing the time between photographic records by
spacing the cameras closer together improved resolution, but
had obvious practical limits. Events which occurred over
extended periods of time would require a prohibitive amount
of equipment. It wasn't until 1923, when the first motion
picture cameras were introduced, that photogrammetric

analysis became a viable research tool [7].



The use of photogrammetric methods to quantify athletic
performance appears to have begun in 1930. At that time,
Fenn & Morrison [9] turned their cameras to the motion of
sprinters. Sprinters ran in a plane perpendicular to the
optical axis of the camera, and these investigators were
able to quantify motion based on what is now referred to as
the "multiplier technique". During the filming sequence, a
bar of known length was placed in the plane of motion.
Knowledge of this length combined with the measured length
of the corresponding image provided a single "multiplier"
coefficient to relate image displacements to object
displacements. In 1939, Cureton [8] published formal
procedures for use of the multiplier technique in planar
analysis. He pointed out the inherent shortcomings of the
method due to perspective error when motion occured outside
of the intended plane of motion (i.e., that plane which
contained the calibration bar.). Errors associated with lens
abberation and film deformation were also addressed.

The problem of not being able to accurately quantify
three dimensional motion perplexed investigators for nearly
thirty years. In 1967, Noss [13] proposed a correction for
perspective errors when attempting to determine the true
angle between any three points contained in the object
field. Using cameras located precisely along three
orthoganol axes such that their optical axes intersect at a
common origin, Noss claimed that the true value of an angle

could be determined by averaging the projected angle as seen



in each camera image plane. A review of vector algebra will
show that this is incorrect and Putnam [16], Spray [17], and
Walton [20], noted the error. Noss'work however, did seem to
stimulate thought among athletic researchers about the
potential use of multiple cameras to provide additional
information that could somehow be combined to yield accurate
three-dimensional position data.

In 1968, Plagenhoff [15] adopted the use of a second
camera located such that its optical axis was aligned in the
plane of anticipated motion. Images produced by this camera
were used to generate a correction factor to the multiplier
technique when motions were outside of the intended plane.
This method is based on the assumption of orthographic
(parallel) projections which only holds true for extremely
large subject to camera distances and is consequently
imprecise. In addition, the assumption that the optical axis
is perpendicular to the film plane is not necessarily true.
The method does, however, provide some degree of correction
for perspective errors incurred while filming.

In 1973, Miller [11] developed an accurate analytical
solution to the perspective error problem. In her approach,
three cameras were aligned with their optical axes lying in
a common plane such that they intersected at a common origin
and were oriented 120 degrees apart. Her method used the
ratio between image size and lens to film plane distance,
and assumed that this ratio was equal to the ratio of object

size and lens to object distance. For each camera, images



captured on the film plane, combined with knowledge of
camera orientation and lens to film plane distance were used
to generate two equations. Use of three cameras allowed her
to generate six such equations with a total of nine
unknowns; the three dimensional object coordinates with
respect to a coordinate system affixed to each camera.
Selecting camera one as the primary reference frame, the
other two systems were rotated through a transformation
matrix to yield object coordinates as viewed by cameras two
and three in terms of camera one. Then, using any two
cameras, there were four equations from which to solve for
the three unknown spatial coordinates. The use of a third
camera was to insure that the target points appeared in at
least two cameras at any time.

While the problem of perspective error had been
eliminated, Miller's method was inhibited by several
factors. Precise orientation of the cameras was required
before filming, and lens to film plane distance had to be
experimentally determined using a "range pole" located at
the origin. This generally required hours of pre-test set-up
time. Furthermore, no provisions existed for data correction
due to image deformations formed by the cameras, film, or
data reduction device. Miller also experienced difficulty
choosing the appropriate set of equations to solve for the
spatial coordinates since not all combinations were linearly

independent.



Bergemann [4] solved the perspective error problem by
determining the path of two vectors V1 and V2. His technique
allowed for much less rigid camera placement; however, both
optical axes were required to pass through a common origin,
and camera positions relative to the origin must be pre-
determined. As with Miller's technique, knowledge of lens to
film plane distance was also required. Film plane
coordinates of an object combined with the nodal coordinates
of the camera lens allowed for the determination of a vector
which extends into the object field. The three-dimensional
object coordinates were defined as the intersection of
vectors V1l and V2, one vector being generated by each
camera. In the likely event that the two vectors did not
intersect, the object coordinates were approximated by
determining the midpoint of the shortest line between them.
This was commonly performed by using a method of least
squares.

Until this point in the evolution of close-range
photogrammetry , a great deal of pre-test time and effort
was required to ensure proper camera alignment. This was
done on site with the aid of such tools as plumb bobs,
spirit 1levels, surveyor's transits,and other alignment
tools.

VanGheluwe ([19] was the first investigator to
significantly deviate from this lengthy alignment process.
Through the use of fiducial markers with known object space

coordinates, he was able to reduce the alignment



restrictions of the cameras such that only their optical
axes were required to intersect. Object space coordinates of
each camera lens optical center could be back-calculated by
comparing image coordinates of the fiducial markers with
their known object coordinates. As in previous methods,
knowledge of the length from film plane to 1lens optical
center was required. Once the orientation of each camera was
established with respect to the reference system in which
the fiducial markers were based, the remainder of the
process proceeds in a manner similar to that of Miller.
Using the laws of orthogonal coordinate transformation, a
set of related simultaneous equations were developed and
solved to generate an approximation for the object
coordinates of any spatial point of interest. The term
"approximation" is used here because the system of equations
is overdetermined and the solution was obtained using a
linear least squares technique.

Abdel-Aziz and Karara [1] were the first to remove all
restrictions regarding placement, relative orientation, and
internal camera parameters. The technique, termed "Direct
Linear Transformation Method (D.L.T.)", requires advance
filming of at 1least six non-coplanar control points to
generate a set of twelve equations for each camera. Each set
of D.L.T. equations contain terms representing both the
image and object coordinates of each control point as well
as eleven "calibration coefficients". These coefficients

contain implicit information regarding camera orientation,



lens to film plane distance, as well as linear components of
lens and film distortions. Knowledge of the known object and
measured image coordinates for each control point provide
the user with an overdetermined system of twelve equations
with eleven unknowns. A linear least squares technique is
used to approximate the values of the calibration
coefficients. Twelve additional equations are generated for
these control points as viewed by a second or subsequent
camera. Again, using the known object and measured image
coordinates of each control point, calibration coefficients
can be approximated for these cameras. Spatial coordinates
of unknown targets are then determined using the four D.L.T.
equations (two from each camera), and the measured image
coordinates established for each view. The four equations
with three unknown spatial coordinates are again
overdetermined, and a least squares technique is used to
solve them.

In addition to removing restrictions on camera
placement, another important aspect of the Abdel-Aziz and
Karara method is that the equations allow the user to
transform from comparator, or digitizer coordinates directly
to object coordinates. Methods described previously required
additional manipulation to transform first from comparator
to image (film plane) coordinates, and then from image to
object coordinates. Information regarding comparator or

digitizer scaling factors and axis orientation are also
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contained in the eleven calibration coefficients that appear
in each set of transformation equations.

The Abdel-Aziz and Karara technique is remarkably
similar to that derived by Walton [20], and reviewed in the
Theoretical Development section of this document. A more
complete understanding of Abdel-Aziz and Karara's method

will evolve as Walton's method is presented.



IIT. THEORETICAL DEVELOPMENT

The following discussion on the theoretical development
of three-dimensional motion analysis is imperative to an
appreciation for the complexity of the project at hand.
Several computer programs written by Dr. James S. Walton
(formerly of General Motors Research Laboratories) are based
on this theory and are currently being used in the motion
analysis procedures.

It was not the objective of the writer to develop the
techniques, but rather to wunderstand and apply them to
develop an analysis facility as well as the necessary test
protocol for the study of gross human motion at Michigan
State University. The remainder of this section involving
optical geometry and the 3-dimensional problem is based on
the work of James S. Walton presented in his 1981 doctoral
dissertation entitled: CLOSE-RANGE CINE-PHOTOGRAMMETRY: A
GENERALIZED TECHNIQUE FOR OQUANTIFYING GROSS HUMAN MOTION

[20].

OPTICAL GEOMETRY

The basic concepts of the optical geometry for motion
analysis should be understood before consideration is given

to development of the fundamental spatial transformations.

11
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The elementary optical geometry of a non-metric camera
is shown in Figure 1. ( A non-metric camera is one which is
not specifically designed for the photogrammetric process.)

Note that for a compound 1lense, the incident (N and

ci)
emergent (N,,) nodes of the lense are not coincident. Mp is
the principal point and s, is the principal distance
associated with the images produced by the camera. ( The
principal point is that point on the film plane through
which a vector perpendicular to the plane can also pass
through the emergent node of the lense.) Mg is the point of
symmetry and is located at the intersection of the optical
axis with the film plane. Walton points out that while Mg
and Mp are ideally coincident, this is not generally the
case due to improper alignment of glass components within
the lense. Note that s, is not the focal length of the
lens, but instead varies with focusing. Walton indicates
that, provided the lense is free of optical distortion, the
images on the film plane are true perspective projections of
the object space. These images are stored on successive
frames of film as a permanent record of position in object
space with the progression of time.

In analyzing motion, these primary images are projected
on a plane surface to create a secondary image in the same
geometric manner that the primary image was captured on
film. This is done with some type of motion analyzer which

incorporates a film gate, compound lense, with incident and
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emergent nodes, and a projection surface for the secondary
image. Scaled, two-dimensional digitizer coordinates are
recovered from the secondary image. Walton suggests it is
possible to combine the optics of the camera and motion
analyzer by superimposing the film plane of the camera with
the projection gate of the analyzer. This is shown in
Figure 2. Again, s, is the principal distance associated
with the images produced by the camera.

Walton states: " It can be shown that any secondary
image formed in the projection plane of the motion analyzer,
can be superimposed on the incoming principal rays from the
object-space which formed the corresponding primary image in
the camera. This can occur only on a single plane located a
distance S from the incident side of the camera objective
(Nc) ." Moving the secondary image plane of Figure 2 into the

incoming principal rays, and centering N over N,; a

pe
simplified geometric representation is formed. This is shown
in Figure 3.

In the absence of image deformations, it can be shown
that:

S=Msc

where s, is the principal distance from N,, to the primary
image, M is the magnification factor, the ratio of secondary
to primary image length, and S is the magnified principal
distance from N_; to the secondary image.

This geometric representation can be further reduced to

an idealized central projection (Figure 4) where the
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secondary image is an idealized central projection of the
object space onto the image plane. N is referred to as the
projection center and is coincident with the incident node
of the camera lens N, ;. Walton has dropped the optical axes
of both instruments from the simplified representation,
indicating that they are unimportant to the theoretical
development of the object-to-image transformation equations.
Idealized central projection of the object-image
relationship is widely used by photogrammetrists to develop
the mathematical models of photo-optical systems. It is used
to provide a generalized coordinate transformation between
object-space coordinates and digitized image-space

coordinates.

THE THREE DIMENSIONAL PROBLEM

Figure 5 is a representation of the generalized three

dimensional problem. fi

"y ﬁy and ﬁz together with point A

form a right-handed orthogonal triad of wunit vectors in
object-space. This represents the three dimensional
coordinate system established in object-space at the time of
filming. Point O is an arbitrary point in object-space with
(X,Y,2) coordinates. The projection center N and the image
plane representing the projected image from the motion
analyzer form an idealized central projection. U and V are
vectors which originate at Point (B) and lie in the image
plane. These may be thought of as the digitizer axes used

in locating the coordinates of the two-dimensional image.
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Although ideally these vectors are mutually orthogonal, it
is not a requirement for the accurate construction of a
mathematical transformation from object to image
coordinates. Point I represents the positive photographic
image of Point O. Walton states that assuming the image
plane is an ideal central projection of the object space,
then, for any arbitrary point O, there will be a
corresponding point I such that points O, I and the
projection center N are colinear.

Walton further states:

"If point O has coordinates (x,y,z) with respect
to the object-reference-frame, and if point I has
digitizer-coordinates (U,V) with respect to the image
reference frame, then it can be shown that the general

form of the required object-to-image coordinate trans-
formation is

U=Ax + By + Cz + D
Ex + Fy + Gz + 1
(1)
V=Hx + Jy + Kz + L
Ex + Fy + GZ + 1 "

Coefficients A through L represent the geometric
configuration of the camera and motion analyzer, while U and
V represent the digitized coordinates of point O. For every
camera which envelops point O in its field of view, an
independent set of transformation equations can Dbe
generated.

If the coefficients of these equations can be
experimentally determined, and the U-V digitizer coordinates
of a point in object space have been measured using two

independent views, then it is possible to solve for the
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remaining three unknown (x,y,2z) spatial coordinates using
the four transformation equations (Figure 6).

Walton states that precise estimates for the 11
coefficients can be determined by the utilization of at
least six non-coplanar "control points" having known spatial
coordinates in object-space and corresponding measured
digitizer-coordinates on the secondary image. As shown on
page 23, rearranging the 12 transformation equations
associated with these control points, allows for the

determination of coefficients A through L.
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(2)

Subscripts denote an association with a particular control
point.

Note that matrix equation (2) is overdetermined but can
be solved using a linear least squares technique. The use
of ellipses in equation (2) indicate that more than six
control points can be used and is advised by Walton to

improve the estimated values for the coefficients.
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A set of equations similar to equation (2) must be
generated for every camera (and corresponding image plane)
that is used to view the motion in object-space.

Having solved for coefficients A through L,
transformation equations (1) can be rearranged again to
yield equation (3), where values for U and V are inserted

for each unknown point in object-space.

(A-EU) (B-FU) (Cc=-GU)| |x| = [|(U-D)

(H-EV) (J-FV) (R-GV) | |y (V-L) (3)

Equation (3) is underspecified and therefore cannot
yield a unique solution to the spatial location (x,y,z) of
an unknown point in object space. At least two image planes
(cameras) are needed to yield precise estimates for the
location of a point in three-dimensional space.

Repeating equation (3) for every image space yields
equations (4) where superscripts denote an association with

a particular image space.
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each moving object point

and Walton indicates that

equations (4) can therefore be combined provided that the

data from different cameras is time-matched:
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Equation (5) consists of at least four equations (using
two cameras) and the three unknown spatial coordinates of
the unknown object point. Again, this is overspecified and
Walton uses a least squares technique to estimate the
spatial coordinates. This estimate is improved with the
introduction of more views of the object space. Ellipses
indicate the ability to include these views in equation (5).

Equation (5) is known as the "intersection" equation by
photogrammetrists and refers to the intersection of two or
more principal optical rays at the location of the object

point as was shown in Figure 6.



IV.THE CALIBRATION STRUCTURE

Walton [20] reported that ©precise estimates for
coefficients A through L of the transformation equations (1)
could be obtained by utilizing at 1least six non-coplanar
"control-points" with known spatial and image coordinates.
Geometrically, this process determines the focal point
coordinates of the camera lens through which all principal
rays must pass as well as the position and orientation of
the corresponding film plane. When this is done for two or
more cameras, the spatial coordinates of an unknown target
can be determined by the intersection of the corresponding
principal rays.

Twelve "control-points" were generated for use in the
calibration process by the construction of a calibration
structure.

The Center for the Study of Human Performance at
Michigan State University was chosen as the site for all
motion studies referred to in this discussion. Since this
facility was not wholly dedicated to gait analysis, a
removable calibration structure had to be designed, built
and calibrated. The constraint of a portable calibration
structure presented several design problens:

1) The precise location of each control point had to
be known relative to an inertial reference frame located in
object space. Since any movement of the structure would

change the relative orientation of the control points, the
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reference system had to become an integral part of the
structure.

2) While it was desirable for the control points to
fully encompass the rather broad object space where the
anticipated motion would occur, it was imperative that the
device maintain its structural integrity. Relative movement
of the control points had to be minimized.

3) The structure had to be sufficiently 1light to
provide for ease of transportation to and from the test
site, and constructed to minimize the possibility of an
obscured control point when viewed from different
directions.

4) A true vertical reference could only be
approximated when using a self-contained rigid calibration
structure.

A calibration structure was designed and built which
seemed to best satisfy these constraints. The completed
structure, shown in Figure 7, is constructed of plexiglass,
3/8 inch aluminum round stock, piano wire, and 3/8 inch
plastic beads. While the aluminum round stock served as the
primary structural material, piano wire was stretched in
four opposing directions from the end of each aluminum
segment. This further improved its structural integrity
while providing ideal 1locations for the placement of 12

"control-points" along the perimeter of the structure.
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The Calibration Structure

Figure 7
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Once construction was completed, the control points
were calibrated relative to an inertial reference frame
established within. This was achieved with the help of Dr.
H.M.Reynolds at the M.S.U. Department of Biomechanics. The
technique used, referred to as Roentgen
Stereophotogrammetry, is similar theoretically to the
photogrammetric technique used in the present study. It
involves locating an object relative to a fixed reference
frame established in +the 1laboratory using two x-ray
photographs. Reynolds was able to provide the three-
dimensional coordinates (accurate to within + 0.1mm) of the
12 control points with respect to the inertial reference

frame of the Systems Anthropometry Laboratory. This raw

data can be seen in Table 1.
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TABLE 1.

CONTROL POINT COORDINATES RELATIVE TO THE INERTIAL REFERENCE
FRAME OF THE SYSTEMS ANTHROPOMETRY LAB.

CONTROL POINT X(cm) Y(cm) Z(cm)

1 34.46 % -0.38 § 86.56 R

2 55.08 1 13.64 5 86.49 R

3 20.73 1 20.33 %' 86.95 ¥

4 40.78 1 34.16 § 87.07 ¥
VoY

5 51.52 1 -3.51 % 69.47 K

6 17.16 1 3.22 % 69.71 X
A A A

7 57.83 1 31.23 9§ 69.81 k

8 22.91 % 37.713 § 70.17 £

9 35.16 1 3.59 § 23.09 R
A

10 51.85 1 15.03 § 23.09 ¥
A a

11 23.74 % 20.45 3 23.22 K
A A A

12 40.54 i 31.86 3 23.52 k
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Choosing Object Point #6 as a local origin, new vectors were
calculated for each object point relative to this origin in
the same inertial reference frame. The results are given in

Table 2.

TABLE 2.

VECTOR COORDINATES RELATIVE TO CONTROL POINT #6

Vector X(cm) Y(cm) Z(cm)

r1/6 = 17.30 T - 3.60 + 16.85 R
r2/6 = 37.92 T+ 10.42 §* + 16.78 &
r3/6 = 3.7 § +  17.11 % + 17.24 K
r4/6 = 23.62 1+ 30.94 3 + 17.36 X
r5/6 = 34.36 1 - 6.73 5 - 0.24 ¥
r6/6 = 0.00 T + 0.00 § + 0.00 §
r7/6 = 40.67 T + 28.01 F + 0.10 ¥
r8/6 = 5.7 T + 34.51 5 + 0.46 R
ro/6 = 18.00 ¥ + 0.37 5 -  4s6.62 &
rio/6 = 34.69 T + 11.81% -  s6.62 R
rll/6 = 6.58 T + 17.23 § - 46.49 R
r12/6 = 23.38 T + 28,645 -  46.19 R
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The x-axis of the calibration structure was defined as
being coincident with the vector extending from control

point #6 to #5 with magnitude:

irs/61 = /(34.36)2 + (6.73)2 + (0.24)2 = 35.01.
Then the unit vector 1 in the direction of the x-axis
is given by:
A r5/6 A A A
l] = ====== = 0.98141i - 0.1922j - 0.0068k .
|r5/6|
The z-axis of the calibration structure was defined as

the cross product of r5/6 into r8/6:

N A A

r5/6 x r8/6 = i Jj k
34.36 -6.73 -0.24
5.75 34.51 0.46

: A
5.19% - 17.195 + 1224.46% ,

with magnitude:

|r5/6 % r/8/6| =¢Q5.19)2 +(17.19)2 +(1224.46)2 = 1224.59.
Then the unit vector n in the direction of the z-axis
was given by:
r5/6 x r8/6 A A A
N = ———ccecccccca= = 0.0042i - 0.0140j) + 0.9999K .
|xr5/6 x r8/6|
The unit vector @ in the direction of the y-axis of the

calibration structure is given by n x 1:

[} A A

A= x?= T 3 N
.0042 -.0140 .9999
.9814 -.1922 -.0068

A A a
= 0.19231 + 0.98135 + 0.0129k .
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The unit vectors, ?, ﬁ, and B lie along the x,y,z axes
of the calibration structure, respectively. They are
expressed in terms of the laboratory inertial reference
frame.

The vectors which eminate from Control Point #6 and
extend to the various control points can be described in
terms of calibration structure coordinates, X,Y,Z, defined
in the T, fi, and ? directions respectively. This is done by
projecting these vectors (represented in terms of the
inertial reference frame) onto the unit vectors of the
calibration structure (also represented in terms of the
inertial reference frame).

The resulting vectors will be expressed in terms of the

. . . A A A
calibration structure's own unit vectors L, M, N where:

T=(,0,0
¥ = (0,1,0)
ﬁ= (0,0,1)

All of which are independent of the 1laboratory inertial
reference frame.

Then the general vector Rn/6 in calibration structure
coordinates is given by:

A
Rn/6 = XL + YR + 2N

where X = rn/6 ° 3
Y = rn/6 ° i
Z =rn/6 *

Table 3 contains the resulting vector coordinates of

the 12 control points expressed in calibration structure



coordinates and originating from control Point #6.

coordinates are <the values

"CALCDS",

computer program named "COPY3D.0l1l". Program "COPY3D.Ol", was
written by Walton,

dimensional loci of unknown targets in object-space. Use of

and is used in determining the three-

35

stored in a computer file,

for use during the calibration segment of a

this program will be discussed further in Chapter V.

GNITUD

24.42

42.76

24.55

42.62

35.02

00.00

49.39

34.99

49.97

59.30

50.01

TABLE 3.
CALIBRATION STRUCTURE VECTOR COORDINATES (cm.)
VECTOR
A A
R1/6 = 17.56 T + 00.01 M + 16.97 N
A A A
R2/6 = 35.10 T + 17.73 M + 16.79 N
R3/6 = 00.10 © + 17.70 # + 17.01 R
R4/6 = 17.11 £ + 35.13 ] + 17.02 R
R5/6 = 35.02 £ + 00.00 # + 00.00
A
R6/6 = 00.00 £ + 00.00 ® + 00.00 N
A A
R7/6 = 34.53 L + 35.31 M - 00.12 N
ﬁ A
R8/6 = -0.99 © + 34.98 00.00 N
A
R9/6 = 17.91 £ + 03.22 R} - 46.54 N
A
R10/6 = 32.09 £ + 17.66 M - 46.63 R
A A A
R11/6 = 03.46 T + 17.57 M - 46.70 N
A A A
R12/6 = 17.75 T + 32.00 M - 46.49 N

59.16

These



V. PROTOCOL

For this investigation, all filming sequences used for
the study of human motion were carried out at the ﬁichigan
State University Center for the Study of Human Performance.
While the photogrammetric procedure used 1is in no way
restricted to use in this facility, it did provide for
access to several valuable tools which could be used in
conjunction with filming to better understand human motion.
These were a motor driven treadmill (with variable speed and
inclination) and a set of precision force-plates hardwired
to an IBM 9000 series computer and printer. Dr. Eugene Brown
was responsible for the cinematpgraphic aspects of the
project as well as the photographic equipment used, and
provided guidance and assistance in utilizing the facility.

Set-up and procedures for filming remained consistent
for the various types of motion analysis studied. To date,
this analysis tool has been applied to the study of human
gait while:

1) running on a motor-driven treadmill at zero grade

and a constant velocity of 3.58 meters/sec,

2) running over precision force-plates, and

3) walking over precision force-plates by amputees

wearing various prosthetic devices.

In all cases, no attempt was made to align the cameras
other than to maintain an included angle of 60 to 90 degrees

with the motion, and to insure that the field of view of

36
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each camera completely enveloped the motion. Cameras were
16 mm LOCAMS, outfitted with 12 mm to 120 mm zoom type
lenses and 400 ASA Video-News film. Pezzack, et al. [14] and
Walton [20]) reported that adequate results using a film
speed of 100 frames per second could be obtained for
position, velocity, and acceleration studies of the human
form. Sufficient artificial 1lighting was available for
filming at this speed so this was chosen as the standard for
all studies in this investigation.

As stated earlier, digitized position data from two or
more image planes cannot be combined to produce the
corresponding "intersection" equations unless the object
point remains stationary or the images are time-matched in
some way. To this end, two electronic timing 1lights
utilizing a quartz crystal oscillator and four columns of
ten lights each were used. The lighted columns represented
seconds, tenths, hundredths, and thousandths respectively.
The timing lights were synchronized with each other so that
one could be placed in the field of view of each camera and
provide for sufficient temporal data recovery.

Before any motion analysis could begin, it was
necessary to calibrate the object space where the
anticipated motion would occur. This would provide for
values of the calibration coefficients contained in
transformation equations (1).

Placement and filming of the calibration structure in

object-space provided for later determination of these
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coefficients as well as establishing a coordinate reference
frame for the subsequent motion. The structure could then be
removed, since a permanent record of the reference frame was
contained in the film emulsion.

Actual filming of the motion study could begin after
successful completion of the calibration sequences. Care
was taken not to move or jar the cameras during this phase
since any change in orientation relative to the initial
placement of the calibration structure would require that a
new set of calibration coefficients be determined. As a
precautionary measure, anytime the cameras required re-
loading of film, a new calibration sequence was filmed.

Care was taken to properly document each event both on
paper and the film. This prevented unnecessary confusion at

the time of processing.

JOINT COORDINATE ANALYSIS

An excellent application of three-dimensional position
data is its use in the generation of secondary coordinate
systems associated with various body segments. Further
manipulation of this data allows the investigator to develop
a " joint coordinate system " [10] which is then used to
establish a geometric description of the relative rotational
motions occurring between two theoretically rigid bodies.
Development and execution of this concept is presented below
with the application in this case being to quantify

foot/shoe orientation relative to the shank while running.
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To date, most angular analysis of the human ankle
during the heel strike-toe off phase of running has been
concerned with a single rotational measurement which most
closely resembles a measure of inversion-eversion [2,3,5,6].
To the athlete, the term "pronation" is perhaps more
familiar. The rotation axis is a laboratory coordinate
extending approximately anterior-posterior to the subject.
As the foot moves away from this axis or undergoes
additional medial-lateral or dorsi-plantar rotations, the
angular motion loses physical significances. Since the human
ankle undergoes rotation not only in terms of inversion-
eversion, but also in dorsi-plantar flexion and medial-
lateral rotations, an alternate approach was needed.

R.W. Soutas-Little recognized the opportunity to
implement a variation of the works of E.S. Grood and W.J.
Suntay([10]. They describe the construction of a Jjoint
coordinate system based on Euler angles for the clinical
description of three-dimensional motions as applied to the
knee . This method allows for the independent determination
of rotations of one body with respect to the other. The
coordinate system consists of one axis embedded in each of
the two bodies whose motion is to be described, and a third
"floating" axis which is always computed to be perpendicular
to both fixed axes regardless of body orientation.

For this investigation, the construction of these axes

began with the careful placement of six 0.250 inch diameter
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targets or flags on the subject. Three were cemented to the
test shoe which represented Body 1, and the remaining three
were affixed to the lower shank or Body 2. The loci of each
target was tracked with time so that each set of three was
sufficient to generate an independent cartesian coordinate
system. Figure 8 indicates typical placement of the targets

on each body segment.

Considering Body 1, vectors AB and AC can be determined
as follows:

AB = (By-A,)1 + (By—Ay)ﬁ‘ + (B,-a,)R

AC = (o -2, )T + (cy-Ay)ﬁ" + (c,-a,)k

where Ay, Ay, A,, By, By, B,, Cy» Cy, C, are the x-y-z
coordinates of targets A, B and C at some time (t) using the
position analysis programs.

Careful placement of targets A and B will allow the
vector AB to approximate a line perpendicular to the plane
of the sole and as such, this line will be chosen as the

local Z-Axis.

is a unit vector in the Z-direction of Body 1.
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Body 2

Body 1

Typical Target Placement for Program "J.C.A."
Figure 8.
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The vector product of f; with AC
. . . N
which is perpendicular to i, and AC:
A ~
i, x AC = N
where:
N
n = —-—-
IN|

is a third vector

is a unit vector in the direction of N.

Finally, a cartesian coordinate system is generated by

the vector multiplication of ff with ?é.

N N A
t=nhx i,

The system must now be rotated about the T

z axis an

amount (theta) so that T 1lies parallel to an imaginary line

passing anterior-posterior to the shoe.

Figure 9.

The angle (theta) through which the

must rotate is determined as follows:

-1 | AC * AB |
(f) = COS | =—====-—mo l
| |AC| |AB| |

where 0 < § < 90.

This is shown in

coordinate system
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N T
C

N

IACISin(f) t\
~I\ A,B
e \\

Initial Orientation of the Coordinate Axes

Figure 9.
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Then,

SIN(theta) = =———=mm————m-
|AC| SIN (Y)

where (d) is a measured parameter at the time of
testing.
The segment coordinate system is aligned to the foot by

the transformation;

cos o - SIN © 0 t ix
SIN € cos e 0 2 = | Ty
0 0 1 T 1z

N

Note that f& lies parallel to the plane of the sole and

is oriented to extend anterior, relative to the shoe. ? is

b4
also parallel to the plane of the sole and extends lateral
to the shoe. f; is perpendicular to the plane of the sole.
For each time frame of data, a new coordinate system for the
shoe is generated so that it always 1lies in this
orientation.

Using a similar procedure, a second local coordinate
system can be generated for the shank (or Body #2),
defined as f;, f&, f}. '?k is aligned perpendicular to the
tibial axis and anterior to it. T, is also perpendicular to

Y

the tibial axis but is aligned laterial to it. Finally, ?z

is aligned parallel to the tibial axis and is directed

proximally.
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As with the coordinate system for Body 1, the Body 2
system is also reconstructed for each time frame of data.
The coordinate systems for the foot/shoe and shank are
represented in Figure 10. Note that the medial-lateral calf
and shoe width at the location of landmarks (C) and (F) are
needed to orient the coordinate systems.

N
1

Choosing » and '?& as the representative "embedded

axes" for Body 1 and Body 2 respectively, let

E% = fy (Body 2, Shank)
e, = ?z (Body 1, Shoe).

Then the "Floating Axis", which completes the joint
coordinate system, is defined as follows and will always be

perpendicular to both'@é and 35:

2 = 2173
1 =
léé X é§|

Vector 31 is directed anterior to the foot and is
perpendicular to both 32 and 35. As the foot/shoe begins to
dorsiflex, 33 will begin to rotate posterior to the shank.
The new €1 will remain perpendicular to both 32 and 33, but
will develop a positive angle (alpha) relative to the fx
axis. Note that the inclusion of any inversion-eversion or
medial-lateral rotations will not affect the value of
(alpha) so long as ai remains perpendicular to @é and 83.
Vector @i and its orientation relative to the f; axis is

shown in Figure 11.
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Laboratory Coordinates

I — 2. Body #2

2— Body #1

Y
Aligned Body Coordinate System

for the Foot and Shank
Figure 10.
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L)

y (out of page)

Dorsi—-Plantar Flexion

Figure 11.
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For dorsi-planter flexion:

@ -+ T, = cos( (pi/2) - alpha ) = SIN( alpha )

where dorsi-flexion is indicated by a positive (alpha)
and plantar flexion by a negative (alpha).

A measure of inversion-eversion angle can be determined
by evaluating the relationship between @é and 33 (Figure
12).

€, * & = cos( (pi/2) - beta ) = SIN( beta )

When evaluating the left limb, inversion is indicated
by a positive B and eversion by a negative B. Medial-
lateral rotations of the foot about the @3 axis or dorsi-

planter flexion about the ?Y axis will not alter the value

of B.

For medial-lateral rotation:

N\
&, i, = cos( gamma )
or
3} . i} = COS( (pi/2) - gamma ) = -SIN( gamma )

where positive values of gamma indicate 1lateral
rotation and negative values indicate medial rotation.
Again, gamma is unaffected by the inclusion of dorsi-plantar
flexion or inversion-eversion angles. Vector orientation for
medial-lateral rotations are also shown in Figure 12.

This analytical method was used to determine the

angular motion of the foot relative to the shank in gait

studies.
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PROCESSING

Processing of filmed data is a two-phase operation.
Phase one, which is by far the most difficult and time
consuming, involves the digitizing of each data point, frame
by frame, for each camera. The digitized location of each
data point is sent to a data file in the PRIME system
computer at the M.S.U. A.E.Case Center for CAD/CAM where
it is stored for further processing.

Phase Two is generally completed at a later date and
consists of additional processing of the digitized data
file. This is a multi-step procedure involving a series of
computer programs. It is this phase which actually
determines the three dimensional coordinates of the object
points as well as the relative angles between two rigid
bodies.

The computer programs involved in both phases of
processing are in order of application:

1) Go2

2) TMATO1

3) COPY3D.O1

4) JCA
A brief description of each program follows:

The program "GO2" is designed to operate interactively
with the user throughout the digitizing process. Its
objective is to generate the data files which contain the

digitized coordinates of each object point (or target) being
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tracked on the secondary image (the image projected on the
digitizing table by the motion analyzer). For any one
motion sequence being analyzed, this program is run twice.
The first run is to <create a calibration file
(CAL.XXXX.XXXX) for later use in program "“COPY3D.O01l". The
program will prompt the user to begin digitizing the control
points on the calibration structure first from one camera
then from the other. When this is complete, the program
will <convert the raw digitizer coordinates to U,V
coordinates relative to a user specified origin and store
these values in units of centimeters.

The second run of program "G02" generates the U,V
digitizer coordinates of the moving object points and stores
them in a data file (DAT.XXXX.XXXX).

It should be noted that any time the motion analyzer is
raised or lowered from the table, a new calibration file
(CAL.XXXX.XXXX) must be generated to correspond with any
subsequently produced data files (DAT.XXXX.XXXX). On the
other hand, if several motion sequences are to be analyzed
during the same digitizing session, it is possible to use
the same calibration file for several data files. If this
is done, the user should:

1) Insure that all motion sequences are spooled on the
same film reel containing the calibration sequence.

2) Insure that the motion and calibration sequences do
not occur on separate splicings of film (this can happen if

a camera is reloaded during filming).
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3) Insure that the motion analyzer has not been moved
since the calibration sequence was digitized.

This completes phase one of the analysis procedure.

Phase two is generally begun after all digitizing for a
particular day's filming is complete. This is because of
the high volume of data files which can be processed in a
relatively short time frame.

"TMATO1" and "“COPY3D.01l", both used in Phase 2 of
processing, are modified versions of programs written by and
purchased from Dr. James S. Walton. The original versions,
WTMATCH" and "JSW3D", remain on file in the Brooks account
on the Prime system computer. As purchased, these programs
were written to read from and write to data punch cards.
Clearly, this is an outdated as well as exceedingly
cumbersome means to load data. In addition, they were
strictly formatted such that the digitized coordinates of
target points tracked with all cameras had to be assembled
in ascending temporal sequence. This became a problem
because of the procedures developed for digitizing.

Since it was imperative that the motion analyzer not be
moved after digitization of the calibration points, the film
from camera #2 was spliced onto the end of the film from
camera #1. The combined film was then loaded on the
analyzer.

In order to assemble the combined target data from both
cameras in ascending temporal sequence, the operator would

have been required to continually advance from one end of
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the film to the other.Therefore, "TMATO1l" and "COPY3D.O1"
have been modified to operate interactively with the user as
well as to read from data files created during the
digitizing process. 1In addition, subroutines "SWITCH" and
"SORTS" have been appended to "TMATOl1l". These subroutines
temporally sequence the output of program "G02" (i.e.
DAT . XXXX . XXXX) .

As presented in the Theoretical Development of Chapter
III, it 1is imperative that the digitizer-coordinates
recovered from different sources (cameras) be time-matched
so that they can be combined to yield accurate position
information. The easiest way to time-match the data is to
synchronize the shutters of the cameras. Lacking the
appropriate equipment, an alternate approach is to use some
form of interpolation routine. This is the function of
program "“TMATO1".

The second of the analysis programs, "TMATO1l" is run
following the successful termination of program "GO2".
"TMATO1" will prompt the user for several input parameters
as well as the name of the data file (i.e. DAT.XXXX.XXXX)
produced by "G02". "TMATOl1l" will then rewrite the data file
with the digitizer coordinate observations from both cameras
in ascending temporal order. The new data will be stored in
a temporary file called "SWITCHED" and serves as the
correctly formatted input to the remainder of program

"TMATO1."
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Next, the U-V coordinates of the various targets as
viewed from cameras 1 and 2 will be interpolated at user
specified time increments. This is done using a 1linear
interpolation between the nearest observed coordinate value
on either side of the desired time. An interpolated U and V
coordinate for each camera and time increment is determined
and stored in the output files of "TMATO1l". These files
have the fixed names "PRINTTM" and "PUNCHTM". "PUNCHTM"
contains all data necessary for transfer into program
"COPY3D.01l" and a very limited amount of text. File PRINTTM
contains the same output data as well as extensive text and
formatting designed to aid in visually inspecting the data.
Any error or warning messages generated while running
"TMATO1" will appear in this file. It should be noted that
during any subsequent use of program "TMATOl1", the contents
of output files PRINTTM and PUNCHTM are overwritten. It is
therefore important that the motion sequence be fully
analyzed once phase two of the analysis is begun.

Before proceeding with the next step in the analysis
routine, the output of TMATO1l should be checked for
successful termination. This is most easily done by
accessing file PRINTTM in edit mode. Two consecutive
"ILOCATE **WARNING" commands will display any warning
messages should they exist.

"COPY3D.O1" combines the time-matched digitizer
coordinates of object points viewed from both cameras to

determine their three-dimensional loci. The program begins



55

by comparing the known three-dimensional coordinates of the
calibration structure control points with their
corresponding U-V digitizer coordinates as viewed by each
camera. This comparison is accomplished by reading files
CALCDS and CAL.XXXX.XXXX, respectively. Processing of this
information yields values for the eleven coefficients of the
transformation equations.

Once calibration is complete, "COPY3D.0l1l" will begin
reading the time-matched digitizer coordinates of the object
points located in file PUNCHTM.

For each object point at a given instant in time, four
transformation equations (two for each camera) will be
generated. U,, V., U,, V,, and coefficients A through L are
known from digitized data and calibration, respectively,
while values for X, Y, Z are unknown. Using a linéar least
squares approximation, the X, Y, Z coordinates of the object
are determined. This procedure is repeated for all object
points at all specified instances in time until all three-
dimensional loci have been determined.

As with" TMATO1", "COPY3D.0l1l" generates both a printed
(PR3D.XXXX.XXXX) and punched (PU3D.XXXX.XXXX) output file.
PU3D.XXXX.XXXX is a condensed version of PR3D.XXXX.XXXX and
is best suited for input to other processing programs.
PR3D.XXXX.XXXX is useful for hardcopy printout.

The three-dimensional loci of object points generated
by "COPY3D.0l1" may be all the user is interested in. 1If

not, it is good practice to check the output
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(PR3D.XXXX.XXXX) before further processing is attempted. As
with file PRINTTM, warning messages can easily be located by
accessing PR3D.XXXX.XXXX in edit mode and twice entering the
command: "LOCATE **WARNING".

"JCA" is the final program used in the Phase 1II
analysis. An abbreviation for Joint Coordinate Analysis,
JCA, is capable of determining the angular orientation of
one rigid body relative to another about three independent
axes. As written, this program requires that only six
object points be digitized for processing and that they have
the orientation shown in Figure 8. Should the user desire
to track the three-dimensional loci of more than these six
targets, a minor modification of the program could be made.

Using the output from "COPY3D.01l" (PU3D.XXXX.XXXX),
"JCA" generates output in file JCA.XXXX.XXXX containing
inversion-eversion, medial-lateral, and dorsi-plantar

flexion angles for the time period that has been digitized.



VI. VALIDATION

The three-dimensional technique used in this study was
validated by Walton at the time of its development. A brief
review of his work preceeds verification procedures used by
this investigator.

Static validation consisted of filming 18 golf balls
suspended from a horizontal surface such that each of three
cameras were approximately 12 meters from the nearest ball.
The eight outermost balls were used as control points while
the innermost ten were treated as unknowns. Walton indicated
a worst case radius of error for this test of 5.6 mm in a
field of view of nearly 13 meters.

Dynamic validation was conducted by examining the
trajectory of a thrown golf ball fully contained within the
space defined by the control points. The three-dimensional
locus of the ball was determined and then fitted to a plane
using a linear least squares fit. Deviations from the plane
were recorded as was the angle between the plane of best fit
and the vertical axis. The acceleration of the ball due to
gravity was also determined. Walton's worst case results
are reported as 2.55 mm mean deviation from the plane of
best fit, -0.334 degrees between the plane of best fit and
vertical, and an estimate for gravity of 9.89 m/s .

For this investigation, the necessity of a portable
calibration structure presented several formidable obstacles

to verification. First, it was impossible to construct a
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structure large enough to completely encompass the motion
space being studied and yet small enough to be truly
portable. As a result, approximately one third of the
volume containing the investigated motion occurred outside
the control zone of the calibration structure. Verification
of the three-dimensional 1loci of such points was not
possible because the absolute location of other non-control
point targets were unavailable.

An alternative was to use the twelve control points of
the calibration structure itself in the verification
process. Since only six control points are required to
determine the D.L.T. coefficients the remaining six control
points could be treated as unknown targets. These could be
chosen to effectively lie outside the volume contained by
the control points.

Several combinations of six calibration control points
were chosen as unknowns and their corresponding three-
dimensional loci were determined. The procedure was then
repeated using eight control points as knowns and again
using ten control points as knowns. For each case, the
calculated three-dimensional 1loci of all points were
compared with their known values. 1In all cases, the three
dimensional loci of both known and "unknown" control points
were determined. It should be noted, however, that digitized
data identical to that used in the calibration sequence was
used as input for determining the known control point 1loci.

As a result, the radius of error of these points is somewhat
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less than one might expect had they been re-digitized. The
highest radius of error was attained by "bunching" all of
the knowns at one end of the calibration structure. Complete
results are shown in Figure 13. The resulting "worst case"
radius of error using eight control points or more was
approximately 0.3 cm for the unknown control points.

An alternate approach for verification was to film the
calibration structure at extremes in the field of view of
each camera, and then to compare analytically generated
vector magnitudes between control points to their known
values. In this manner, all twelve control points could be
used in the generation of calibration coefficients for the
transformation equations.

The calibration structure was filmed in three extreme
positions as well as a fourth, centrally located position.
The central position was used for the calibration sequence.
Control point coordinates for the other three configurations
were determined with respect to the central position in
which control point #6 was taken as the origin.

Relative displacements of the calibration structure in
its various 1locations can be determined by examination of
the computed vectors which extend to the new locations of
control point #6. Each of these vectors may be considered as

local origins. Their description follows:
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Position Vector Magnitude
A A
FORE: Rgp = 67.261 +49.44) -00.78k 83.5 cm.
A A a
AFT: Rga = —-72.871 -46.80) +01.08k 86.6 cm.
HIGH: Rgy = -02.80% -02.655 +18.12% 18.5 cm.

Tables 4, 5, and 6 present actual computer generated
output of the control point loci at these extremes in the
field of view. Note that there are two "Observations" shown
for each position. This is due to a minimum requirement of
two observations for sucessful operation of program
"TMATO1". Control point #1 for "Observation #1" was not
digitized and hence appears in the output as having infinite
X,Y,Z coordinate locations. For this reason, "Observation

#2" was chosen for all validation work.

Subtracting the appropriate local origin vector from
those listed in Tables 4, 5, and 6, yield vectors whose
magnitudes should ideally compare with their known values
listed in Table 3. These magnitudes are shown in Table 7.
Calculated and known vector magnitudes are compared in Table
8.

Since it was not possible to verify the absolute
location of any "measured" control point , a radius of error

must be associated with each control point that generated



SKILL:

TRIAL 1:
INITIAL

TIME INCREMENT
CUTOFF FREQ'S:
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TABLE 4,- COPY3ID.O]

FORWARD
FOR WHICH THERE IS(ARE)

TIME

OBSERVATION

CONTROL
CONTROL
CON'TROIL
CONTROL
CONTROL
CONTROL
CONTROL
CONTROL
CONTROL
CONTROL
CONTROL
CONTROL

POTNT
POINT
POLINT
POINT
POINT
POINT
POLINT
POINT
POINT
POINT
POINT
POINT

OBSERVATION

CONTKOL
CONTROL
CONTROL
CONTROL
CONTROL
CONTROL
CONTROL
CONTRCL
CONTROL
CONTROL
CONTROL
CONTROL

POINT
POINT
POINT
POINT
POINT
PCINT
FOINT
POINT
POINT
POINT
POINT
POINT

1

1.050000

10000*10-

FOR WHICH

§1
2

i
#5
#o
%7
#a

#10
H1l
12
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#1
2
B3
#4
#5
#o
#7
48
#9
#10
#11l
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s
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s
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1S
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AT
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N
A'l'
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A'l
Al
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AT
AT
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IS
IS
IS
IS
IS
IS
15
IS
IS
IS
IS

AT
AT
AT
ET
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AT
AT
AT
AT
AT
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E i RS
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i
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N

e

ouUTPUT DATA (FORWARD)

TRIAL(S).

SECS.

b

h

hnonwn

nonononw

SECS.
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uh.
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67.
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99,
70.
84.
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8900
3471
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0306
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9423
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6340
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85.
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49.
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84.
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66.
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84.
.8919
49.
84.
84.
51.
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. 7465
79.

3525
8964
2469
7930
8468

.5146

1970
2501
4769
5023
2598

8143
8457
1024
3087

4406
2305
0400
7743
9509

9607

NNNNNNNNDNNNN
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-99999999.
16.3234
16.3253
16.3936
-0.7760
-0.7244
-1.08954
-0.5004
46.7733
47.1228
46.7677
46.7802

16.0629
15.8616
16.0418
16.0733
-0.6890
-0.7756
-1.0410
-0.7351
-46.8567
-47.0626
-46.6958
-46.2414
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TABLE 5, - COrY3D.0O1 OUTPUT DATA (AFT)

SKILL 1: AFT

FOR WHICH THERE IS(ARE) 1 TRIAL(S).
TRIAL 1:
INITIAL TIME
TIME INCREMENT
CUTOFF FREQ'S:

1.050000 SECS.
10000*10-6 SECS.

non

OBSERVATION 1 FOR WHICH T = 1.050000

CONTROL POINT #1 IS AT X = -99999299., Y = -99999999. 2 = -9999%999,
CONTROL POINT #2 IS AT X = -356.2926 Y = -28.5322 2z = 18.1117
CONTROL FOINT 3 Is AT X = -72.4445 Y = -28.6217 2 = 18.8888
CONTROL POLNT #4 IS AT X = -54.0602 Y = -9.6817 2 = 18.1439
CONTROL POINT #5 IS AT X = -35.4610 Y = -47.0752 2z = 1.4708
CONTROL POINT 6 IS AT X = -73.3920 Y = -46.6307 2 = 1.6248
CONTROL POINT 47 IS AT X = -35.5982 Y = -9.8895 2 = 0.5656
CONTROL POINT #8 IS AT X = -72.9759 Y = -9.9247 2z = 1.3718
CONTROL POINT 49 IS AT X = -54.8647 Y = -44.1072 2 = -45.7877
CONTROL POINT #10 IS AT X = -39.4298 Y = -28.8244 2 = -45.7371
CONTFOL POINT #11 IS AT X = -69.522 Y = -28.0020 2 = -46.2204
CONTROL FOINT #12 IS AT X = -54.1147 Y = -12.8173 2 = -45.6078
OBSERVATION 2 FOR WHTICH T = 1.060000

CONTROIL POINT 41 IS AT X = -54.9629 Y = -47.0638 2 = 18.5164
CONTROL POINT #2 IS AT X = -36.4579 Y = -28.8K02 Z = 17.6847
CONTROL POINT §3 15 AT X =72.55%1 Y = -27.8140 2 = 18.8224
CONTROL POINT #4 Is AT X = -51.495%4 Y = -9.6612 2 = 17.9652
CONTROL POINT #5 IS Al X = -30.9817 Y = -47.1206 2 = 1.1103
CONTROL POINT #6 IS AT X = -72.8704 Y = -46.7979 2 = 1.0821
CONTROL POINT §7 15 AT X = -36.6512 Y = -9.8476 2 = 0.6959
CONTROL POINT #8 IS AT X = -72.9751 Y = -9.9106 2 = 1.5435
CONTROIL, POINT #9 [.. AT X = -5%4.6839 Y = -42.9205 2 = -46.1732
CONTROL POINT #10 IS AT X = -39.8787 Y = -28.7239 2z = -45.8993
CONTROL POINT #11 IS A1 X = -59.7281 Y = -27.7959 2 = -46.2897
CONTROL POINT #12 IS Al K = -54.3236 Y = -13.4140 2 = -45.8175



TABLE 6. -

SKILL 1: HIGH

FOR WHICH THERE IS(ARE) 1
TRIAL 1:

INITIAL TIME = 1.050000
TIME INCREMENT = 10000*10
CUTOFF FREQ'S:

OBSERVATION 1 FOR WHICH T
CONTROIL, POINT #1 IS A" X
CONTROL, POINT §2 s AP X
CONTROL bPoLre #hs Ly Al K
CONTROL POINT #4 | RIS A
CONTROL POINT §5 1S wer X
CONTROL, POINT #6 S5 AT X
CONTROL POLNT #7 LS AP X
CONTROL POLNT §8 IS5 AT X
CONTROIL, POTHT 19 I's AT X
CONTROL POINT #10O 1o 1t X
CONTROL POINT 11 | IR A
CONTROL, PoLH #1112 [ IR IR R
OBSERVA'TION 2 FOR WHTCH 1
CONTROL, POINT #1 TS AT X
CONTROL, POTHT §2 | IR L4
CONTROL, Polir §3 [IERTAN R
CONTROL POLHT H s AP X
CONTROL POLHT #5 Lo Al R
CONU'ROL, FOTH'T #6 1S AT X
COMN'TROL, POLHT W7 LS A X
CONTROL POINT §8 [ AT X
CONTROL POINT #9 [S ATl X
CONTROL POLIT #1015 AT R/
CONTROL POINT H11 15 Al X
CONTROL POINT f#12 TS5 AT X
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34.8511
35.1754
34.8575
18.0994
18.3808
17.8334
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-28.89061
-28.4744
-28.6813
-28.7262
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34.7168
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17.7498
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17.2207
18.2479
-28.8714
-28.92606
-29.0465
-29.0590
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TABLE 7.

MEASURED VECTOR MAGNITUDE OF CONTROL POINTS
RELATIVE TO THEIR RESPECTIVE LOCAL ORIGINS

VECTOR X(CM) Y(CM) Z(CM) MAGNITUDE(CM)
F1/6 17.77 0.37 16.84 24.49
F2/6 35.99 17.40 16.64 43.30
F3/6 0.51 17.66 16.82 24.39
F4/6 17.50 34.87 16.85 42.50
F5/6 35.30 -0.5% 0.09 35.30
F6/6 0.00 0.00 0.00 0.00
F7/6 34,98 34.779 -0.26 49.33
F8/6 -0.53 34.60 0.04 34.60
F9/6 18.09 2.33 -46.08 49.56
F10/6 32.26 16.51 -46.29 58.78
F11/6 3.79 16.30 -45.92 48.88
F12/6 17.82 30.52 -45.47 57.59
Al/6 17.91 -0.27 17.43 24.99
A2/6 36.41 17.92 16.60 43.85
A3/6 0.31 18.98 17.74 25.98
2r4/6 18.37 37.14 16.88 44.74
AS5/6 35.89 -0.32 0.03 35.89
A6/6 0.00 0.00 0.00 0.00
A7/6 36.22 36.95 -0.39 51.74
A8/6 -0.10 36.89 0.46 36.89
A9/6 18.19 3.88 -47.25 50.78
Al0/6 32.99 18.07 -46.98 60.19
All/6 3.14 19.00 -47.37 51.14
A12/6 18.55 33.38 -46.90 60.48
H1/6 17.44 -0.10 16.20 23.87
H2/6 34.45 7.78 16.17 42.01
H3/6 0.21 17.33 16.60 24.00
H4/6 16.76 35.58 16.15 42.51
H5/6 35.08 0.08 -0.37 35.09
H6/6 0.00 0.00 0.00 0.00
H7/6 34.56 36.35 -0.90 50.16
H8/6 -1.12 35.01 0.13 35.03
H9/6 17.96 3.04 -46.99 50.40
H10/6 31.84 17.45 -47.04 59.43
H11/6 3.48 17.76 -47.16 50.51

H12/6 17.54 31.92 -47.18 59.60
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TABLE 8,

COMPUTED VS. KNOWN VECTCR MAGNITUDES

VECTO__R COMPUTED(CI) KMNOWN ( CM_) _E_BROR(CM)
F1/6 24.49 24.42 0.07
F2/6 43.30 42.76 0.54
F3/6 24.39 24.55 0.16
Fd/6 42.50 42.62 0.12
F5/6 35.30 35.02 0.28
F7/6 49.33 49.39 0.06
F8/6 34.60 34.99 0.39
F9/6 49.56 49.97 0.41
F10/6 58.78 59.30 0.52
F11/6 18.88 50.01 1.13
F12/6 57.59 59.16 1.57
AL/G 24.99 24.42 0.57
A2/6 13,85 42.76 1.09
A3/6 25.98 24.55 1.43
Ad4/6 44.74 42.62 2.12
AS/6 15 .89 35.02 0.87
A1/6 51,74 49.39 2.35
AB/6 36, 8¢ 34.99 1.90
A9/6 50.78 49.97 0.81
A10/6 60.19 59.30 0.89
ALL/G 51.14 50.01 1.13
AL2/6 0. A 59.16 1.32
31/6 23.87 24.42 0.55
276 42.01 42.76 0.75
/0 24.00 24.55 0.55
1a/6 42.51 42.62 0.11
1576 35.09 35.02 0.07
/6 50.16 49.39 0.77
18/6 35.03 34.99 0.04
/6 50. 40 49.97 0.43
110/6 59,43 59.30 0.13
11/6 50.51 50.01 0.51

12/6 59.60 59.16 0.44
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the corresponding vectors. Net error for any given vector
will then fall within a range of 0 to 2r , where r is the
radius of error. Assuming a random distribution in error
magnitude from vector to vector, an average of the error
terms generated for each of the three sets of eleven vectors
should provide an adequate measure of confidence in position
data as a function of distance from the control volume.

The average radius of error for the Fore, Aft, and High
positions of the calibration structure were 0.48, 1.31, and
0.39 centimeters respectively. The worst case radius of
error is valid for unknown targets which lie approximately
87 cm. beyond the calibrated control volume. Targets filmed
during this investigation rarely extended more than 18 cm.
beyond the control volume, which makes the 0.39 cm. radius

of error term most applicable.

Additional inspection of the Fore, Aft, and High data
sets indicate some deviation in control point position from
"Observation #1" to "Observation #2". Since the calibration
structure was at rest during filming, all control point loci
should remain coincident. The fact that they do not suggests

one or more of the following:

1. The digitizing projecter does not identically
locate film in its gate from frame to frame.
2. The film has been stretched or otherwise

distorted during handling.
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3. Operator error in digitization.

4. Digitizing equipment error.

In any case, the mean radius of error associated with
these items is 0.35 centimeters. This value is unaffected by
the proximity of a data point to the control volume and is
approximately one half of the total system error under worst
case conditions. More accurate equipment and increased care

in the digitization process would clearly improve overall

system accuracy.



VII. DISCUSSION

Set-up for the various filming sequences were similar
from application to application and pre-filming preparation
time was minimal. The 1longest time factor was generally
related to the fitting of "targets" (0.25in. dia. Pom-Poms)
to test subjects.

No special attention was given to camera placement
other than to maintain an included angle of 60 to 90 degrees
between their respective optical axes. This angle was
sufficient to accurately obtain positional information of
targets traveling in three dimensional space. Precise camera
position is essential for proper three dimensional
reconstruction of these points, and is emperically derived
using data generated during the calibration sequence.
Arbitrary camera placement has proven to be an invaluable
feature of the system in that generally, it was impossible
to leave the equipment set up for more than a few hours.

Another advantage of this system is 1its complete
portability. the relatively small calibration structure
allows for convenient transportation to "off-site"
locations. Further, the inertial reference frame by which
camera placement and target position are referenced is an
integral part of the calibration structure. This eliminates
the need for the investigator to generate an orthogonal
coordinate system at each site, and allows some latitude in

orienting a component of motion to the positive X-direction
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etc. However, several difficulties have been encountered as
well.The calibration structure, having a configuration
similar to an inverted pyramid, proved more effective in
fully containing the motion of subjects as they passed
through a control space than it did when the subject ran in
place as with the treadmill investigation. When used in
conjunction with a forceplate, the foot remained nearly
fixed in space, while the torso continued to proceed across
the control space. Treadmill work involved a relatively
fixed torso, while the foot exibited excursions slightly
beyond the control volume.

Another difficulty with the calibration structure
involved identification of specific control points when they
were viewed in two dimensions during the digitization
process. This was due primarily to the symmetrical nature of
the structure. Extreme care must be exercised by the person
digitizing to prevent confusion.

In some applications, the motion field may be too large
for accurate calibration with the calibration structure. A
possible alternative is to use the field itself as the
calibration structure by defining six or more non-coplanar
"control points" in the field and visible by both cameras.
These might take the form of building corners, goal posts,
yardage lines, or any other fixed objects whose relative
locations can be determined either before or after filming.

As pointed out by Walton, this calibration capability leads
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to the interesting possibility of analyzing motion in old
film stock not origionally intended for such studies.

Without question, the process of hand digitizing
targets which are being tracked with time is the greatest
time consumer and potential source of error attributable to
the system. Tracking six targets ( the minimum requirement
for J.C.A. analysis) for one second using two cameras
operating at 100 frames per second, requires digitization of
1200 points. It is common to track as many as 17 targets,
and the position software is currently written to handle 25
targets. An afternoons filming generally requires several
weeks for processing and digitization. Further processing of
raw position data through the various programs can be
accomplished in several minutes and generally proceeds
without difficulty.

A segment of typical position output from program
"COPY3D.01" is shown in Table 9. The six points tracked are
located on the foot and shank of an athlete running on a
motorized treadmill at 3.58 meters per second. The time
period evaluated corresponds to just before heel strike, to
just after toe-off. Graphical representation of one such
target (Target A) is shown in Figures 14, 15, and 16. The
treadmill has been drawn in to aid the reader in evaluating
the results. The inertial reference frame is also drawn in

with it's approximate orientation relative to the treadmill.
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While precise orientation of the calibration structure to
the treadmill is unknown, a reasonable approximation can be
made by examining trends in the motion data.

Figures 14, 15, and 16, show the target point to be
low, and moving down and forward during the first 0.05
seconds. At this point, the target appears to level off and
move in the direction of the motorized tread. Very 1little
motion is observed perpendicular to the treadmill direction
at this time. During the final 0.18 seconds, the target
begins to rapidly rise as it continues to move back. At the
same time, it begins to move a total of approximately 3
centimeters in a direction perpendicular to the treadmill
direction and lateral to the athlete.

An example of the output from program "JCA" is shown in
Table 10. Only the first two observations are shown for
briefness. Note that the 1local body coordinate systems
change with each time frame. Dorsi/plantar,
inversion/eversion, and medial/lateral rotations are listed
as well. The complete output from this data file was used to
generate graphs of each rotation with time (Figures 17, 18,
& 19). These are presented in both filtered and unfiltered
form. Note that for dorsi/plantar flexion, camera placement
was such that a significant component of this motion was
recorded by each. This may in part be responsible for the
reduced scatter in the data. Planar redundancy did not exist
for medial/lateral and inversion/eversion data. Another

factor contributing to overall scatter in angular data is
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TABLE 10. - TYPICAL "JCA" OUTDPUT DATA

OK, SLIST JCA.TD19.1126

NEXUS
FILMING DATE WAS 11 26 85
MEDIAL-LATERAL FOOT WIDTH WAS 7.33 cm.
MEDIAL-LATERAL TIBIA WIDTH WAS 5.62 cm.

* JOINT COORDINATE SYSTEM ANALYSIS OF THE ANKLE *

OBSERVATION §2 TIME = 1.5800

LOCAL COORDINATES OF BODY #1 (FOOT)

X-UNIT VECTOR -0.9820 -0.1887 0.0091
Y-UNIT VECTOR 0.1801 -0.9198 -0.2560
Z-UNIT VECTOR 0.0570 -0.2497 0.96606

LOCAL COORDINATES OF BODY #2 (TIBLA)
X-UNIT VECIOR -0.9591 -0.2492 -0.1345
Y-UNIT VECTOR 0.2522 -0.90677 -0.0054

Z-UNI'T VECTOR -0.1288 -0.0391 0.9909
LRI ED N SR U TS RS IR NOER N EACHN DR EU DO SR A PP
IR TR VR TE R PR IR S Lo 0. eear
AL DORSAL () AN PLaiorsy o eLlaront (o) o JD RS

Aka PrHvERSION (v AND BUVRERSLOGH (=) - Lk
Aax LATERAL (4) ARD BMEDLAL (=) s -2,4149

AOJOINT COURDINATE OYIOTEM AHNALYSIS OF THE ALKLE *
OBSERVATION ¢#3 TLEv = 105900

LOCAL COORDINATES OF Wby G 1 (1o

XoUHTT VIDTTOR 0,908 SEU IR R P 0.1028
Y-UNTT VECTOR 0,138, 09870 ~0.0810
2-UNHIT VECTOK 0. 1134 ~0.0660 0.99]4

LOUAL COORDINATES CF Bolyy B2 viglia)

X-UNLT VESTOR  -0.8609 =) 5085 -0.0141
Y-UNTT VECTOR .5H08G -0L8610 0.0029
Z-UNIT VECTOK  -0.0130 =0.0047 0.9995

THE JCINT COORLLINATES APE 21, E2=v2, E2=01

’

EL-UNLT VECTOR = -0. 8540 ~0.5059 0.0990

raEA O DORSAL () AND PLANTAR FLEXTION (-) = 6.4390
Kl D TMNVERSLON () AND PVERSION (-) = 6.7604
*Ax LATEPRAL (+) AND MELIAL (=) = -21.83881
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the radius of error involved with each of the six targets
used in generating the body coordinate systems. For each
system, vectors are generated using two targets which are
typically on the order of seven centimeters apart. For a
worst case radius of error of 0.73 cm. per target, it is
conceivable to generate vectors whose computed direction is
in excess of six degrees away from the true values. There
are two such vectors generated for each coordinate system.
For data to be used in angular determinations, it is
therefore preferable to place targets as far apart as
possible.
As stated earlier, overall system error might be
reduced by :

1) Ensuring that the digitizing projector
identically locate film in it's gate from frame
to frame.

2) Taking precautionary steps to minimize
stretching of the film.

3) Exercising extreme care in the digitizing
process to minimize operator error.

4) Improve digitizing equipment reliability.

Additional reduction in error would be realized by
upgrading the cameras so that synchronized shutter operation
is possible. This would eliminate the need to approximate
the two-dimensional position of targets from one camera for
each time interval. Program "TMATO1" makes this

approximation using a linear interpolation from digitized
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data existing for the target before and after the time
period in question. This works well so 1long as no
acceleration of the target is taking place. Since this is
generally not the case, it would be desirable to eliminate
the procedure.

Other, more sophisticated equipment exists which
virtually eliminates the need to do any digitization.
SELSPOT is one such device but these systems have their
disadvantages as well. They require the affixation of small
light emitting diodes (L.E.D.'s) to the object under
investigation. This hardware can potentially impede the
natural pattern of motion. In addition, they require
sophisticated "camera" and computer equipment which drives

the price beyond reach at this time.
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VIII. CONCLUSIONS

The quantification of motion using photogrammetric
techniques described in this thesis has generated
satisfactory preliminary results. Mean radius of error for
targets 1lying in extremes of the field of view for each
camera was 0.73 cm. For targets lying a maximum of 18 cm.
outside of the control volume, the mean radius of error was
reduced to 0.39 cm. Additionally,several factors which
contribute to the error term have been identified. Continued
development of the system with careful attention given to
these items should further reduce system error.

Three-dimensional position data can be further combined
to generate angular information regarding foot placement
relative to the shank while running. Preliminary results of
this work are in agreement with works presented by other
investigators. It should be noted, however, that angles
obtained using the Joint Coordinate Analysis retain their
physical significance during the complete motion.

Application for this type of photogrammetric technique
is limited primarily to motions which are contained in, or
close to, the volume of the calibration structure. If this
criteria can be met, then almost any study which attempts to
analyze human motions can be undertaken . Motions which
occupy a volume significantly 1larger than that of the
control volume can still be analyzed if a suitably large

calibration structure is developed. Conversly, extremely



84

small motions are best analyzed using a small calibration
structure for adequate resolution.

Several generalized suggestions for application of
photogrammetry are listed below. Subsets of several of these
are currently under investigation at Michigan State
University.

1) Estimate major factors governing both
outstanding, and "normal" human performance.

2) The development of footwear and other athletic
equipment which promote effective athletic
performance.

3) Impact studies for the development of athletic
devices which maximize energy absorption or
re-distribution during collision.

4) The development of more sophisticated
prosthetic devices to allow closer

approximation of "normal" motion.
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