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ABSTRACT

PHYSIOLOGICAL AND ECOLOGICAL INVESTIGATIONS OF CLOSTRIDIUM DIFFICILE

By

Catherine D. Robinson

Disease caused by Clostridium difficile is currently the most prevalent
nosocomial infection and leading cause of antibiotic-associated diarrhea. Itis clear
that the intestinal microbiota plays a role in preventing C. difficile infection in the
absence of antibiotics; however, the mechanisms involved in this protective function
are poorly understood. Since antibiotic administration is an inducing factor of C.
difficile infection, treatment employing antibiotics often results in recurrent disease,
yet it is still the primary line of treatment. Therefore, a central goal of research in this
area is to better define the role of the intestinal microbiota in suppression of disease,
and ultimately develop alternative ways to prevent and treat C. difficile infection.

In this thesis, [ present a novel in vitro model that was developed to study
complex fecal communities. This in vitro model is a continuous-culture system that
utilizes arrays of small-volume reactors; it is unique in its simple set-up and high
replication. We adapted this model to operate as a C. difficile infection model, where
in vivo C. difficile invasion dynamics are replicated in that the fecal communities
established in the reactors are resistant to C. difficile growth unless disrupted by
antibiotic administration. We then go on to use this model to show that newly
emerged, epidemic strains of C. difficile have a competitive fitness advantage when

competed against non-epidemic strains. We also show this competitive advantage in



vivo, using a mouse infection model. This result is exciting, as it suggests that
physiological attributes of these strains, aside from classical virulence factors,
contribute to their epidemic phenotype. Finally, the metabolic potential of C. difficile
in regards to carbon source utilization is explored, and reveals that epidemic strains
are able to grow more efficiently on trehalose, a disaccharide sugar. Moreover,
preliminary in vivo mouse studies suggest that trehalose utilization plays a role in
colonization. Therefore, the growth advantage conferred by this increased ability to
utilize trehalose may contribute to the ecological fitness of these strains in vivo.

The in vitro model developed and presented in this thesis could be used to
study many aspects of C. difficile-microbiota interactions and has the potential to
elucidate mechanisms that are important for in vivo resistance to establishment of
disease. In addition, the metabolic investigations described provide insight into
understanding the physiology of not only C. difficile as a whole, but also physiological
attributes unique to epidemic strains. Ultimately, these types of ecological and
physiological investigations will bring us closer to finding better ways to treat and

prevent disease caused by C. difficile.
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CHAPTER 1

Overview of Clostridium difficile Disease and Physiology

Antibiotic-Associated Diarrhea

The advent of the antibiotics era in the 1940’s is one of the most notable milestones
in medical science history. It enabled the treatment of numerous bacterial infections
that were previously fatal. Unfortunately, the use of antibiotics brought along with it
several unforeseen complications. Perhaps the most significant of these is the
development of antibiotic resistance (1). Not far behind it, however, is the common
side effect of antibiotic administration, antibiotic-associated diarrhea (AAD). Often
the cause of AAD is unknown, but may be due to several different etiologies. The
antibiotic compound itself can induce allergic or toxic interactions with the intestinal
mucosa, or general physiological effects on gut motility (2, 3). Even more significant,
however, are the implications of the impacts that antimicrobials have on the
intestinal microbiota.

The human gastrointestinal tract is home to trillions of bacteria, which can be
classified into hundreds of different species (4). This large consortium of organisms
plays a fundamental role in many different aspects of our health and physiology, more
and more of which are being elucidated all the time (reviewed in (5)). One important
function of the intestinal microbiota is to protect us from intestinal pathogens, which
occurs by many different mechanisms including modulation of the host immune

response, production of inhibitory compounds, and competition for limited nutrients



or binding sites, also known as colonization resistance (6). Antibiotics, particularly
broad-spectrum antibiotics, not only target the desired pathogen but also inflict
collateral damage to the intestinal microbiota, thereby compromising these
protective functions and allowing growth of pathogenic strains (7). Several
pathogens have been implicated in AAD, including Salmonella spp., Clostridium
perfringens, Staphylococcus aureus, Klebsiella oxytoca, Clostridium difficile, and
Candida albicans (2, 8). The most common of these is C. difficile, being the causative
agent in as many as 25% of AAD cases (9). Moreover, C. difficile is responsible for
~90% of cases of pseudomembranous colitis, a more severe malady of antibiotic-

associated disease (10).

C. difficile: the Bacterium and the Disease

C. difficile is a Gram-positive, spore forming, anaerobic, motile rod. Hall and O'Toole
first isolated and described this bacterium in 1935 while characterizing bacterial
intestinal colonization of healthy new-born infants (11). While there is a high
carriage rate of C. difficile in infants, as the intestinal microbiota matures, C. difficile is
quickly replaced by other strains (12). This process of ecological succession has
been demonstrated in both mice and humans (13-16). Consequently, asymptomatic

carriage of C. difficile in adults is very low (17).

C. difficile infection cycle. The cycle of infection for C. difficile is unique compared to
other intestinal pathogens due to its obligate anaerobic physiology and complex

interactions with the host microbiota. A simplified overview is presented in Figure



1.1. In general, a perturbation of the intestinal microbiota is required for disease
development, usually by administration of broad-spectrum antibiotics. Therefore, the
intestinal microbiota provides resistance to infection in healthy individuals; functions
of an unperturbed intestinal microbiota that provide resistance to C. difficile infection
will be reviewed below. Since C. difficile is an anaerobic organism, it can only pass
from host to host in the spore form. Therefore, germination and outgrowth are
required for toxin production and establishment of disease. However, it is poorly
understood which of these key steps, germination or outgrowth, are most important
for initiation of C. difficile expansion in the gastrointestinal tract. Once vegetative
growth ensues, exotoxins are produced and cause damage to the intestinal
epithelium, eliciting an inflammatory response and establishment of disease. Spores
are produced during the course of infection, although it is also unknown what the
inducing factors are for sporulation. Nonetheless, formation of spores is essential for
host transmission, since it requires passage through the aerobic environment. Spores
are shed through fecal material, facilitated by the development of diarrhea. They can
survive in the environment for very long time periods due to their inherent resistance
to environmental conditions such as desiccation, UV-light damage, chemicals, and
extreme temperatures. In healthcare settings, environmental contamination of
spores is a major issue related to C. difficile infection control. Spores present on
patient bedding resist removal during laundering, are recalcitrant to alcohol-based
hand sanitizers, and have been shown to spread through airborne dissemination (18-

20). Moreover, spores are often transferred from patient to patient on the hands of



healthcare workers (21). Ingestion of spores by another patient with reduced

intestinal resistance continues the cycle.

Antibiotic Germ|1[1at.|or;andd O;tgrowth Intestinal
Treatment (Toxin Production) Damage

C. difficile
Infection
Cycle

Disease
Healthy individual (Diarrhea, PMC)
(colonization resistance)

D
Spore <P Sporulation

Transmission Environmental (spore shedding)

Contamination

Figure 1.1. Clostridium difficile infection cycle. Changes to the intestinal
environment induced by antibiotic treatment present conditions that allow C. difficile
spores to germinate and outgrow. Production of toxins incites intestinal damage and
development of disease. Undefined factors induce sporulation; spores are shed from
the host, contaminating the environment. Spores are transmitted to new hosts, and
the cycle continues. PMC= pseudomembranous colitis.

While CDI is primarily a nosocomial infection, the recent increases in
community-acquired infections offer the possibility of an alternative reservoir of C.
difficile. Several potential sources of community-acquired C. difficile transmission
have been proposed. Recent work has shown both animals and food as potential

reservoirs in the community (22). Another report suggests that the high rate of



carriage in infants is a contributor to C. difficile community-acquired infections (23).
In addition, a recent study surveyed 30 houses in an urban city, and showed a high
degree of environmental contamination within the households (24). These are all
valid models for reservoirs of C. difficile outside of health-care environments, and it is
likely that there are multiple contributors to community-acquired spread of C.
difficile. Nonetheless, the basis for the recent increases in community-acquired CDI is
undoubtedly multifactorial, and more work needs to be done in this area to find ways
of preventing these infections.

A major complication of CDI is the high rate of recurrent disease. As many as
20% of patients will have a recurrent infection, and 45% of patients who have had a
second infection will have subsequent infections (25). Some patients have multiple
recurrent infections over several months or even years. The paradigm for recurrent
disease is based on failure of the intestinal microbiota to reestablish appropriately
and restore resistance to C. difficile. Recurrence is the result of either relapse due to
reinfection of the initial infecting strain, or infection by a newly acquired strain (26,
27). Multiple studies have shown that the structure and diversity of the intestinal
microbiota of patients with recurrent disease is significantly different from those who
do not (17, 28). Indeed, we know that antibiotic treatment can have both short and
long-term impacts on the intestinal microbiome (29-32). Since antibiotics are
typically the first line of treatment for CD], this can serve to only exacerbate the
problem by further perturbing intestinal communities, thereby increasing the risk of
recurrent disease. Therefore, much work is being done to try to find new ways of

treating CDI in order to circumvent this problem and reduce recurrence.



Epidemiology, disease, and virulence factors. The association between C. difficile
and antibiotic-associated disease was not elucidated until 1978, when Bartlett et al.
showed that it is the primary causative agent of pseudomembranous colitis (33).
Since then, much work has been done to investigate the epidemiology and
pathogenesis of this organism. The three major risk factors for disease caused by C.
difficile infection (CDI), are antibiotic treatment, advanced age (>65) and exposure to
a hospital setting (34). Any broad-spectrum antibiotic has the potential to initiate
CDI; however, some have higher rates of triggering CDI than others. Clindamycin was
the major contributing antibiotic initially, followed several years later by those in the
cephalosporin group (10). Most recently, fluoroquinolones have been added to this
list, due to the emergence of fluoroquinalone-resistant hypervirulent strains (35). In
addition to the elderly, high risk groups also include immuno-compromised
individuals, patients who have had gastrointestinal surgery, and persons taking
gastrointestinal medications including antiperistaltic drugs and proton pump
inhibitors (36). Although community-acquired cases are rare, the incidence of these
infections have increased in recent years (37).

The symptoms of CDI range from mild, self-limiting diarrhea to severe colonic
inflammation and death. In severe cases, CDI is accompanied by the formation of
pseudomembranes, termed pseudomembranous colitis (PMC). Pseudomembranes
are characterized as regions of the mucosa that become inflamed and covered in
yellowish plaques, composed of cellular debris (dead leukocytes and mucosal cells),

fibrin, and mucin (38). About 10% of patients with CDAD will develop PMC (39).



Toxic megacolon, a condition in which complete loss of colonic function can occur,
has associated mortality rates as high as 80% (9).

The primary virulence factors recognized in this organism are toxins, TcdA
and TcdB. Not all C. difficile strains are toxigenic; however, only toxin-producing
strains cause disease. The genes tcdA, tcdB, and associated regulatory genes are
located on a 19.6 kb pathogenicity locus (PaLoc) on the chromosome of C. difficile
(40). Additional genes include tcdR (a positive regulator; sigma factor), tcdC (a
negative regulator) and tcdE (a holin-like protein). These large toxin proteins (308
kDa and 270 kDa, respectively) are glucosyltransferases; they inactivate members of
the Ras superfamily of small GTPases. This inactivation has a cytotoxic effect on
target cells by disrupting intracellular signaling pathways involved in interactions of
the actin cytoskeleton and initiation of apoptosis, and induces inflammation (41).
Some strains produce an additional binary toxin, CDT. Although its role and
significance in CDI is not fully understood, there is evidence that it may be associated
with increased mortality (42).

Several non-toxin virulence factors of C. difficile have been studied. Adhesins
are bacterial cell-surface molecules that facilitate binding to host tissues, which in the
case of C. difficile are primarily mucosal surfaces. These include proteins involved in
intestinal adherence by binding to fibronectin, collagen, fibrinogen, and other
components of mucin or intestinal epithelia. In a recent review by Vendantam et al., a
literature search resulted in a substantial list of C. difficile proteins that have either
experimentally-demonstrated or putative roles in intestinal adherence (43). Several

of these are cell wall proteins (CWPs) and surface layer proteins (SLPs).



Flagella also play an important role in bacterial pathogenesis. Not only are
they essential for motility, but can also aid in adherence. Motility has several
important functions for pathogen survival. Being able to navigate toward sources of
nutrients as well as away from detrimental chemicals is advantageous for self-evident
reasons. Moreover, the intestinal epithelium is continually pumping out and turning
over viscous mucin; being able to better traverse this landscape aids in intestinal
colonization. Experimental evidence suggesting the importance of flagella to C.

difficile in both colonization and adherence has been reported (44).

Molecular typing schemes. In epidemiological studies, molecular typing of
pathogens is used to determine genetic relatedness between clinical isolates. This
information helps determine routes of transmission and sources of outbreaks.
Moreover, it can help to elucidate the spread of clonal lineages among populations at
several levels of resolution; within a small hospital population, regionally, nationally,
or even globally. There are several different typing schemes used for C. difficile,
including Restriction Endonuclease Analysis (REA), North American Pulsed-Field Gel
Electrophoresis (NAP), PCR Ribotyping (RT), Multilocus Sequence Typing (MLST),
among others (45). Each method utilizes the genetic differences between strains to
classify them into different groups, or types. There are regional preferences in terms
of which typing techniques are used; for example, in North America C. diffcile is
commonly typed by NAP group. Likewise, REA and RT strain designations are
common in Europe. These typing methods, particularly ribotyping, are becoming

more common in North America as well. Although a recent publication showed a



strong correlation among typing methods used to classify a set of 100 international
isolates, a common protocol for typing isolates would be advantageous for tracking C.

difficile, and facilitate epidemiological studies (46).

Emergence of Epidemic C. difficile Strains

An increase in cases of CDI, marked by significantly higher morbidity and mortality
rates, has been largely attributed to the recent emergence of epidemic strains.
Several outbreaks were first reported in Quebec, Canada in 2002, and several others
in the United States between 2000 and 2003 (35, 47). Analysis of isolates from these
outbreaks revealed a specific strain lineage of C. difficile was associated with the
majority of these cases, typed as NAP1 (North American Pulsed-field 1), RT 027 (PCR
ribotype), and BI (restriction endonuclease analysis). In addition, several attributes
of these strains were identified, including production of binary toxin (CDT),
resistance to fluoroquinolones, and a deletion within the tcdC gene, encoding the
negative regulator of TcdA and TcdB (35). Epidemiological studies have reported
that RT 027 /NAP1 strains are associated with up to 10-fold higher morbidity rates,
increased cases of severe disease leading to toxic megacolon, and necessity for
colectomy (48). Furthermore, mortality rates have been reported as high as 16.7%; a
near 10-fold increase from reports previous to the emergence of this strain (48). The
rapid spread of RT 027 /NAP1 strains since these initial outbreaks is remarkable. In
just a few years following, it was reported that 57% of 478 C. difficile clinical isolates
from 88 hospitals in Quebec, Canada were NAP1 strains (49). Moreover, RT 027

strains have been shown to be prevalent in many other hospitals and regions (50-53).



In less than a decade, this strain has spread globally and been associated with several
more outbreaks, namely in Europe (54, 55). He et al. recently published an extensive
phylogenetic study of RT 027 C. difficile, using whole genome sequences of a global
set of 151 isolates (56). Their analyses revealed the global spread patterns of two
distinct lineages within this clade of strains, both originating from North America,
with one undergoing much wider global dissemination.

Initial reports regarding the emergence of RT 027 /NAP1 strains designated
them as hypervirulent due to associations with increased morbidity and mortality
rates. It has recently come into question, however, if these strains really are
hypervirulent. While several studies have shown increased rates of disease due to
these strains, other reports have demonstrated a lack of correlation between ribotype
and disease severity (57-59). Itis possible that outbreak-associated RT 027 strains
are not representative of the lineage as a whole. Nonetheless, the global spread and
prevalence of this group still warrant investigation. Regardless of the ability of these
strains to cause more severe disease within individuals, this observation suggests
that they have increased transmission rates. In ecological terms, this implies that
they have an increased ecological fitness compared to strains of other, less prevalent,
ribotypes (60). Therefore, it remains to be determined if strain characteristics aside
from archetypical virulence factors contribute to the pervasiveness of the RT 027
strains. A significant portion of the work presented in this thesis aims to address this

specific question.
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Current impact on the health care system. According to a recent report from the
Centers for Disease Control and Prevention (CDC), C. difficile infection has surpassed
MRSA and is now the most common hospital-acquired infection in the United States
(61). Based on current surveillance data, C. difficile causes an appalling 250,000
infections per year. Moreover, the CDC reported a 400% increase in related deaths
between years 2000 and 2007, with a current estimate of 14,000 deaths per year. In
addition, estimated annual hospital costs associated with CDI are in excess of $3
billion (62). The significance of C. difficile disease is clear, as is the need to better
understand the pathogenesis of this organism. Finding better ways of preventing

and treating this disease is a growing area of current investigation.

Understanding Disease Development: Colonization Resistance.

Soon after the advent of clinical antibiotic use, it was observed that antibiotic
treatment often resulted in increased susceptibility to enteric pathogens. This led to
the theory that the intestinal microbiota provides a protective function, termed
‘colonization resistance’, by inhibiting growth of pathogens and development of
disease. Research in this area has revealed several different mechanisms at play,
including ones that involve not only microbiota-pathogen interactions, but also
indirect inhibition mediated through microbiota-host interactions (reviewed in (6)).
The intricacies and dynamics involved in colonization resistance are inherently
complex and multi-factorial. Moreover, the key interactions providing resistance are
likely different for different pathogens. Therefore, while there have been some

developments in our understanding of colonization resistance in the case of C. difficile
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infection, much more work is needed to be done. There are several mechanisms
proposed to be involved in colonization resistance against C. difficile, and these are

briefly outlined below.

Bile acids and germination. The capacity of C. difficile to colonize and establish
infection is dependent on the ability of spores to germinate and outgrow. In vivo,
these processes are affected by bile acids; specific primary and secondary bile acids
have been shown to act as germinants, anti-germinants, and growth inhibitors (63-
65). Primary bile acids, both amino acid-conjugated and unconjugated, are secreted
from the gall bladder and function in fat and cholesterol absorption. Some members
of the microbiota can enzymatically deconjugate or convert these primary bile acids
into secondary bile acids. As such, the intestinal track contains a complex mixture of
primary and secondary, conjugated and deconjugated bile acids, and the proportions
of each component within this mixture are affected by the microbiota that are
present. Giel et al. recently demonstrated this using a mouse infection model to show
that the balance of bile acids under normal conditions is such that germination is
inhibited, yet following antibiotic treatment changes to the microbiota results in a
shift in bile acids to a state which allows spore germination and outgrowth (66). To
further support the role of bile acids in colonization resistance and demonstrate that
this mechanism can be exploited as a way to prevent infection, Howerton et al.
showed that a bile acid analog, CamSA, could prevent spore germination and

therefore colonization and development of disease in mice (67). Future work in this
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area is needed to better define the role of bile acids in colonization resistance and has

the potential to lead to novel ways of preventing CDI.

Competitive exclusion. A central mechanism of colonization resistance that can be
applied to many intestinal pathogens involves direct out-competition by the
microbiota for nutrient sources and intestinal binding sites, also referred to as
competitive exclusion or niche exclusion. Indeed, examples for both of these exist in
the case of C. difficile inhibition. Initial evidence that competition occurs between
intestinal microbiota and C. difficile was demonstrated in both an in vitro chemostat
model and an in vivo mouse model (68). Further investigation by Wilson and Perini
identified several compounds for which the microbiota of hamsters can outcompete
C. difficile in vitro (69). These findings were only recently directly tested in an in vivo
mouse model to show that C. difficile metabolism of sialic acids plays a role in gut
colonization (70). Few studies directly testing competition for specific nutrients
exist; however, the general metabolic capabilities of C. difficile will be extensively
reviewed in the next section.

In addition to nutrient availability, another important element of an
organism’s niche is spatial availability. Regarding intestinal colonization, this
encompasses the ability to bind to mucosal components, such as fibronectin, collagen,
and fibrinogen (71). Several cell surface molecules of C. diffcile have been implicated
to be involved attachment, including fibronectin-binding proteins, cell wall proteins,
and surface layer proteins (reviewed in (43)). The majority of these studies were

conducted using in vitro conditions and therefore the contribution of these adhesins
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to in vivo colonization has not been directly tested, nor have the specific competing
members of the microbiota been identified.

This concept of niche exclusion led to the hypothesis that non-toxigenic C.
difficile could be used to treat or prevent CDI. The premise is that they will either
occupy the specific niche and therefore exclude toxigenic C. difficile, or outcompete
already colonized toxigenic C. difficile, therefore displacing and eliminating them.
Borriello et al. presented evidence supporting this hypothesis when they showed that
pre-colonization of non-toxigenic C. difficile prevented disease development in a
hamster infection model (72). A few years later this was tested in two hospital
patients with recurrent CDI, both of which had no additional bouts of relapsing
disease following administration of the non-toxigenic C. difficile (73). More recently,
additional work investigating non-toxigenic C. difficile prevention of disease has been
conducted in hamsters (74, 75). This work supports the theory of niche exclusion in
the intestinal environment and future work to identify specific members of the
microbiota, which compete with C. difficile for its required niche, will contribute to

our understanding of the role of colonization resistance in CDI.

Direct antagonism. Additional mechanisms of colonization resistance include ones
where there is direct antagonism of C. difficile by production of inhibitory compounds
by the microbiota; these include short chain fatty acids (SCFAs), lactate, and
bacteriocins. Several studies have investigated the effects of SCFAs on C. difficile
colonization in both in vivo and in vitro models (76-78). Much of the work supports

that SCFAs suppress C. difficile colonization, however, some of these results are
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conflicting. For example, Su et al. did not see a difference in colonization levels of C.
difficile in mono-associated mice when administered physiologically relevant
concentrations of SCFAs (77). The ability of lactate, another organic acid, to
suppress C. difficile colonization has also been shown (79). In this work, lactate
produced by a potential probiotic strain, Streptococcus thermophilis, was
demonstrated to ameliorate CDI in a mouse infection model. It is known that
intestinal microbiota also produce lactic acid, and therefore, this work supports the
potential role of lactic acid in colonization resistance. Lastly, Rea et al. discovered
that a human fecal isolate, Bacillus theringiensis, produces a bacteriocin with narrow-
spectrum activity against C. difficile (80). To date, this is the only example of a C.
difficile-specific bacteriocin produced by the intestinal microbiota, however, it shows
that there are specific antagonistic mechanisms employed by intestinal microbiota

against C. diffiicle and future work in this area may contribute additional insight.

In summary, several mechanisms utilized by the intestinal microbiota to either
directly or indirectly suppress C. difficile have been implicated to contribute to
colonization resistance. While some mechanisms have been directly tested in in vivo
models, most have not. Moreover, the specific member/s of the intestinal microbiota
that are responsible for these inhibitory functions have generally not been identified.
Considering the variability in microbial communities among individuals, it is likely
that different strains perform these activities in different people. Therefore, there is
still much to be done in this area to understand colonization resistance and be able to

exploit these mechanisms for prevention or treatment of CDIL.
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Understanding C. difficile Physiology: Metabolism

The genus Clostridium is very diverse, comprised of both medically and
biotechnologically important members. The metabolic capabilities of many of these
species have been investigated; perhaps the most well known is the industrially
relevant solventogenic clostridia. In contrast to some of these other clostridial
species, little is known about the nutritional requirements and nutrient utilization
capabilities of C. difficile. Since the discovery of CDI, a large portion of research has
been focused on the epidemiology and pathology of C. difficile rather than its
physiology. That approach is changing, however, with the growing body of evidence
supporting that CDI is a microbiome-mediated disease. More attention is being
focused now on the colonization strategies of C. difficile and aspects of its general
biology and physiology, including metabolism, sporulation, and germination.

[tis clear that the intestinal microbiota plays a role in resistance to C. difficile
colonization and disease establishment. As reviewed above, a primary mechanism at
play is likely competition for limited nutrients within the gastrointestinal tract.
Understanding better the metabolic strategies that C. difficile employs to grow in the
highly competitive intestinal environment could help to elucidate novel ways to
prevent or control disease development. In the following pages I will review what is
known about C. difficile’s metabolic capabilities based on published literature, with a
focus on nutrients contributing to vegetative growth. The metabolic functions,
associated compounds, experimental approaches used, and relevant references

identified in the literature and included in this review are listed in Table. 1.1.
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Table 1.1. C. difficile metabolic functions related to growth.

Metabolic Function

References

Compounds Metabolized
Glucose, fructose, mannitol,
salicin, xylose, galactose,

Experimental Approach
In vitro - batch culture

maltose, sucrose, lactose, (81, 82)
S f . raffinose, inulin, glycerol
ugar fermentation Mannose, melezitose, sorbitol, In vitro - batch culture (82,83)
ribose, cellobiose, trehalose
raffinose, stachyose In vitro - batch culture (82)
Glucose, N-acetylglucosamine  In vitro gut model (84)
Stickland Amino acids In vitro - batch culture (85-87)
fermentation Proteomics (88)
Hyaluronic acid In vitro - biochemical assay (89-92)
Hydrolysis of host Chondroitin-4-sulfate, In vitro - biochemical assay (91, 92)
tissue components heparin, collagen ’
Gelatin In vitro - batch culture (83)
Metabolism of Sialic acids (N-. o In vitro gut model (84)
. acetyleneuraminic acid)
mucin components -
In vivo - mouse model (70)
. . Essential amino acids: Defined medium
Amino acid N . .
e cysteine, isoleucine, leucine, development (93)
utilization . .
proline, tryptophan,valine
Ethanolamine Ethanolamine Structural and biochemical (94)
utilization analysis of eut operon
Autotrophy Carbon fixation (CO2 + H>) In vitro - batch culture (95)
General metabolism Whole genome sequencing (96)
(In silico analysis) and annotation
In vitro vs in vivo (pig ileal- 97)
General metabolism ligated loop model)
(transcriptomics) In vitro vs in vivo (98)
(monoassociated mice)
General metabolism In vitro vs in vivo (pig ileal- (88)
(proteomics) ligated loop model)
General metabolism Intestinal environment Analytical chemical analysis (82)
(metabolomics) metabolites of in vivo (mouse) samples

The nutritional landscape of the gut is remarkably complex, dependent on factors of

the host’s genetics and diet, as well as the intestinal microbial community, which has

been shown to be highly variable from person to person (99). Potential nutrient

sources in the gut come from the host diet, host tissues and secreted compounds,

components of microbial cells, and metabolites of the host and microbiota. While it is
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sometimes assumed that the intestinal environment is nutrient-rich, it is in fact a very
nutrient-poor environment, especially in the large intestine. Most nutrients are
depleted from the intestinal contents in transit through the small intestine by the
microbes in this upper region and by host degradation and nutrient uptake.
Moreover, the niche-adapted commensal microbiota present a highly competitive
environment for enteropathogens to obtain the limited nutrients that are available.
The nutrient utilization and competitive strategies of a few enteropathogens, such as
Salmonella enterica and Escherichia coli, have been extensively studied (reviewed in
(100). Some of the key nutritional resources exploited by these pathogens include
oligopeptides, mucus-derived sugars and proteins, ethanolamine, and 1,2-propandiol.
While the strategies used by C. difficile are poorly defined to date, it is likely that it
utilizes some of the same resources, and the growing body of literature in this area is

helping to paint an ever-clearer picture of its intestinal niche.

Early Characterization of C. difficile physiology. In the original paper describing C.
difficile (then named Bacillus difficilis), a classical battery of microbiological tests was
conducted to characterize this newly discovered intestinal bacterium (11). They
noted a difficulty in growing this organism and interpreting the employed assays,
mainly due to the strictly anaerobic conditions required, hence the name “difficilis”.
Nonethethless, a short list of nutrients utilized by C. difficile was reported including
dextrose, fructose, mannitol, salicin, xylose and to a lesser extent galactose, maltose,
sucrose, lactose, raffinose, inulin, and glycerol (Table 1.1). Their preliminary

experiments were focused more on characterization of this bacterium in order to
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differentiate it from other intestinal isolates and not as an extensive investigation into
its metabolic capabilities.

Over four decades after this initial description of C. difficile, its association with
antibiotic-associated disease, primarily pseudomembranous colitis, was published
(33). Atatime when genomic-based diagnostic assays were not available, there was
a need to further develop microbiological assays for clinical identification of this
pathogen. Some additional primary characterization was conducted by Hafiz et al. in
1977, but soon after simplified protocols that were more practical for clinical
application were developed by Nakamura et al. (83, 101). In both studies, the
carbohydrate-fermentation properties of large strain sets (30 and 82, respectively)
were investigated. Nakamura et al. tested for fermentation of 28 different
carbohydrates, reporting positive results for 11 of them, many of which overlaped
with the previously published results of Hall and O’Toole. This added mannose,
melezitose, sorbitol, ribose, cellobiose, and trehalose to the list of fermentable
carbohydrates. They also noted that all 82 strains liquefied 2% gelatin, and that the
additional ability to ferment mannitol was a unique characteristic, allowing it to be

distinguished from other subterminaly sporulating clostridia (83).

Studies of C. difficile-microbiota nutrient competition. The observation that
antibiotic treatment was required for development of CDI sparked much interest into
understanding the role of the intestinal microbiota in resistance to disease. Initial
work replicating this observation in both hamster and mouse models showed that the

intestinal microbiota repressed C. difficile growth since it was only able to colonize
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the intestinal tracts of gnotobiotic or antibiotic-treated animals (102, 103). Wilson
and Perini went on to further investigate the mechanism of this protective function,
hypothesizing that competition between the intestinal microbiota and C. difficile for
specific limited nutrients was important. A foundation for these studies was
previously established by Freter et al. who studied the interactions and colonization
dynamics between intestinal microbiota and Escherichia coli, and had developed a
continuous-flow culture model of the mouse large intestine (104-107). Indeed, they
had already shown that the intestinal microbiota could displace or inhibit growth of
C. difficile in their in vitro model (68). The fact that these dymanics could be
replicated in the continuous-flow culture system supported the idea that competition
for growth-limiting nutrients was occurring. Wilson and Perini first showed that C.
difficile grew slower than the dilution rate of the in vitro system in spent filtrates of
the model, which had been seeded with mouse microbiota (84). This suggested that
important nutrients had been depleted by the mouse microbiota in the medium,
which was prepared from cecal contents of germ-free mice. Analysis of the
carbohydrates in fresh and spent medium revealed several components that were
significantly depleted in the spent medium. Individually adding these back to the C.
difficile spent medium cultures increased the growth rate of C. difficile, but only for
three of the components tested; glucose, N-acetylglucosamine, and N-
acetylneuraminic acid. Itis interesting to note that the latter two of these three are
constituents of mucin. This was the first time that specific nutrients important for C.
difficile growth in the context of the intestinal environment were identified. Another

interesting finding of this work was that C. difficile can only utilize these nutrients in
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their free form, since it lacks the ability to cleave them from mucin directly (84).
Therefore, it still requires the degradative functions of other members of the
intestinal microbiota to be able to utilize these compounds in vivo, further supporting
the complexity of these competitive interactions.

Only recently was utilization of mucin-derived nutrients further investigated
in vivo. Ng et al. used a mouse model of C. difficile invasion to show that sialic acids
(specifically, N-acetylneuraminic acid) impact the levels of C. difficile colonization in
the mouse large intestine (70). Moreover, their work demonstrated that members of
the microbiota (in these experiments, Bacteroides thetaiotaomicron) that can
hydrolyze sialic acids from the mucosa are required for C. difficile to be able to utilize
them, as suggested in the work by Wilson and Perini. C. difficile expansion was lower
in mice when it was co-colonized with a sialidase-deficient strain of B.
thetaiotaomicron rather than the wild-type strain. Furthermore, this decrease in
colonization levels was restored when the mice were fed free sialic acid. Additional
support for the importance of sialic acid availability was demonstrated by showing a
4-fold decrease in colonization between wild-type C. difficile and a mutant unable to
metabolize N-acetylneuraminic acid. However, it is clear that additional nutrients
are important for C. difficile colonization in vivo, since the mutant was still able to
reach relatively high levels (7 x 107 CFU/ml feces). Nonetheless, this work is
important for understanding the metabolic functions of C. difficile playing a role in
intestinal invasion; hopefully, more in vivo work similar to this will be done to

provide insight in this area.
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Hydrolytic enzymes. Hydrolytic enzymes comprise a class of virulence factors
common to bacterial pathogens (108). More specifically, these refer to enzymes that
can hydrolyze different components of host tissues. Some classic examples include
neuraminidase, hyaluronidase, collagenase, gelatinase, and heparinase. These are
important to pathogens for two main reasons. One, they are integral in pathogenesis
because they incite tissue damage, stimulating inflammatory responses and allowing
access to underlying tissues. Secondly, the products of the hydrolysis reactions can
be used as nutrient sources. Furthermore, the activity of hydrolytic enzymes has
been demonstrated for several isolates of the human fecal microbiota, particularity in
reference to the break down of host mucin, supporting that these compounds are an
important source of nutrients for organisms that inhabit the intestinal tract (109).
The hydrolytic activities of C. difficile have not been extensively studied. The
studies that have been done generally include poorly characterized strains, often not
specifying the virulence or toxigenicity of the strains. Drawing conclusions from
these studies is even more difficult in light of the conflicting and inconsistent results.
For example, Hafiz et al. screened 21 isolates for hyaluronidase activity and reported
them all to be positive, while Popoff and Dodin then screened 25 isolates finding them
all hyaluronidase negative (89, 90). Later, a study was published by Borriello et al.
that screened three groups of strains of varying virulence for the activity of four
different hydrolytic enzymes; hyaluronidase, chondroitin-4-sulfatase, heparinase, and
collagenase (91). They reported nine of the eleven strains to have positive (or weak)
hyaluronidase and chondroitin-4-sulfatse activity, all eleven have positive (or weak)

heparinase activity, and only 6 to have collagenase activity (of which 5 were weak).

22



While there were no strong correlations with virulence, there was a trend of more
hydrolytic activity in the more virulent strains. The same group also published a
larger study of 30 strains of known virulence or toxin production where they again
screened for the same hydrolytic activities (92). Again, they concluded that there
were no direct correlations between enzymatic activity and virulence or toxigenic
status; however, the most virulent strains in their analyses had the most positive
results, whereas many of the lesser virulent strains had more negative results. It is
unclear whether the hydrolytic capabilities of C. difficile play more of a direct role in
virulence by damaging host tissues and breaking down the mucosal barrier as a
means of allowing the toxins access to the underlying epithelia, or if they serve to play
a more indirect role by providing nutrients for growth and expansion in the intestinal
environment. In essence, these two functions are difficult to separate for C. difficile
since its ability to compete with the intestinal microbiota and colonize is such an
integral part of its pathogenesis. Nonetheless, more investigation in this area is
warranted and would provide much needed insight into important metabolic

strategies of C. difficile.

Proteolysis, amino acids, and stickland fermentation. In 1989, Seddon and
Borriello developed the first chemically defined medium specifically for growth of C.
difficile (110). Components included 9 amino acids, N-acetylglucosamine, and a mix
of vitamins and minerals. They tested 10 different strains in this medium, and
growth was adequate, yet poorer than growth in the standard, rich medium typically

used for C. difficile, Brain Heart Infusion (BHI) medium. Several years later,
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Karasawa et al. more thoroughly characterized the in vitro growth requirements of C.
difficile by identifying the essential amino acids and vitamins needed for optimum
growth (93). Essential amino acids included cysteine, isoleucine, leucine, proline,
tryptophan, and valine; only three vitamins were found to be essential: biotin,
pantothenate, and pyridoxine. Their optimized defined medium resulted in growth
comparable to that in BHI medium, and was a better alternative for physiological
studies.

Seddon and Borriello observed that C. difficile growth was stimulated when
provided a source of peptides, such as proteose peptone or casein hydrolysate,
hypothesizing that it may prefer to grow on short peptides rather than free amino
acids. To further investigate the proteolytic capabilities of C. difficile, they screened
10 strains using various proteolytic assays (111). They used plate assays as well as a
variety of biochemical assays using both whole cell suspensions and supernatant to
separate cell-associated and extracellular enzymatic activity. In agreement with their
previous work investigating the hydrolytic activities of these strains, they found
variable proteolytic activity among the strains with no direct correlation to toxigenic
or virulence status; however, they again observed a trend of the most virulent strains
having the most proteolytic activity. Furthermore, they confirmed the collagenase
activity previously reported, that there was no albuminase activity, and no
chymotrypsin activity. They did observe the presence of an enzyme with trypsin-like
activity and further biochemical characterization of the partially purified enzyme
suggested it was similar to the known proteolytic virulence factor, clostripain, of C.

histolyticum, another Clostridial pathogen. Finally, the authors proposed that C.
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difficile’s proteolytic activity allows for generation of amino acid sources for
metabolism and growth and therefore may contribute to the virulence of this
organism. For example, ATP generation through fermentation of amino acids has
been demonstrated and will be discussed next.

First discovered in 1935, Stickland observed that extracts from Clostridium
sporogenes were able to ferment amino acids in a pair-wise fashion in which one
amino acid (Stickland donor) was oxidized while another amino acid (Stickland
acceptor) was reduced (112). Subsequent work has shown these reactions to be
utilized by other proteolytic Clostridia. Building upon the previous work showing C.
difficile’s proteoltic activity and ability to utilize free amino acids, Jackson et al.
investigated whether C. difficile was able to also utilize Stickland reactions for growth
(85). Indeed, they showed that C. difficile growth was increased when cells were
grown in minimal medium supplemented with Stickland pairs of amino acids.
Furthermore, this metabolic activity was dependent on the presence of selenium in
the medium. Using the newly sequenced and annotated genome data from the C.
difficile type strain, CD630 (96), they identified two selenoenzymes likely to be
involved in these reactions, glycine reductase, and D-proline reductase. Expression
analysis showed both of these enzymes were expressed in the presence of the
appropriate Stickland donor amino acids (glycine, proline, or hydroxyproline). They
were also able to purify and further characterize D-proline reductase, observing that
the biochemistry of this enzyme is slightly different from other known proline
reductases since it is does not require divalent cations and is inhibited by zinc. This

was the first demonstration that Stickland amino acid fermentation is important for
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growth of C. difficile and the identification of two enzymes that may play critical roles
in this metabolic function. Moreover, if Stickland fermentations are critical for
optimum growth in the intestinal environment, is suggests that the availability of
selenium could be an important growth factor. More recent work has gone on to
investigate the transcriptional regulation of the glycine reductase and D-proline
reductase gene clusters and has identified that it is proline-dependent and mediated
by the protein PrdR (86).

Based on the evidence suggesting the importance of Stickland fermentation
for C. difficile metabolism and that the organisms utilizing this metabolic strategy are
limited, Wu et al. hypothesized that the enzymes involved could be potential narrow-
spectrum drug targets for development of novel C. difficile treatment (87).
Furthermore, recent transcriptomic and proteomic studies have demonstrated that
these enzymes are expressed in in vivo models (88, 98). The activity of D-proline
reductase requires the conversion of L-proline to D-proline, a function carried out
PrdF, D-proline racemase. An insertional knock-out mutant of PrdF showed no
significant reduction in growth rate in early log phase; however, mid and late-log
phase growth was reduced resulting in significantly lower final growth yield of the
mutant. No affect on virulence was reported as there was no difference in survival
time of hamsters infected with the wild type or mutant strains and there was no
significant difference in toxin expression in vitro (87). The generation of knock-out
mutants of several genes in the Stickland fermentation pathways in this and the
Bouillaut et al. study (86) show that these are not essential for growth in vitro.

Additionally, lack of affect of the PrdF knock-out on virulence suggests that Stickland
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fermentation is not essential in vivo either. However, more in vivo work in this area
investigating the role of this and other Stickland pathway enzymes on colonization
levels is warranted to determine of Stickland metabolism is important for C. difficile

growth and competition in the intestinal environment.

“Omics” approaches to investigating metabolism.

Genomics. The first C. difficile whole genome sequence and analysis was published by
Sebaihia et al. in 2006 for strain CD630, a virulent strain isolated from a patient with
severe pseudomembranous colitis in Switzerland in 1982 (96). CD630 has a 4.3 Mbp
chromosome (and also a 7.9 kbp plasmid), with an unusually high (11%) percentage
of mobile elements and a low G+C content (29%). In terms of energy metabolism,
genome annotation identified a large amount of genes involved in carbohydrate
transport and metabolism as well as genes involved in degradation of ethanolamine, a
bacterial carbon and nitrogen source. Ethanolamine is a component of the
phosphatidylethanolamine, a common phospholipid of biological membranes, and
hence is abundant in the gastrointestinal environment due to the multitude of
microbes present as well as the sloughing off of host mucosal epithelia (113). The
ability of several gut-associated bacteria to degrade ethanolamine has been reported
(114), as has its role in virulence and colonization for several pathogens (115).
Recently, a structural and biochemical study of the proteins encoded in the C. difficile
ethanolamine gene cluster and microcompartment formation was reported (94).
However, the direct role of ethanolamine utilization in C. difficile colonization or

virulence has not been investigated.
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Transcriptomics and proteomics. The availability of whole genome sequence data,
especially through web-based microbial genomics sources such as IMG (Integrated
Microbial Genomes) and NCBI (National Center for Biotechnology Information), has
facilitated utilization of “omics” approaches to investigate C. difficile colonization.
Several studies have applied transcriptomics and proteomics to determine which
genes or proteins are differentially expressed under in vivo vs in vitro conditions (88,
97,98,116,117). The focus of many of these studies is on identifying genes related
more directly to virulence (toxin expression) and stress tolerance, yet some data has
emerged providing information about the metabolic strategies employed in vivo.

In an effort to further understand C. difficile adaptation to the host
environment, Scaria et al. developed a pig ileal-ligated loop model and used it to
determine the transcriptional profile of C. difficile 4, 8, and 12 hours post-infection
(97). Comparison of microarray data between in vivo (pig ligated loop model) and in
vitro (BHI medium) conditions revealed upregulation of several pathways involved in
transport and metabolism of amino acids and various carbohydrates, anaerobic
respiration, and lipid degradation. In particular, the data suggested metabolism of
xylose, mannose, and glycogen to be important in vivo. This study was one of the
first transcriptional profiling studies of C. difficile gene expression in an in vivo model.

The same group then used a proteomics approach to look at C. difficile protein
expression in a similar pig ligated loop model (88). Again, they compared samples
from in vitro and in vivo conditions 4, 8, and 12 hours post infection; of the 705

quantifiable proteins identified, 109 were differentially expressed. Many proteins
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involved in metabolism and energy production were identified, including those
important for amino acid metabolism, carbohydrate metabolism, and Stickland
fermentation. Many of the pathways upregulated in this study overlap with their
previous transcriptomic study; however, some did not and this is probably a
reflection of the differences in the technical challenges of these two techniques, and
inherent differences in the targets of the analyses. Regardless, these studies provide
useful data suggesting important metabolic adaptations of C. difficile to its host
environment and can be mined for potential functions to more directly test through
genetic manipulation and in vivo colonization and virulence experiments.

Another in vivo transcriptomic study recently published by Janoir et al. used
this comprehensive approach by first identifying genes upregulated in vivo and then
testing knock-out mutants of those genes for defects in colonization (98). They
compared temporal gene expression in vitro (TY medium) vs in vivo, using C. difficile-
monoassociated mice; 549 differentially expressed genes were identified, 20% of
which were ascribed to metabolic pathways. Like the other in vivo transcriptomic
and proteomic studies in the pig ileal-ligated loop model, the pathways included lipid
and carbohydrate transport and metabolism, and fermentation of carbohydrates and
amino acids. In addition, genes involved in glycogen synthesis and degradation of
polysaccharides were upregulated in vivo. Evidence for a preference for the
leucine/proline Stickland fermentation pair was also apparent in the data.
Interestingly, one-sixth of the upregulated genes were of unknown function, two of
which were selected for further investigation. Genetic knock-out mutants of these

two genes were tested against the wild type strain for decreased colonization fitness.
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One of them, CD1581, had significantly lower colonization in the co-infection
experiment, providing direct evidence for the importance of the product of this gene
for colonization in vivo. The observation that the other hypothetical protein mutant
did not show a colonization defect even though the gene was differentially expressed
supports that colonization factors identified in these initial genetic studies must be

directly tested in follow-up experiments.

Metabolomics. Yet another approach to understanding the metabolic strategies used
by C. difficile for colonization was recently published by Theriot et al. (82). They used
metabolomics to first identify changes in the available nutrients between caecal
contents of C. difficile resistant and susceptible (antibiotic-treated) mice, identifying
significant changes in levels of some amino acids, carbohydrates, lipids, peptides and
xenobiotics. In vitro growth experiments confirmed the ability of C. difficile to utilize
some of the carbohydrates shown to increase in the C. difficile-susceptible metabolic
environment, namely glucose, fructose, mannitol, sorbitol, raffinose, and stachyose.
Additionally, they identified two different C. difficile-resistant states, one before
antibiotic treatment, and one six weeks after antibiotic treatment. Interestingly, the
bacterial communities between these states were very different, however, their
metabolomic profiles were strikingly similar, especially with regard to compounds
found to be important for C. difficile germination and growth. This supports that the
functions of the intestinal microbiota, which shape the metabolic environment, rather
than the specific community member are more important for resistance to C. difficile.

This study took a novel approach to understanding C. difficile colonization by first
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characterizing the nutrients available to C. difficile, then testing its ability to utilize
these compounds. In contrast, previous studies first identified C. difficile compound
utilization by genomic and phenotypic analyses, then tested if these affected
colonization. Additional studies combining data from these two complementary
approaches will undoubtedly provide even more insight into understanding C. difficile
intestinal colonization and bring us closer to development of novel ways to prevent

and treat CDI.

Autotrophy. A completely novel growth strategy used by C. difficile was recently
discovered by Kopke et al. (95). This was an exciting discovery as it was the first time
a bacterial pathogen was demonstrated to be able to grow autotrophically. Metabolic
byproducts of the microbial breakdown of some intestinal saccharide and protein
sources include carbon dioxide and hydrogen gases. C. difficile can in turn fix the CO;
and form acetate by way of the Wood-Ljungdahl pathway; several genes belonging to
this pathway are conserved among C. difficile isolates. Indeed, it was demonstrated
that C. difficile can grow on COz and H: as the sole source of carbon and energy in a
defined medium (95). Experiments designed to directly test the contribution of
autotrophic growth to in vivo colonization are needed; however, the ability of C.
difficile to grow autotrophically adds another growth strategy to C. difficile’s
metabolic repertoire.

Summary

Disease caused by C. difficile is a common complication in antibiotic treatment. Until

recently, it was not considered a significant nosocomial threat. However, increases in
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disease prevalence and severity have generated an urgency to understand the
epidemiology and etiology of this disease. A likely contributing factor to the
increased disease incidence is the emergence of epidemic strains that appear to
spread more readily and potentially cause more severe disease. C. difficile infection is
distinctive in that there is a clear role of the intestinal microbiota in the development
of disease. However, the specific mechanisms that govern outgrowth of C. difficile in
the colon are poorly understood. One hypothesis regarding inhibition of C. difficile in
the absence of antibiotic treatment suggests that members of the microbiota
outcompete C. difficile for key nutrient sources. Several studies have been published
providing evidence that supports this hypothesis. There is some understanding of the
general metabolic capabilities of C. difficile, however, which specific nutrients are key
players in colonization resistance and how much of an impact they have on the ability
of C. difficile to outgrow in the colon is poorly understood. Understanding all of the
strategies C. difficile uses to compete for the limited resources available in the
gastrointestinal tract could provide insight into how the microbiota impacts disease
progression, and ultimately lead to new infection control strategies. Furthermore, it
is unclear if characteristics of the newly emerged epidemic strains related to
colonization and competitive dynamics within the intestinal environment contribute
to their increased prevalence and ability to cause disease. The work presented in
this thesis aims to address some of these issues. Chapter 2 presents the development
of an in vitro model to study fecal bacterial communities, which was adapted in
chapter 3 as a C. difficile infection model. We used the in vitro C. difficile infection

model to show that in the presence of complex fecal microbiota, epidemic ribotype
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027 strains outcompete strains of other ribotypes. Also presented are in vivo data
supporting this competitive advantage of the RT 027 strains in a mouse infection
model. Chapter 4 focuses on the growth metabolism of C. difficile and shows that
epidemic strains are able to grow more efficiently on the disaccharide trehalose.

This metabolic characteristic of epidemic strains may contribute to the competitive
advantage we observed in our in vitro and in vivo models. Moreover, if the
importance of trehalose metabolism translates into the human intestinal
environment, this work provides insight into defining the intestinal niche of C. diffcile,

and understanding the evolution and emergence of epidemic strains.
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CHAPTER 2

Development of Single Chamber Human Gut Microbiota Mini-bioreactor Arrays
(MBRA)

The material presented in this chapter was an equal collaboration with Jennifer M.
Auchtung (Britton Lab, Department of Microbiology and Molecular Genetics MSU)
and Robert D. Stedtfeld (Hashsham Lab, Department of Civil and Environmental
Engineering, MSU). Robert Stedtfeld drafted the bioreactor design for fabrication,
and performed the HPLC analysis for SCFA quantification. Jennifer Auchtung

conducted the bioreactor community analysis and microbial ecology.
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Abstract

We developed single chamber continuous-flow mini-bioreactor arrays (MBRA) for
in vitro human fecal microbiome studies. The small size (15 ml volume) and setup
allowed many individual reactors to be operated in parallel, providing flexibility in
terms of testing multiple conditions and replicates simultaneously. Initially, we
tested four variations of media to determine how well these media would be able to
reproduce the microbial diversity and functional stability of a human fecal
community. Triplicate reactors were inoculated with each medium and their
stability was monitored over time (28 days). We identified one medium that best
supported growth of a diverse fecal microbial community with a stable short chain
fatty acid (SCFA) profile most similar to the starting fecal inoculum. Detailed
analyses of communities in this medium demonstrated that the microbial
community in each reactor was dynamic throughout the culture period. The largest
changes in the communities were observed during the first week in culture, after
which the communities stabilized to a constant low rate of change. Over time, the
communities present in each replicate reactor diverged both from the starting
community and from the other replicate reactors, but still shared some similarity
with the starting fecal inoculum. This study demonstrates the utility of multiplexed,
single chamber MBRA to support growth of complex, dynamic, functionally-stable

fecal microbial communities.
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Introduction

The trillions of microorganisms forming the commensal microbiota of the human
gastrointestinal tract contribute to many different aspects of host physiology,
including metabolism and energy stasis, maturation of the immune system,
metabolism of xenobiotics, and protection from pathogen invasion (reviewed in (1-
3)). Although many insights about the role of the microbiota in host health and
disease have been gained by studying the microbiota in association with its human
host (e.g., (4-6)), the availability of less complex models of the microbiota (i.e.,
conventional and humanized animal (7-10) and in vitro models (11-16) have also
played an important role in elucidating the roles of the microbiota. The primary
advantage of using these models are the ability to perform controlled experiments
at a higher throughput than can be achieved with human studies, whereas the
primary disadvantage is the lack of interactions with the human host.

Several different in vitro models of the human intestinal tract have been
developed, ranging from simple batch culture models (e.g, (17, 18)) to more
complex continuous flow culture models (e.g., (11-16)). Continuous-flow culture
models are beneficial for studying the complex interactions between members of
the host microbiota in vitro because they allow for studies to be completed during
an extended period of time under conditions where pH, nutrient availability and
washout of waste products and dead cells can be better controlled (reviewed in (19-
21)).

Three multi-stage continuous-culture models that have been well studied

and validated for their use as in vitro models of the human microbiota are the
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Simulator of Human Intestinal Microbial Ecosystem (SHIME, (14, 22, 23)), the TIM-2
in vitro model of the human intestine (12, 24), and the three-stage compound
continuous culture system (13, 16). Although they share several features, each
model has its own unique properties. The SHIME and three-stage compound
continuous culture system simulate multiple colon compartments (ascending,
transverse, and descending colon) with fresh nutrients coming into the system at
the ascending colon. In contrast, the TIM-2 model has four chambers that simulate
the proximal colon and are connected in a loop with contents circulated between the
four chambers and fresh medium brought into one of the chambers through a
peristaltic valve. All three models are inoculated with human feces, maintained at a
constant temperature of 37°C, kept anaerobic by continuous flushing of anaerobic
gas (N2 (SHIME, TIM-2) or CO: (three-stage), and incorporate dynamic pH
monitoring and adjustment.

Another common feature of all three model systems described above is their
size and complexity, which makes high numbers of biological replication of
experiments challenging. The goal of our study was to develop a simpler,
continuous-flow in vitro model that would support growth of complex human fecal
microbial communities but also facilitate higher throughput studies. We developed
mini-bioreactor arrays (MBRAs) that allow for simultaneous operation of up to 24
independent reactors in a single anaerobic chamber. After testing four different
media, we identified a single medium that best supported growth of microbial

communities that were functionally and ecologically similar to the initial fecal
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community. Based upon these results, we anticipate that our MBRA model will be a

useful tool for moderate throughput studies of human fecal microbial communities.

Materials and Methods

Design of mini-bioreactor arrays (MBRA). MBRAs were designed using CAD
software (Argon, Asheller-Vellum), and fabricated with DSM Somos Watershed XC
11122 via stereolithography (FineLine prototyping). In detail, six reactors with an
internal volume of 25 mL were designed into a single strip with 200mm x 47 mm x
36 mm dimensions (Fig. 1A). Reactors were drawn with 25 x 25 x 40 mm
dimensions, including 10 mm radial blends on the bottom corners (to prevent
buildup of cells and other insoluble materials), and 5 mm radial blends on the top.
Reactors were spaced 32.5 mm center to center to match dimensions on the
selected stir plate (described below). Three 5.55 mm diameter holes (influent,
effluent, inoculation/sampling) were placed into the top of each reactor, and spaced
16 mm apart center to center. Holes were tapped with threads to fit with
conventional leur connectors. Inner walls of the reactors were placed 2 mm from
the bottom of the strip, 5 mm from the top of the strip, 5 mm from the side of the
strip, and 3.25 mm into the strip. A 1.25 x 16 x 31 mm intrusion was designed into
the bottom corners of the MBRA for fixing into a custom built acrylic block that held
the reactors upright and properly aligned with the stir-plate. A CAD file (.stl) that
can be used directly for fabrication via stereolithography is available in the

supplemental material.
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Collection of fecal samples. Fecal samples were donated by twelve healthy,
anonymous donors that were between the ages of 25 and 64, had not taken
antibiotics for at least two months and had refrained from consuming products
containing intentionally-added live microbes for at least two days prior to donation.
Fresh samples were collected into sterile containers, which were then packed in wet
ice in a sealed (8.1 quart, Sterilite Ultraseal) container with two anaerobic gaspaks
(BD biosciences) and transported to the laboratory within 24 hours. Protocols for
participation of human subjects were reviewed and approved by the Institutional

Review Board of Michigan State University.

Preparation of fecal samples. Once received in the laboratory, samples were
transferred to an anaerobic chamber and manually mixed with sterile equipment
(spatula and/or pestle). Aliquots were transferred to sterile cryogenic vials and
stored at -80°C until use. Prior to inoculation into the bioreactors, aliquots from
each donor were thawed in the anaerobic chamber and resupsended in sterile,
phosphate-buffered saline with 0.1% cysteine at a concentration of 20% w/v.
Samples were vortexed vigorously for 5 min, then allowed to settle for 5 min prior
to removal of the supernatant, which was used for inoculation into the reactors.
Inoculum was introduced into each reactor through an ethanol-sterilized rubber
septum via a sterile syringe and needle. The final concentration of inoculum in each
reactor was 1%. Excess fecal slurry was diluted 30% with sterile glycerol to a final
concentration of 15% glycerol, aliquoted into 1 ml volumes in sterile cryovials, flash

frozen in liquid nitrogen, and stored at -80°C. Two aliquots of excess fecal slurry
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were used for analyzing the SCFA and microbial community composition of the fecal

inoculum.

Media. One liter of BRMW was composed of tryptone (1g), proteose peptone #3
(2g), yeast extract (2g), arabinogalactan (1g), maltose (1.5g), D-cellobiose (1.5g),
sodium chloride (0.4g), hemin (5mg), magnesium sulfate (1mg), calclium chloride
(1mg), tween 80 (2ml), taurocholate (1g), D-glucose (400mg), inulin (2g), sodium
bicarbonate (2g), potassium phosphate monobasic (6.1g), potassium phosphate
dibasic (7.6g), and vitamin K3 (1mg). The composition of BRMW1o was the same as
BRMW with the exception of 10-fold reductions in the concentration of
arabinogalactan, maltose, D-cellobiose, D-glucose, and inulin. One liter of BRMG was
composed of trypticase peptone (2g), yeast extract (1g), D-glucose (0.4g), cellobiose
(1g), maltose (1g), fructose (1g), beef extract (5g), magnesium sulfate heptahydrate
(32 mg), sodium chloride (80mg), calcium chloride (0.8mg), iron sulfate (2.5mg),
hematin (1.2mg), histidine (31mg), tween 80 (0.5ml), ATCC vitamin mix (10% v/v),
boric acid (30ug), manganese chloride (600ug), cobalt (II) chloride (190ug), nickel
(IT) chloride (124ug), copper (II) chloride (102ug), zinc sulfate (144ug), sodium
molybdate (36ug), sodium metavanadate (25ug), sodium tungstate (25ug), sodium
selenite (6ug), isovaleric acid (0.1ml), propionic acid (2ml), butyric acid (2ml),
taurocholate (1g), sodium bicarbonate (2g), potassium phosphate monobasic (6.1g),
potassium phosphate dibasic (7.6g), and vitamin K3 (1mg). The composition of
BRMG1o was the same as BRMG with the exception of 10-fold reductions in the

concentration of maltose, D-cellobiose, D-glucose, and fructose. We adjusted the pH
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of all four media to 6.8 and sterilized by a combination of autoclaving and filter

sterilization of heat labile reagents.

MBRA operating conditions and sampling. Media were transferred from the
source bottles through a combination of 1/8 in inner diameter (ID) C-flex tubing
(6424-67, Cole-Parmer) and 0.89 mm ID 2-stop Tygon lab tubing supplied to the
reactors via a 24-channel peristaltic pump (IPC-24, Ismatec). The waste line in each
MBRA was set to maintain a working volume of 15 ml and the pumps were
calibrated for a flow rate of 0.625 ml/hr (24 hr retention time). Waste was removed
from the reactors through a combination of 1/8 in ID C-flex tubing and 1.14 mm ID
2-stop Tygon lab tubing drawn from the reactors via the same 24-channel peristaltic
pump. Omnifit caps were used to connect media and waste bottles to tubing.
Reactors were stirred using magnetic stir bars driven by independent magnets on a
60-spot magnetic stir plate (VarioMAG HP 60, Vario-MAG USA). Assembled MBRA
were sterilized by autoclaving and were operated in an anaerobic chamber (5% Hz,
5% CO2, 90% Nz) maintained at 37°C. MBRA and source media were allowed to
equilibrate to the anaerobic environment of the chamber for at least 72 hours prior
to use. Media was pumped through tubing into the reactors and allowed to
equilibrate for 48 hrs in the reactors prior to inoculation to ensure sterility. 1 ml
samples were removed for SCFA and microbial ecological analyses every two days
by sterile needle and syringe through ethanol-sterilized septa. (Removal of 1 ml of
sample decreases the total volume of the culture in the reactor by 6.7%. Reactor

volume returns to the pre-sampling volume of 15 ml within 1.6 hours of sampling
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through the addition of fresh medium. During these 1.6 hours, waste is unlikely to
be removed since the volume of the reactor is below the threshold volume for waste
removal.) Samples were centrifuged for 1 min at maximum speed, supernatants
were removed from cell pellets, and both pellets and supernatants were stored at -
80°C until further processing. The pH of thawed supernatant samples was tested

with pH strips (pHyrdrion papers, pH 4.5-7.5, MicroEssential Laboratories).

HPLC of SCFA. To ensure cells were removed, thawed supernatant samples were
centrifuged at maximum speed for an additional 15 min. Centrifuged reactor
samples were filtered through 0.22-pm-pore-size filters (SLGS033SS, Millipore) and
acidified with 0.1 M H2S04. SCFAs were analyzed with a high-performance liquid
chromatograph (HPLC) equipped with a 250 x 4.6 mm Discovery C8 column (59354-
U, Supelco Analytical) connected to a UV /Vis absorbance detector (Series 200,
Perken Elmer) set at 210 nm. The mobile phase was 25 mM potassium phosphate
adjusted to a pH of 2.8 with phosphoric acid, at a flow rate of 1 ml/min, and 100 pl
was injected into the HPLC using an autosampler (Series 200, Perkin Elmer). All
compounds detectable with the UV/Vis absorbance detector within 50 min were
monitored. Lactate, acetate, butyrate, propionate, and isobutyrate were identified by

their retention times compared to those of standards.

SCFA Analysis. The area under peaks were calculated using TotalChrom Navigator
(Perkin Elmer), and the concentration of SCFA was derived via standard dilutions of

lactate, acetate, butyrate, propionate, and isobutyrate run in parallel. Pearson
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Product Moment Correlation Coefficients were calculated using the Pearson
function in Microsoft Excel. Additional transformations of the data are reported in

the figure or table legend.

DNA extraction. We extracted DNA from samples using bead beating followed by
cleanup with a Qiagen DNEasy Tissue Kit. Samples were resuspended in 360 ul
buffer ATL (Qiagen), transferred to a MoBio fecal bead tube, and homogenized on
full speed for 1 min. Homogenates were incubated with proteinase K (40 ul of >600
mAU/ml, Qiagen) for 1 hour at 55°C, followed by incubation with 200 ul of buffer AL
for 10-30 minutes at 70°C. 200 ul of ethanol was added prior to loading on the
column. Column washing was as described in the Qiagen protocol and samples were
eluted in 100 ul of Buffer AE. DNA concentrations were determined with Quant-IT

(Invitrogen) according to the manufacturer’s protocol.

Preparation of 16S rRNA amplicons for sequencing. We used 40 ng of each DNA
sample as template in PCR with the following final concentrations of reagents: 200
nM 357F primer, 200 nM 926R primer, 1X AccuPrime PCR Buffer II (Invitrogen),
0.75 U of AccuPrime Taq DNA High Fidelity (Invitrogen). 357F/962R were designed
by the Human Microbiome Project, amplify the V3-V5 variable regions of the 16S
rRNA gene, and contain unique barcodes that can be used to multiplex sequencing
reactions (25). Each reaction was set up in triplicate and amplified using the

following cycle: 95°C for 2 min, followed by 30 cycles of 95°C for 20 sec, 50°C for 30

sec, and 72°C for 5 min, with a final extension at 72°C for 5 min. Successful PCR
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amplification products from triplicate reactions were pooled and cleaned with
Agencourt AMPure XP beads essentially according to protocol with minor
modifications (Beckman-Coulter). Briefly, products were resuspended with a 0.7X
volume of beads, washed twice with 70% ethanol, and eluted with 25 ul of low
EDTA TE Buffer (10 mM Tris, 0.1 mM EDTA). Concentrations of purified DNA
samples were determined using Quant-IT (Invitrogen) according to the
manufacturer’s protocol and were pooled in equimolar amounts. Nucleotide
sequencing was performed on a 454 GS Junior (Roche Diagnostics) at Michigan State
University according to the manufacturer’s protocols. Four sequencing runs were
performed. Run 1 included BRMW & BRMW 1, Reactors 1, 2 & 3 on days 2, 4, 8, 14,
and 28 and BRMG Reactors 1, 2, & 3 on days 2, 4, 8, 14, 22, and 28 in culture; Run 2
included BRMW & BRMW,o Reactors 1, 2, & 3 on day 20 in culture; Run 3 included
BRMW1, Reactors 1, 2, & 3 on days 2, 4, 6, 8, 10, 12, 14, 16, 18, and 20 in culture as
well as two independently prepared replicates of the fecal slurry; Run 4 was an in-

depth analysis of the two replicates of the fecal slurry.

Analysis of amplicon data. All sequence data were analyzed using mothur (26)
Version 1.27.0 (August 2012). The sequences from the four sequencing runs
described above were initially processed independently and were quality trimmed
and filtered to remove those sequences that had any ambiguous bases, mismatches
to the reverse primer or barcode, homopolymeric stretches longer than 8 nt, were
shorter than 200 nt, and/or had an average quality score over a 50 nt window less

than 30 (27). Sequences from all four runs were then compiled into a single fasta file
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and aligned to the SILVA reference alignment using the NAST-based aligner in
mothur, trimmed to ensure that sequences overlapped, and pre-clustered, allowing
a difference between sequences of 2 bp or less (27). Potentially chimeric sequences
were removed using the mothur-implementation of UChime (28); remaining
sequences were classified using RDP training set version 9 (March 2012) and
mothur’s implementation of the kmer-based Bayesian classifier. Sequences that
classified as Mitochondria, Chloroplasts, Eukarya or unknown were removed prior
to further analysis. Sequences were binned into Operational Taxonomic Units
(OTUs) with =3% sequence dissimilarity using the average neighbor algorithm of
mothur. Taxonomy was assigned to each OTU based upon the majority sequence
consensus within that OTU (29).

Comparison of cultures grown in BRMW, BRMW 19 and BRMG to the fecal slurry. In

order to determine the differences in microbial community structure and
composition within and between cultures grown in BRMW, BRMW o, BRMG and the
fecal slurry, we extracted these samples (from Runs 1 (all samples included), 2 (all
samples included), and 3 (fecal slurry only)) from the larger pool of samples prior to
further analysis. For OTU-based analyses, we then removed those sequences that
were represented by only a single sequence across the samples studied (singletons).
Before determining alpha-diversity measures (Inverse Simpson, Chao Richness,
Simpson Evenness) for the communities using the calculators present in mothur, we
randomly subsampled our data to the maximum number of sequences present in the
smallest group (nseqs=554) ten times and presented the mean * standard

deviations of these calculations. We also used one iteration of our randomly
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subsampled data to calculate the theta dissimilarity measure described by Yue and
Clayton (0yc (30)) using the calculators present in mothur.

For taxonomic-based analyses, we classified sequences using the RDP
training set and the mothur-implementation of the RDP-classifier as described
above. Sequences that were classified to the same taxonomic-level (Genus, Family,
Order, Class, or Phylum) were binned together into phylotypes. Prior to calculation
of the Oyc dissimilarity index, those phylotypes that were represented by a single
sequence across the samples were removed and the data was randomly subsampled
to the largest number of sequences present in the smallest sample (nseqs=557).

For analysis of phylogenetic diversity, we randomly subsampled our data to the
maximum number of sequences present in the smallest group (nseqs=557),
calculated an uncorrected pairwise distance matrix between the aligned sequences,
and then built a relaxed neighbor joining phylogenetic tree of the sequence data
using the mothur-implementation of clearcut (31). We calculated the phylogenetic
distance between samples using the mothur-implementation of weighted unifrac
(32). We used the mothur-implementation of principal coordinates analysis
(PCOA), ANOSIM, and AMOVA for analysis of Oyc Dissimilarity Indices. PCOA data
was plotted in R whereas other distance measures were plotted in Microsoft Excel.

The percent abundance of each phylotype at the class-level was based upon
analysis of total sequences present in the indicated samples (not subsampled). The
percent abundance in the fecal slurry samples was based upon the in-depth
sequencing (nseqs = 38,169 and 44,792) of duplicate fecal slurry samples

(Sequencing Run 4).
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Analysis of variation in cultures grown in BRMW1pand comparison to the starting

fecal inoculum. In order to calculate the differences that occurred between the three

reactors grown in BRMW1pand between BRMW 1 and the fecal inoculum, we
extracted sequence data from all three reactors on Day 2, 4, 6, 8, 10, 12, 14, 16, 18
and 20 and the two replicates of the fecal slurry samples (Sequencing Run 3). For
OTU-based analyses, we removed sequences represented by only a single sequence
across the data points and randomly subsampled all groups to the largest number
present in the smallest sample (nseqs=1814 for comparisons without fecal slurry
samples; nseqs=1582 for comparisons with fecal slurry samples). For taxonomic-
based analyses, we classified sequences using the RDP-classifier and binned into
phylotypes, removed singletons, and subsampled as described above. We calculated
the Oyc dissimilarity index, and ANOSIM and AMOVA of the Oyc distance matrix as
described above. We calculated the Pearson Product Moment Correlation Coefficient

using the Pearson function in Microsoft Excel. Data was plotted in Microsoft Excel.

Results

Mini-bioreactor design. After evaluating different materials for use in the MBRA,
we determined that DSM Somos Watershed XC 11122 was the most appropriate
material due to its transparency, resistance to water and humidity, durability after
autoclaving, previous use in microbiological studies (33), and its ability for use with
enclosed 3D fabrication. Stereolithography was used to create blocks of six

bioreactor chambers within each mini-bioreactor array (Fig. 2.1A). We chose
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stereolithography for synthesis in order to have a completely enclosed reactor
design, thereby minimizing points at which contaminants could be introduced into
the reactors. The interior volume of each reactor was designed to allow a 15 ml
medium volume and a 10 ml headspace volume. This reactor volume was chosen to
allow for a less drastic change in volume of medium upon sampling (<10% fora 1 ml
sample) while still maintaining sufficient headspace within the reactor to reduce the
risk of contamination of the source medium. Further, the small medium volume
(compared to liter scale reactors) reduced medium consumption and waste

production, thereby limiting expense of operation.
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influent

Inner Dimensions
197 mm 25 x 25 x 40 mm (25 ml)

| feed Reactor waste I
- V=15ml I
l Ret. time =24 hrs

Temp controlled (37°C) chamber, 5% hydrogen, 5% carbon dioxide, 90% nitrogen

Figure 2.1. Schematic of MBRA design and set-up. (A) Picture of a single mini-
bioreactor (MBRA) strip with dimensions indicated. (B) Schematic of bioreactor
setup. Each mini-bioreactor was operated with a total volume of 15 ml. We used
peristaltic pump tubing with 0.89 mm inner diameter (ID) and the lowest peristaltic
pump setting to produce a flow rate from the feed of 0.625 ml/hr (24 hr retention
time). We used 1.14 ID peristaltic tubing on the waste lines to prevent clogging.
Each reactor was constantly stirred using a magnetic stir bar driven by a stir plate.
Reactors were maintained in an anaerobic chamber (5% H2, 5% CO2, 90% N3) at
37°C.

MBRA operation. We operated the MBRA as continuously-stirred tank bioreactors
with a retention time of 24 hours (Fig. 2.1B). Similar operating conditions have been
used in other in vitro colonic models of the distal colon that supported growth of
diverse microbial communities (14, 34). These operating conditions allowed us to

monitor growth of our fecal communities in culture for 28 days. In order to facilitate
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growth of strict anaerobes, we maintained the MBRA in a 37°C anaerobic chamber
with 5% CO2, 5% Hz and 90% N: atmosphere. We evaluated four different types of
media, which were variations of media developed in the Wilcox (13) and Gordon (8)
laboratories for culturing diverse fecal communities. We named the media
variations BRMW (Bioreactor Medium Wilcox), BRMG (Bioreactor Medium Gordon),
BRMWjpand BRMG1o. BRMW19 and BRMG1o are modifications of BRMW and BRMG
that contain 10% of the carbohydrates found in the original media, which we
evaluated because previous work with the three-stage compound continuous
culture system had shown that the majority of carbohydrates in the medium are
depleted prior to reaching the third chamber of the system that mimics the distal
colon (34). The media were buffered with both phosphate buffer and bicarbonate,
which was sufficient to maintain a relatively constant pH without addition of acid or
base (pH was between 6.5 and 7.0 across all twelve reactors, when measured every

2 days).

Short chain fatty acid profiles of cultures grown in each medium revealed that
BRMW19 communities were highly stable and most similar to the fecal
inoculum. One key function the gut microbiota provides to its host is the
fermentation of otherwise indigestible polysaccharides to short chain fatty acids
(SCFAs), which can both be used by the host for energy metabolism and influence a
wide array of host functions (reviewed in (3)). Changes in the concentration and
proportion of individual SCFAs correlate with changes in bacterial groups (35-37),

thus monitoring SCFAs can be a good measure of community functional stability.
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Using HPLC, we monitored the concentrations of five SCFAs (acetate, butyrate,
isobutryate, lactate and propionate) in our reactors over time and compared these
concentrations to the starting fecal inoculum. While the low concentration of
isobutyrate, an isoform of butyrate, is typically neglected, it was monitored in this
study because it has been described, along with butyrate, as the most rapid
indicators for monitoring process instability (38, 39).

We found considerable differences in SCFA profiles and concentrations
across the four different media (Figure 2.2, Figure S2.1). For an individual reactor in
a given medium, we generally observed that stabilization in the SCFA profile, which
we defined as a Pearson Product Moment Correlation Coefficient > 0.8 from one
sample day to the next (as had been previously reported to represent stability (23,
40)), occurred by day two of growth in culture and persisted throughout the
remainder of time in culture (Fig 2.3A-D). The two exceptions to this trend were
from a single reactor grown in BRMG and another reactor grown in BRMG1o where
the correlation coefficient dropped to 0.73 and 0.77, respectively during single two-
day windows. In general, the correlation coefficient was above 0.9 for most points in
culture. A notable exception occurred between day 18 and 20 in culture in BRMG
and BRMG1o where the correlation coefficient dropped quickly then returned to
stability. This time frame corresponded to a change from one batch of source

medium to a new batch of source medium.
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Figure 2.2. Short Chain Fatty Acid analysis of bioreactor cutures. Comparison
of the Short Chain Fatty Acid Profiles of the fecal inoculum to bioreactors cultured in
BRMW, BRMG, BRMW1o, or BRMG1o. (A-E) Mean Percent Abundance of SCFA in
duplicate samples of original fecal inoculum (A) and from triplicate reactors
cultured in BRMW(B), BRMG(C), BRMW1¢(D), or BRMG1o (E) sampled on every two
days. (F-G) We calculated Pearson Product Moment Correlation Coefficients of the
SCFA composition (percent abundance of acetate, butyrate, isobutyrate, lactate, and
propionate) for each day in culture compared to the initial fecal inoculum. Data
presented are the mean of triplicate reactors (error bars=SD of mean). Symbols
represent cultures grown in BRMW (), BRMW10 (0 ), BRMG(®) or BRMG1o (O).
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Figure 2.3. Pearson Product Moment Correlation Coefficient of the SCFA
composition in bioreactor cultures. For each individual reactor grown in
BRMW/(A), BRMG(B), BRMWj (C), or BRMG1o(D), we calculated the Pearson Product
Moment Correlation Coefficient of the SCFA composition from day X to day X+2 in
culture (X=2-28 at two day intervals) and plotted this is a function of day X. Black
symbols represent the data from reactor 1, gray symbols represent the data from
reactor 2, and white symbols represent the data for reactor 3 in each panel.

The similarity in SCFA profiles that we observed from one replicate reactor
to another varied by the type of medium evaluated. Bioreactor communities
established in BRMWo were highly similar to one another, with a mean correlation
coefficient from one replicate to another on the same day in culture of >0.99 (Figure
S2.2B). In contrast, one of the replicate reactors grown in BRMW diverged
drastically from the other two replicates by day 4 in culture (Figure S2.2A). In this
case, the SCFA profiles of two reactors were highly similar (mean correlation
coefficient across all days sampled >0.99), whereas the third reactor had a SCFA

profile dissimilar to either of the reactors (mean correlation coefficient across all

days sampled of 0.46 and 0.41). The replicate cultures grown in BRMG and BRMG1o
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were intermediate between these two extremes, with mean correlation coefficients
amongst reactors ranging from 0.82 to 0.98 (Figure S2.2C and S2.2D)

We also compared the similarity of the SCFA profiles of our different
bioreactor cultures to the starting fecal slurry. The SCFA profile of our fecal slurry
(87% acetate, 11% butyrate, 1% propionate, and 1 % lactate, Table 2.1) was similar
to previously reported fecal SCFA profiles (35, 41). Cultures grown in BRMW1o had a
SCFA profile most similar to the fecal inoculum (Fig. 2.2F), although acetate
concentrations were 15% lower than in the fecal inoculum with increased
concentrations of the remaining four SCFAs (Table 2.1). Cultures grown in BRMW
had a SCFA profile least similar to the fecal inoculum (Fig. 2.2F). Acetate
concentrations dropped to 24% of the total SCFA pool with large increases in
butyrate (50%) and propionate (20%, Table 2.1). Cultures grown in BRMG and
BRMG1o had SCFA profiles more similar to the fecal inoculum than those grown in
BRMW, but less similar than cultures grown in BRMWq (Fig. 2.2F & 2.2G). As
expected, concentrations of acetate, butyrate, and propionate were higher in
cultures grown in BRMG or BRMGo (Fig. S2.1), which contain added SCFAs (acetate,
29.6 mM; butyrate, 21.6 mM; propionate, 26.5 mM). However, even after correcting
for the calculated levels of SCFAs in the starting media, cultures grown in BRMG and
BRMGjo still had reduced acetate concentrations (47% and 55%, respectively, Table
2.1) and higher concentrations of butyrate (41% and 33%, respectively, Table 2.1)

than the fecal inoculum.
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Table 2.1. SCFA profiles for fecal inoculum and MBRA cultures.

Acetate Butyrate Propionate Lactate Isobutyrate
Fecal 87% = 10% +1.5% 1.0%+*04% 1.0+x0.0% ND
Inoculum! 1.1%
BRMW? 241 + ND

2.6% 50.7+29% 199+25% 53+1.2%
BRMW1e2  70.5£2.9% 165+x19% 6.1+1.3% 47+0.2% 1.9%0.09%
BRMG?3 43.2 =

2.6% 339+£6.1% 21x4.5% 1.7+0.6% 0.09+0.1%
BRMG1023 473+

5.5% 30.8+6.6% 204+19% 12+x02% 02%0.2%

1 Values reported are the mean of duplicate slurry samples for fecal inoculum + SD
2 Values reported are the mean of samples collected every two days for 28 days
across triplicate bioreactors + SD
3 Background concentrations of acetate, butyrate and propionate (29.6 mM, 21.6
mM, and 26.5 mM, respectively) in BRMG and BRMG1o were subtracted prior to
determining the mean percent abundance of each SCFA species.

Comparison of MBRA microbial composition and structure demonstrates that

communities cultured in BRMW;¢ are most similar to the fecal inoclum. In

order to study how culturing in the bioreactors influenced the structure of the

microbial communities, we analyzed 16S rRNA gene diversity of samples collected

from triplicate reactors grown in BRMW, BRMG, and BRMWj, at several points

during growth as well as from duplicate samples of the initial fecal slurry. We did

not include cultures grown in BRMG1o in these analyses because preliminary 16S

rRNA gene sequence analyses of BRMGio communities revealed that the cultures

were dissimilar from the fecal inoculum (data not shown).
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Overall, culturing in any of the three media resulted in significant decreases
in microbial diversity and species richness and an increase in species evenness
compared to the fecal inoculum (Fig 2.4A-C). The highest levels of diversity and
richness were seen in the communities cultured in BRMWy, whereas the lowest
levels of diversity and richness were seen in the communities cultured in BRMG. As
might be expected based upon the changes in diversity, richness and evenness,
culturing also resulted in changes in overall community structure (Fig. 2.4D-F). We
examined the changes in community structure at multiple taxonomic levels (Order,
Genus, and operational taxonomic units (OTUs) with sequence dissimilarity < 3% in
Fig. 2.4D, 2.4E, and 2.4F, respectively) using the dissimilarity measure described by
Yue and Clayton (Oyc (30)), which compares community structures based upon
shared community membership and abundance. We found that the communities
cultured in BRMG were least similar to the starting fecal inoculum at all taxonomic
levels (Fig. 2.4D-F, scaled from 0 to 1, with 1 being least similar). When examined at
the Order level, communities cultured in BRMW appeared slightly more similar to
the starting fecal inoculum than communities cultured in BRMW/g throughout their
time in culture, although these differences were not statistically significant
(student’s two-tailed t-test, p>0.07 for all time points). As expected, comparing the
BRMW and BRMW /o communities at finer taxonomic resolution (Fig. 2.4E and 2.4F)
revealed more dissimilarity to the starting fecal inoculum after culture in either
medium. Culturing in either medium produced similar levels of change in the
community structure relative to the fecal inoculum, with exception of the bioreactor

communities in BRMW reactors on day 4, which were much more similar to the
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starting fecal inoculum. Similar differences in community structure among the three
media were also observed when we compared their 16S rRNA gene diversity using

shared phylogenetic distance with weighted Unifrac ((32), data not shown).
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Figure 2.4. Microbial ecology of bioreactors compared to the fecal inoculum.
We compared the composition and structures of microbial communities cultured in
BRMW, BRMW1y, or BRMG medium to the fecal inoculum by analysis of 16S rRNA
gene diversity. We partitioned sequences with =3% sequence dissimilarity into
operational taxonomic units (OTUs, A-C, G) as well as examining shared community
composition at the Order (E) and Genus (F) levels. Triplicate BRMW or BRMW/,
bioreactor communities were analyzed on days 2, 4, 8, 14, 20, and 28 in culture;
triplicate BRMG bioreactor communities were analyzed on days 2, 4, 8, 14, 22, and
28.1In (A-C), we determined the mean (A) microbial diversity (Inverse Simpson
(1/D)), (B) species richness (Chao Richness Estimate), and (C) species evenness
(Simpson Evenness) of triplicate bioreactor communities after the indicated times
in culture in BRMW (M), BRMW/( (®), and BRMG (A) to the fecal inoculum (X). In
(D-F), we compared the differences in the overall community structure (Yue and
Clayton 0 Dissimilarity Index (Byc) at the Order (E), Genus (F), and 3% OTU (G)
levels between each day in culture in BRMW (H), BRMW1 (®), or BRMG (A) to the
fecal inoculum. We plotted the mean of the dissimilarity index for each triplicate set
of reactors as a function of the day in culture. Error bars represent the standard
deviation of the mean.
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Examining how the community composition varied amongst media, we found
that each medium supported a microbial community that was distinct in structure
from the other media tested. We found that both analysis of similarities (ANOSIM
(42), Fig. S2.3) as well as analysis of molecular variance (AMOVA (43)), indicated
that the composition and structure of each community was distinct (P < 0.001).
These observations held true whether we examined shared community structure as

measured by common OTUs (Fig. S2.3) or phylogenetic distance (data not shown).

Comparison of class-level differences among reactor communities revealed
the extent of reorganization of the microbial community during culture.
Examining the class-level distribution of organisms in the different media after 4
weeks in culture (Day 28), we found that in all three media there was a significant
decrease in the relative abundance of Clostridia (Fig. 2.5). This decrease in the
abundance of Clostridia was observed by the second day in culture (Fig S2.4). In
cultures grown with BRMW or BRMWj, this decrease in Clostridia correlated
primarily with increased representation of Bacteroides (Fig. 2.5). In two of the three
reactors cultured in BRMG, the loss of Clostridia correlated with a much higher
population of y-Proteobacteria (~50% of all organisms present), whereas in the
third reactor there was a bloom of Bacilli Two other classes of Bacteria that
significantly expanded in culture were the Synergistia and Fusobacteria, with the

largest expansions observed in reactors cultured with BRMW 1o and BRMG.
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Figure 2.5. Comparison of the class-level distribution of microbes in
bioreactors and the fecal inoculum. Comparison of the class-level distribution of
microbes on day 28 in culture in BR(MW), BR(MW15), or BR(MG) to the fecal
(Dnoculum. The percent abundance of each class of Bacteria in the individual
bioreactor samples is shown as is the mean percent abundance of each class in
duplicate fecal inoculum samples. Reactor numbers correspond to those given in
Figures 3 and 4. UC Bacteria and UC Firmicutes indicate phylotypes that could not
be classified with greater than 80% confidence beyond the Domain (Bacteria) and
Phylum (Firmicutes) levels by the ribosomal database project classifier release 9.
Phylotypes classified as “Other” were present in <1% abundance in any of the
samples and include Actinobacteria, Uncalssified Bacteroidetes, Lentisphaeria,
Methanobacteria, a-Proteobacteria, 3-Proteobacteria, Unclassified Proteobacteria,
and Verrucomicrobiae.

Examining the microbial community structure in BRMW;o communities at
more frequent time intervals revealed how communities diverge from day-to-
day and reactor-to-reactor. After examining the SCFA profiles and community
composition, it was clear that the cultures grown in BRMG were least similar to the
starting fecal inoculum and were not further studied. Because cultures grown in
BRMW1 had a SCFA profile that was more similar to the fecal inoculum (Fig. 2.2),
showed lower inter-reactor variation in SCFA profiles across replicates (Fig. 2.3, Fig.

S2.2), and maintained levels of microbial diversity, species richness, evenness, and
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community composition with as much similarity to the fecal inoculum as cultures
grown in BRMW (Fig. 2.5), we focused on the microbial communities that were
established in these reactors in more detail. We examined changes in microbial
community composition in the triplicate reactors grown in this medium every two
days for the first twenty days in culture in order to determine the extent of intra-
and inter-reactor variation that occurred over time in culture.

Two overall trends were apparent from these analyses: 1) the communities
present in each individual reactor changed over time in culture with larger changes
in community structure at earlier times in culture (Fig. 2.6), and 2) the structures of
the microbial communities in replicate reactors diverged from each other over time
(Fig. 2.7). We determined the average 0yc dissimilarity of each day in culture from all
other days in culture in each replicate reactor (a similar measure of community
stability based upon average Unifrac distances was described by Werner (44)).
Upon plotting these dissimilarities as a function of the day in culture, we found that
the communities present early during cultivation (Days 2-6) were less similar to the
overall communities present later in culture (Days 8-20, Fig. 2.6A). The statistical
significance of the differences was supported by both ANOSIM and AMOVA (Fig.
2.6B).

We also examined the variation in community structure between replicate
reactors over time in culture. We found that the variation between replicate
reactors was smallest during the first week in culture and increased between the
replicate reactors in subsequent weeks (Fig. 2.7A). This pattern is most obvious

when comparing reactors 1 and 3, where both ANOSIM and AMOVA revealed
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statistically significant differences in community structure during the last two
weeks in culture that were absent during the first week of culture (Fig. 2.7B). In
contrast, the community present in reactor 2 had statistically significant differences
in structure compared to reactors 1 and 3 throughout its time in culture (Fig. 2.7A
and 2.7B), although the differences in community structure between these reactors
early in culture indicated by the ANOSIM values (R=0.78 between reactors 1 & 2 and

reactors 2 & 3), were not statistically significant.
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Figure 2.6. Analysis of changes in community structure across time in
replicate reactors. We examined the changes that occurred in the structure of
microbial communities based upon changes in shared OTUs (< 3% sequence
dissimilarity) every two days from Day 2 to Day 20 during culturing in triplicate
reactors grown in BRMWji,. In (A), we compared the mean distance from each day in
culture from all other days in culture in Reactor 1 (W), Reactor 2 (©), or Reactor 3
(A) using the Byc (A) Dissimilarity Indices. Error bars reflect the standard errors of
the mean. In (B), we calculated ANOSIM and AMOVA between early (Days 2-6) and
late (Days 8-20) days in culture for each individual reactor based upon 6yc
Dissimilarity Indices.
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Figure 2.7. Pairwise analyses of changes in comminty structure across time
between reactors. We compared the changes that occurred in the structure of
microbial communities between triplicate reactors grown in BRMW1 based upon
changes in shared OTUs (< 3% sequence dissimilarity) every two days from Day 2 to
Day 20. In (A), we plotted the the 0yc (C) Dissimiarity Indices between Reactors 1
and 2 (M), Reactors 1 and 3 (@), or Reactors 2 and 3(A) on each day as a function of
that day in culture. In (B), we calculated ANOSIM and AMOVA between reactors
during early (Days 2-6) and late (Days 8-20) days in culture based upon 6yc (C) or

Jaccard (D) Dissimilarity Indices.
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Discussion

We developed relatively simple, single-stage bioreactors that allow for higher
throughput in vitro studies of fecal microbial communities. We tested four different
media (BRMW, BRMW 1o, BRMG, and BRMG1o) and identified a medium, BRMW/1,,
that best supported cultivation of microbially-diverse, functionally-stable human
fecal communities. BRMW 19 communities produced the short chain fatty acids
acetate, butyrate, isobutyrate, latctate, and propionate in highly stable proportions
throughout their time in culture and at levels that were most similar to the starting
human fecal inoculum. Further, 16S rRNA gene sequence analysis revealed that
cultures grown in BRMWo were most similar to the fecal inoculum, having the
highest levels of microbial diversity and richness of the media tested, as well as
overall community composition and structure that was as or more similar to the
fecal inoculum than the other media tested.

From our comparisons of microbial community structure between the initial
fecal inoculum and the communities cultured in the BRMW, BRMW 7, and BRMG
(Fig. 2.4), it was clear that the communities we cultivated in all three media were
significantly different from the initial fecal inoculum, with decreases in microbial
diversity and richness and increases in evenness, and that these changes occurred
by day two in culture. Many factors might have contributed to our inability to
cultivate organisms from the original fecal sample. One of these factors is likely the
absence of specific nutrients in our media that are required for growth of these fecal
organisms. Because our assessment of the composition of the initial fecal inoculum

is based upon 16S rRNA gene analysis, we also do not know what fraction of the
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community we sequenced represents non-viable cells that could not be cultivated
under any condition. Although our protocol for sample collection and processing
was intended to minimize damage to sensitive anaerobic bacteria, it is possible that
immediate cultivation from freshly voided fecal samples could produce better
results. In addition, since our initial fecal inoculum was pooled from twelve distinct
fecal donors, each with a different microbial community (data not shown), it is
possible that competitive forces that shaped each individual microbiota would make
it unlikely that all of these microbes would coexist in a single community under in
vitro or in vivo conditions. Comparing the impact of cultivation on inocula from an
individual donor to pooled communities could provide some insight into this
question. Finally, because our MBRA were designed as continuously-stirred tank
bioreactors that are operated anaerobically, they provide fewer niches than would
be available within the host. The increased evenness of our communities in culture
could indicate that there has been a reduction in available niches that promote
growth in different proportions. It is possible that coexistence of this community
requires further niches to be present, such as those that could be provided by
including beads coated with mucin or glycopeptides typically found in the distal
colon.

Based upon in-depth analysis of the communities cultivated in BRMWjy, it
was clear that adaptation to growth in culture caused the biggest change in the
structure of the microbial community, with the largest changes observed between
the initial fecal inoculum and Day 2 in culture (Fig. 2.4). However, it was also

evident that there was continuous change in the community composition and

76



structure throughout cultivation, with the largest changes observed during the first
week in culture (Fig. 2.6). Further, these changes appeared to follow an independent
path in each replicate reactor, resulting in communities in each reactor at the end of
cultivation that were more dissimilar than at the beginning of cultivation (Fig. 2.6,
2.7). In spite of these changes in community composition, SCFA production
remained highly stable throughout the time in culture, indicating that in these
communities, functional stability can be obtained in the presence of ongoing
changes in community structure at the species-level.

Other significant changes that were apparent in the BMRW/ reactor
communities relative to the fecal inoculum were the increases in the abundance of y-
Proteobacteria, Fusobacteria and Synergistetes (Fig. 2.5). The y-Proteobacteria
detected were primarily classified with = 80% confidence as members of the
Enterobacteriaceae family. The Enterobacteriaceae are facultative anaerobes that
have a large number of readily cultivable representatives (e.g., Escherichia,
Salmonella, Shigella). It is unclear what niche they may be occupying in these
cultures that allow for their expansion. In vivo, high levels of Enterobacteriaceae
correlate with inflammation, colitis, and colorectal cancer (e.g., (45)). Similarly, we
cannot predict what niche Fusobacteria may be filling within the reactor
communities, but their abundance has also been correlated with colorectal cancer in
vivo, although it is unclear whether these organisms may play a causative role or be
a secondary invader (46, 47). All of the Synergistetes isolates that were identified
classified as members of the genus Cloacibacillus. C. evryensis, a cultured

representative of the genus Cloacibacillus was isolated from an anaerobic sludge
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digestor of a wastewater treatment plant and characterized by its ability to ferment
amino acids to acetate, butyrate, Hz and CO2 (48). Subsequently, Synergistetes,
including organisms classified as Cloacibacillus, have been found as naturally
occurring members of the human microflora, but have also been implicated as
opportunistic pathogens, being cultured from infections of the peritoneal fluid, a
sacral pressure ulcer, and a blood culture ((49), and references therein).

The immediate stability that we observed in the SCFA profiles (between the
first two time points tested, Day 2 and Day 4) in the MBRAs differs from other
studies, in which functional stability was not reached until two to three weeks after
inoculation (23, 40). We suspect that this difference may be due to the fact that
there are initially large changes seen as the inoculum acclimates to growth in
culture (differences between the inoculum and day 2 in culture) and that once
established, the simplistic continuous-flow setup of the reactors causes less

perturbation to the functional activity of the communities.

Comparison of community ecology in BRMWjo reactors to previously
published models reveals similar trends among the in vitro models. It is
somewhat difficult to compare the changes observed between the communities
cultured in BRMW/ and the fecal inoculum with those previously reported for other
gut models. In the three-stage compound continuous culture system developed by
Macfarlane et al. (1998), community composition is assessed by plating on selective
media, which does not resolve differences in community structure at the genus and

species level. Both Van den Abeele (2010) and Rajilic-Stojanovic (2010) used a
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phylogenetic microarray (HITChip) to compare the composition of their reactors
(SHIME and TIM-2, respectively) to their fecal inoculum. HITChip has a much finer
phylogenetic resolution than selective plating, but still produces signals at a variety
of phylogenetic distances (60% of signals at 98% identity phylotype level, 29% of
signals at genus-level identity, and 9% of signals at order-level identity (50)).

Van den Abeele reported the similarity in composition between their twin
SHIME reactors at the Phylum and Group levels (23). They found differences at both
the Phylum and Group levels after 19 and 26 days in culture, with a ~1.5-fold
increase in Bacteroidetes and an ~3-fold decrease in Firmicutes. Similarly, we
observed a ~2-fold increase in Bacteroidetes and a ~2-3-fold decrease in Firmicutes
on Day 28 in culture for BRMW1o reactors compared to the fecal inoculum (Fig. 2.5).
Rajilic-Stojanovic (2010) reported the overall similarity of their fecal inoculum to
culturing in the TIM-2 model for up to 72 hours and found that the mean similarity
was 50% based upon Pearson Product Moment Correlation Coefficients of their
HITChip profiles of cultured populations and the fecal inoculum. When we
calculated the Pearson Product Moment Correlation Coefficient for our data at
different taxonomic levels, we found that it increased at increasing taxonomic levels
(mean r? = 29.7% at the Genus-level; mean r? = 31.0% at the Family-level; mean r? =
66% at the Order-level). Rajilic-Stojanovic also observed significant increases in
Bacteroidetes in culture, whereas the differences amongst Firmicutes were more
obvious at the Class-level, with increases in Bacilli and decreases in Clostridia. We
did not observe significant increases in Bacilli in reactors cultured in BRMWjo.

These differences may be due to differences in media or inoculum preparation or
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due to the operation of our reactors in an anaerobic chamber as opposed to
maintaining anaerobicity through streaming of O;-free gas. With our reactor setup,
we found that streaming of O:-free gas was not sufficient to maintain a strict
anaerobic environment due to the multiple points at which O; could diffuse into the

system (data not shown).

Conclusions. Although the MBRA lack the more complex interactions that are
possible through in vivo models (e.g, lack of immune interaction,
absorption/excretion of water and SCFA between the host and microbiota), they
represent an excellent opportunity to study microbial interactions in a more
structured, high-throughput environment. When MBRA were operated with
BRMW1y medium, we found that they developed dynamic human fecal microbial
communities that produced SCFA profiles very similar to the starting fecal inoculum.
Thus, the BRMW1p medium and MBRA represent an exciting avenue for future

studies of human fecal microbiota community dynamics.
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Figure S2.1. SCFA concentrations in bioreactor cultures. SCFA concentrations
measured in reactors cultured with BRMW (A )/ BRMW1, (0; A, G, E, G) or BRMG
(A)/BRMGio (0; B, D, F, H) media. Similarity indices based on Pearson product-
moment correlation coefficients generated between day X and day X-2 (K, L) for
samples taken at 2, 4, 6, 8, 10, 12, 14, 16, 18, 20, 22, 24, 26, and 28 days.
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Figure S2.2. Pearson Product Moment Correlation Coefficient of the SCFA
profiles. We calculated the Pearson Product Moment Correlation Coefficient of the
SCFA profiles (percent abundance of acetate, butyrate, isobutyrate, lactate, and
propionate) on each day across the three reactors grown in in BRMW(A), BRMW1,
(B), BRMG(C), or BRMG10(D) and plotted this is a function of day in culture. Black
symbols represent the comparison between reactors 1 and 2, gray symbols
represent the comparison between reactors 2 and 3, and white symbols represent
the comparison between reactors 1 and 3. Reactor numbering is the same as in
Figure 2.3.
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Figure S2.3. Shared community structure of bioreactor cultures. Analysis of
shared community structure of cultures grown in BRMW, BRMW 14, and BRMG
evaluated using OTUs with < 0.03% sequence dissimilarity in the 16S rRNA gene. (A)
Principle Coordinates Analysis of the Byc Dissimilarity measures among triplicate
bioreactor communities cultured in BRMW (H), BRMW/( (®), or BRMG (A) and
sampled on Day 2, 4, 8, 14, 20/22, and 28 (Day 20 for BRMW and BRMW10; Day 22
for BRMG reactors). (B) ANOSIM Byc Dissimilarity (D) of communities plotted in A.
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Figure S2.4. Class-level community analysis of replicate reactors in different
media. We compared the class-level distribution of community members on Day 2,
4,8, 14, 20 or 22 (BRMW/BRMW 1o and BRMG, respectively), and 28 in culture
across triplicate reactors. The percent abundance of each class of Bacteria in the
individual bioreactor samples is shown. Reactor numbers correspond to those given
in Figures 2.3, 2.4, and 2.6. UC Bacteria and UC Firmicutes indicate phylotypes that
could not be classified with greater than 80% confidence beyond the Domain
(Bacteria) and Phylum (Firmicutes) levels by the ribosomal database project



Figure S2.4 (cont'd)

classifier release 9. Phylotypes classified as “Other” were present in <1% abundance
in any of the samples and include Actinobacteria, Uncalssified Bacteroidetes,
Lentisphaeria, Methanobacteria, a-Proteobacteria, 3-Proteobacteria, Unclassified
Proteobacteria, and Verrucomicrobiae.
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CHAPTER 3

Epidemic Clostridium difficile strains demonstrate increased competitive

fitness over non-epidemic isolates

These results have been published in the article: Robinson*, C.D, ]. M. Auchtung*, J.
Collins, and R. A. Britton. Epidemic Clostridium difficile strains demonstrate
increased competitive fitness over non-epidemic isolates. Infection and Immunity.
Published ahead of print April 14, 2014.

*Co-first authors

Copyright © American Society for Microbiology, Infection and Immunity, 82:7, 2014,
2815-2825,D0I: 10.1128/1A1.01524-14

Development of the in vitro C. difficile infection model was an equal collaboration
with Jennifer M. Auchtung. Jennifer Auchtung conducted the community analysis
and microbial ecology of the bioreactors. James Collins developed the humanized

mouse infection model and facilitated the mouse competition experiments.
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Abstract

Clostridium difficile infection (CDI) is the most common cause of severe cases of
antibiotic associated diarrhea (AAD) and is a significant health burden. Recent
increases in the rate of CDI have paralleled the emergence of a specific phylogenetic
clade of C. difficile strains (ribotype 027, North American Pulsed-Field
Electrophoresis (NAP) 1, Restriction Endonuclease Analysis (REA) Group BI). Initial
reports indicated that ribotype 027 strains were associated with increased
morbidity and mortality and may be hypervirulent. Although subsequent work has
cast some doubt as to whether ribotype 027 strains are hypervirulent, these strains
are considered epidemic isolates that have caused severe outbreaks across the
globe. We hypothesized one factor that could lead to the increased prevalence of
ribotype 027 strains would be if these strains had increased competitive fitness
compared to strains of other ribotypes. We developed a moderate throughput in
vitro model of C. difficile infection and used it to test competition between four
ribotype 027 clinical isolates and clinical isolates of four other ribotypes (001, 002,
014, and 053). We found that ribotype 027 strains out-competed strains of other
ribotypes. A similar competitive advantage was observed when two ribotype pairs
were competed in a mouse model of C. difficile infection. Based upon these results
we conclude that one possible mechanism that ribotype 027 strains have caused
outbreaks worldwide is due to their increased ability to compete in the presence of

a complex microbiota.
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Introduction

Diarrhea and colitis are some of the most common side effects of antibiotic
treatment (1).The generally accepted paradigm of antibiotic-associated diarrhea
(AAD) is that antibiotics cause a perturbation of the intestinal microbiota,
presenting conditions that allow for the growth of toxigenic bacteria and viruses. It
was not until the late 1970’s that toxigenic C. difficile was identified as a common
causative agent of AAD and colitis (2). It is now estimated that 30% of antibiotic-
associated diarrhea cases are attributable to C. difficile (3) and that healthy GI
microbial communities play an essential role in providing colonization resistance to
C. difficile infection (1, 4, 5).

The incidence of C. difficile infection (CDI) has been steadily rising over the
past decade, with CDI recently becoming the most common nosocomial infection in
the United States (2, 6). This rise in the rate of CDI has co-occurred with an
increased prevalence of infection caused by a specific phylogenetic clade of strains
characterized as ribotype 027 (3, 7). Initial clinical and epidemiological studies
reported ribotype 027 strains as being associated with increased rates of morbidity
and mortality, leading to the hypothesis that these strains are hypervirulent (7-13).
However, subsequent analyses comparing the outcomes of endemic CDI caused by
ribotype 027 strains to CDI caused by strains of other C. difficile ribotypes have
yielded conflicting results. Several studies have found that infection with ribotype
027 strains did not result in more severe clinical outcomes across a number of
institutions (14-17); whereas other studies have seen higher mortality caused by

ribotype 027 strains compared to strains from some of the other C. difficile
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ribotypes (18, 19). What is clear, however, is that ribotype 027 strains have been
associated with several large outbreaks, have undergone rapid, global spread since
their emergence, and have become a prevalent ribotype in many hospitals and
regions (20, 21), and references therein). Therefore, rather than ribotype 027
strains being hypervirulent (capable of causing more severe C. difficile disease), we
hypothesized that ribotype 027 strains may instead have increased ecological
fitness over strains of other C. difficile ribotypes.

In order to test this hypothesis, we examined competition between several
ribotype 027 and non-027 strains in human fecal bioreactors. Fecal bioreactors have
previously been used to study C. difficile invasion of complex microbial communities
in vitro, as well as the effects of potential antibiotic and probiotic treatments (e.g., (4,
22-24)). When developing our fecal bioreactors, we modified parameters of design
and operation used in other established models to allow for simpler, higher-
throughput fecal mini-bioreactor arrays (MBRA). Using these fecal MBRA, we
examined competition between four different pairs of ribotype 027 and non-027
clinical isolates. We found that in all competitions studied, ribotype 027 strains
demonstrated a clear competitive advantage over non-027 strains, often increasing
in abundance more than two to three orders of magnitude by the end of the
experiment. We then performed similar competitions between ribotype 027 and
non-027 strains in a mouse model of C. difficile infection and saw similar increased
competitive advantage of the ribotype 027 strains. These results support our
hypothesis that ribotype 027 strains have become more prevalent due to increased

ecological fitness compared to strains of other C. difficile ribotypes.
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Materials And Methods

Mini-bioreactor array (MBRA) design and operation. MBRAs were designed
using CAD software (Argon, Asheller-Vellum), and fabricated with DSM Somos
Watershed XC 11122 via stereolithography (FineLine prototyping, Fig. 3.1). Each
MBRA consisted of six reactors with an internal volume of 25 ml and a working
volume of 15 ml. MBRA were operated under an atmosphere of 5% CO2/5%
H2/90% Nz at 37°C in a heated anaerobic chamber. Media was continuously
replenished and waste removed at a flow rate of 1.875 ml/hr. Prior to use, MBRA
and media were sterilized by autoclaving and allowed to equilibrate to the
anaerobic environment for =72 hrs. Reactor contents were continuously stirred.
Additional details regarding MBRA design and operation are available in the

Supplementary Methods.

Strains, media, and growth conditions. All C. difficile strains used in this study are
clinical isolates obtained from the Michigan Department of Community Health
(MDCH, Table 3.1). They were collected from Michigan hospitals between December
2007 and May 2008. MDCH determined strain toxinotype and NAP status.
Ribotyping was determined by Seth Walk (University of Michigan). All growth
studies were carried out in a 37° C anaerobic chamber (Coy, Grass Lake, MI) under

5% CO2/5% H2/90% N; atmosphere using pre-equilibrated media.
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Table 3.1. Characterization of Strains Used in this Study.

PFGE Type
Strain Toxinotype (NAP status) Ribotype
CD1014 0 MI-NAP4 014
CD2015 I MI-NAP1 027
CD2048 0 MI-NAP3 053
CD3014 0 MI-NAP2 001
CD3017 I MI-NAP1 027
CD4004 0 MI-NAP6 002
CD4010 I MI-UN13 027
CD4015 1 MI-NAP1 027

BHIS and TCCFA were made as previously described (25), except that
cysteine was excluded from both media. One liter of bioreactor medium (BRM)
contained: 1 g tryptone, 2 g proteose peptone #3, 2 g yeast extract, 0.1 g
arabinogalactan, 0.15 g maltose, 0.15 g D-cellobiose, 0.4 g sodium chloride, 5 mg
hemin, 0.1 g magnesium sulfate, 0.1 g calclium chloride, 0.4 g potassium phosphate
monobasic, 0.4 g potassium phosphate dibasic, and 2 ml tween 80; which were
adjusted to pH 6.8 and autoclaved at 121°C for 30 min. Following autoclaving, a
filter-sterilized mix of 1 g taurocholic acid, sodium salt, 40 mg D-glucose, 0.2 g
inulin, 2 g sodium bicarbonate, and 1 mg vitamin K3 was added. When needed to

solidify media, Bacto agar was added to a final concentration of 1.5 % w/v.

Collection and preparation of fecal samples for fecal MBRA experiments. Fecal
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samples were donated by twelve healthy, anonymous donors that were between the
ages of 25 and 64, had not taken antibiotics for at least two months and had not
consumed probiotic products for at least two days prior to donation. Fresh samples
were collected into sterile containers, which were then packed in wet ice in a sealed
(8.1 quart, Sterilite Ultraseal) container with two anaerobic gaspaks (BD
biosciences) and transported to the laboratory within 24 hours. Samples were then
transferred to an anaerobic chamber and manually mixed with sterile equipment.
Aliquots were transferred to sterile cryogenic vials and stored at -80°C until use.
Prior to inoculation, aliquots were resupsended in sterile, anaerobic phosphate-
buffered saline at a concentration of 25% w/v. Samples (pooled at equal volumes)
were vortexed vigorously for 5 min, large particulates were removed by
centrifugation at 201 X g for 5 min, and supernatants were used for inoculation of

the reactors.

C. difficile invasion and competition growth studies in fecal community MBRA.
Reactors were inoculated with 4 ml of 25% fecal slurry inoculum and allowed to
grow in batch culture for 16-18 hr. After 16-18 hrs, fresh media flow and waste
removal was initiated. 36 hrs later, we began dosing clindamycin (500 pug/ml final
concentration) or an equivalent volume of water (solvent for clindamycin; both
stored aerobically at 4° C until use) twice daily for 4 days. 1 ml samples were
removed from the excess fecal slurry sample, and from reactors prior to the

initiation of dosing, and daily thereafter throughout the experiment. Samples were
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centrifuged at 21000 X g for 1 min, supernatants discarded, and cell pellets were
stored at -80°C until subjected to further analyses.

For invasion studies with CD2015, CD2015 was grown in BRM broth batch
culture overnight and reactors were inoculated with either a 1:100 dilution of the
overnight culture (Fig. 3.2) or from dilutions of the exponentially growing
subculture in BRM broth (Fig. 3.3; CD2015 concentrations specified in figure) on day
7 of operation. Prior to inoculation, reactors were tested for C. difficile
contamination by selective plating of an aliquot of each reactors’ contents on TCCFA
supplemented with rifampicin (rif, 50 ug/ml) and erythromycin (erm, 20 ug/ml)
and by qPCR with C. difficile specific primers (methods described below). Additional
200 ul samples were removed from each reactor either 15 min (Fig. 3.3) or 3 hrs
(Fig. 3.2) post-inoculation and CD2015 levels were determined by selective plating
on TCCFA rif erm. On subsequent days of MBRA operation, C. difficile levels were
determined via selective plating of an appropriately diluted 100 ul aliquot from the
1 ml daily sample as well as by C. difficile specific qPCR at the times indicated.

For competition studies, bioreactors were set-up following the C. difficile in
vitro invasion model described above with the following modifications. Strains were
inoculated into 5 ml BRM overnights, which were subcultured into 10-30 ml BRM
media and allowed to grow at 37° C for 4 hr before inoculation into the reactors to
ensure active growth at the time of inoculation. Subcultures were mixed at various
ratios (1:1, 1:2, or 1:5 027:non-027 as indicated) and inoculated into the reactors.
For replicates indicated in Table S1 (three replicates of two competition pairs,

CD3017/CD3014 and CD4010/CD4004), C. difficile was inoculated into reactors on
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day 8 of operation instead of day 7. 0.5 ml samples were removed from the reactors
immediately prior to C. difficile inoculation and 2 hr after inoculation and processed
as described above. 0.25 ml of the aliquots collected prior to C. difficile inoculation
were used in qPCR reactions (described below) to detect possible C. difficile
contamination. MBRA were run for an additional 10-12 days and sampled daily as

described above.

Quantitative PCR of tcdA gene to quantify C. difficile invasion. Frozen culture
cell pellets were resuspended in 0.5 ml sterile water and transferred to 2 ml screw-
top tubes containing ~200 pl 0.1 mm silica beads (Biospec Products). The samples
were homogenized by bead-beating (BioSpec Products) on the homogenize setting
for 1.5 min, centrifuged for 1 min at 21000 X g, and the supernatant was transferred
to a new tube. When not in use, processed supernatants were stored at -20°C. C.
difficile levels were determined by qPCR with primers specific to the C. difficile Toxin
A gene (tcdA, Table S3.2).

We calibrated the tcdA signal observed in our reactors to a known
concentration of C. difficile cells grown under fecal bioreactor conditions in the
MBRA and enumerated by plate counting. We processed the samples as described
above and spiked them into pooled supernatant samples prepared from bioreactors
prior to C. difficile inoculation. We generated 10-fold dilutions of C. difficile in this
background community DNA and used them to generate a standard curve for
determining the absolute amounts of C. difficile in our bioreactor samples. We also

used 10-fold dilutions of community DNA alone to generate a standard curve for
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assessing the total bacterial signal from our reactors using universal 16S primers
(Table S3.2).

Real-time PCR reactions were performed in triplicate and contained the
following components: 4 ul supernatant (undiluted (tcdA) or 1:500 dilution in
sterile water (universal 16S rRNA)), 12.5 uL. Power SYBR Green PCR Master Mix
(ABI, Carlsbad, CA), 0.25 uL each primer (5 uM) (Table S3.2), and 8 uL Milli-Q water.
Real-time PCR was performed using an Eppendorf Mastercycler PCR machine under
the following conditions: 95°C 10 min, 40 cycles of 95°C for 15 sec followed by 60°C
for 1 min. A 20 min melting curve was also performed from 60°C to 95°C. We
calculated the tcdA copies/ml from our experimental samples using the Cr values
and concentrations from our standard curve described above. If a sample’s Cr value
fell below the lowest concentration from our standard curve, it was designated
below the limit of detection, which was 1000 tcdA copies/ml. We also determined
the total bacterial load per sample based upon Cr value with broad-host range 16S
rRNA primers (Table S3.2). We used these Cr values, which varied by less than 3
cycles across all samples (Cr=18.75-21.97, Fig. S3.1), to normalize the tcdA copy

numbers that are reported in Fig. 3.2.

Preparation of 16S rRNA amplicon sequencing. We extracted DNA from samples
using bead beating followed by modified cleanup with a Qiagen DNEasy Tissue Kit
as described (26). DNA concentrations were determined by spectrophotometry at
260 and 280 nm (Nanodrop). We used 40 ng of each DNA as template in PCR with

the following final concentrations of reagents: 200 nM 357F primer, 200 nM 926R
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primer, 1X AccuPrime PCR Buffer II (Invitrogen), 0.75 U of AccuPrime Taq DNA High
Fidelity (Invitrogen). 357F/962R were designed by the Human Microbiome Project,
amplify the V3-V5 variable regions of the 16S rRNA gene, and contain unique
barcodes that can be used to multiplex sequencing reactions (27). Each reaction was
set up in triplicate and amplified using the following cycle: 95°C for 2 min, followed
by 30 cycles of 95°C for 20 sec, 50°C for 30 sec, and 72°C for 5 min, with a final
extension at 72°C for 5 min. Successful PCR amplification products from triplicate
reactions were pooled and cleaned with Agencourt AMPure XP (Beckman-Coulter).
Products were resuspended with a 0.7X volume of beads, washed twice with 70%
ethanol, and eluted with 25 ul of low EDTA TE Buffer (10 mM Tris, 0.1 mM EDTA).
Concentrations of purified DNA were determined using Quant-IT (Invitrogen)
according to the manufacturer’s protocol and were pooled in equimolar amounts.
Nucleotide sequencing was performed on a 454 GS Junior (Roche Diagnostics) at

MSU according to the manufacturer’s protocols.

Processing and analysis of Sequencing Data. All sequence data was processed
using mothur (28) Version 1.29.1 (January 2013). Sequences were initially quality
filtered using the mothur-implementation of PyroNoise to remove low quality
sequences as well as trimmed and filtered to remove those sequences that had any
ambiguous bases, mismatches to the reverse primer or barcode, homopolymeric
stretches longer than 8 nt, and were shorter than 200 nt (29). Sequences from
independent sequencing runs were then compiled into a single fasta file and aligned

to the SILVA reference alignment using the NAST-based aligner in mothur, trimmed
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to ensure that sequences overlapped, and pre-clustered, allowing a difference
between sequences of 2 bp or less (29). Potentially chimeric sequences were
removed using the mothur-implementation of UChime (30); remaining sequences
were classified using RDP training set version 9 (March 2012) and mothur’s
implementation of the kmer-based Bayesian classifier. Sequences were binned into
Operational Taxonomic Units (OTUs) with =3% sequence dissimilarity using the
average neighbor algorithm of mothur. Taxonomy was assigned to each OTU based
upon the majority sequence consensus within that OTU (31). Number of OTUs,
evenness (Simpson Evenness) and diversity (Inverse Simpson) were calculated
using mothur. Differences in OTU abundances between treated and untreated
bioreactors was determined using the mothur-implementation of metastats (32).
Bray-Curtis dissimilarities were calculated from the OTU distributions of each
sample, which were logio transformed and normalized by dividing the abundance of
each OTU in a sample by the maximum abundance observed for that OTU followed
by normalizing the total abundance of OTUs across each sample to the same number
using the vegan package in R (33). The metaMDS function of vegan was used to
determine the optimal ordination distances for the Bray-Curtis dissimilarities,
which were also plotted in R. The significance of community differences was

determined by Analysis of Similarities (ANOSIM), which was calculated in R.

Quantitative PCR Analysis of Competition Cultures and Calculations of
Competitive Index. Strain-specific genes thyA (027) and thyX (non-027) were used

to differentiate strains in competitions. We first identified the strain specificity of
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these thymidylate synthase genes while doing in silico genomic comparisons of C.
difficile genomes. We then screened a collection of 88 strains belonging to several
NAP groups, including all of the strains used in this study, for the presence of thyA or
thyX (Fig. S3.2), and verified that thyA was unique to NAP1 (ribotype 027) strains by
screening. This correlation of thyA with ribotype 027 strains has been noted earlier.
(34).

Frozen culture cell pellets (from 0.5 or 1 ml cells) were washed in the same
volume of sterile water, resuspended in the same volume of sterile water, and
transferred to 2 ml screw-top tubes containing ~200 pL 0.1 mm silica beads. The
samples were then placed in a BeadBeater cell disruptor (BioSpec Products,
Bartlesville, OK) on the homogenize setting for 1 min, centrifuged at 21000 X g for 1
min, and diluted 1:10 in sterile water. Real-time PCR reactions were set-up by
combining the following components: 12.5 uL. Power Sybr Green PCR Master Mix
(ABI, Carlsbad, CA), 0.25 uL each primer (100 uM), 11 uL Mili-Q water, 1 uL diluted
culture supernatant. Primers used are described in Table S3.2. PCR was performed
using the conditions described above. All PCR reactions were performed in technical
triplicate and the Cr values are an average of the triplicate data points. The
amplification efficiency (E) of each primer set was determined by plotting the Cr
values of a standard curve generated by serial 4-log dilutions of C. difficile template;
the sample with the highest signal was diluted into sample with no C. difficile
inoculated (community background DNA). Primer efficiencies were calculated using
the method described by Pfaffl et al.; E= 10¢1/slore) (35). Competitive Indices (CI)

were calculated by dividing the end point ribotype 027:non-027 ratio by the ratio at
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To (Ratio= 2Cy (non-027)-C; (027)), Primer efficiencies were not factored into the CI
calculations; however, they differ by <5% (Etnya=2.04; Etmyx=1.95) when calculated
from reactions using sample containing C. difficile diluted into fecal community

background DNA.

C. difficile competition experiments in humanized microbiota mice ("™mice).
Germ free C57/B6 mice were gavaged with fecal slurry pooled from the twelve
human fecal donors described above. Following initial establishment a stable
humanized microbiota was passed from "mmice to their progeny. Descendants of
these original "™mmice were maintained under specific pathogen free conditions and
used for all experiments. To induce susceptibility to C. difficile infection (36), an
antibiotic mixture of kanamycin (0.4 mg/ml), gentamicin (0.035 mg/ml), colistin
(850 U/ml), metronidazole (0.215 mg/ml), and vancomycin (0.045 mg/ml) was
administered in drinking water ad libitum for 3 days and then replaced with fresh
drinking water. After 24 hours of plain drinking water, mice were treated
intraperitoneally with clindamycin (10 mg/kg) and 24 hours post injection
challenged with either 104 pure or mixed 027 /non-027 C. difficile spores. Spores
were cultivated by spread plating overnight BHIS cultures of C. difficile on BHIS
medium and incubating anaerobically at 37°C for 5 days. Cells were scraped from
the plates and resuspended in sterile water, heat-treated at 60°C for 30 min to kill
vegetative cells, and the number of viable spores were enumerated by plating
appropriate serial dilutions on BHIS supplemented with 0.1% taurocholic acid.

Spore preparations were diluted in sterile water to yield the desired concentrations
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(~10% or ~105 spores/ml), then mixed, when appropriate, prior to gavaging a total
of ~10% spores/mouse. For competition experiments, mice were gavaged with the
following ratios of ribotype 027:non-027 spores: 1:14 for CD3017 + CD1014 and
1:50 for CD4015 + CD2048. Mice were observed daily for disease symptoms and
morbidity. Fecal samples were collected daily and frozen until analyzed.

C. difficile levels were quantified in fecal samples by plating. Fecal samples
were weighed, diluted in 500 ul sterile water, and heat-treated at 65°C for 30 min to
reduce background growth of mouse fecal microbiota. Total heat-resistant CFU/g of
feces were determined by spotting appropriate serial dilutions on BHIS plates
supplemented with 0.1% taurocholic acid. Ribotype 027-specific heat-resistant
CFU/g of feces were determined by spotting appropriate serial dilutions on BHIS
plates supplemented with 0.1% taurocholic acid and either 50 ug/ml rifampicin and
10 ug/ml erythromycin (CD4015 + CD2048 competition samples) or 10 ug/ml
erythromycin only (CD3017 +CD 1014 competition samples). Plates were incubated
anaerobically for 24-48 hrs. Colonies formed on antibiotic-supplemented medium
represented levels of ribotype 027 strains (CD3017 and CD4015). Non-027 ribotype
strain levels were determined by subtracting the number of colonies formed on
selective plates from the number on non-selective plates (total C. difficile). The fecal
sample weights were then used to determine CFU/g feces. CI's were calculated by
dividing the ribotype 027:non-027 strain ratios at day 4 by the ratios in the gavaged
spore mixtures. In cases where the number of colonies on selective plates were the
same as the number on non-selective plates, the ribotype 027:non-027 ratio was set

to 10. This was determined as a reasonable level for the non-027 limit of detection
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based on this type of subtractive analysis taking into account plating error and
would most likely result in an underestimate of the ribotype 027 CI.

Because we used subtractive plating to measure the levels of ribotype
027:non-027 spores and our detection limit set the maximum observable ratio
between ribotype 027:non-ribotype 027 strains at 10:1, we found that starting with
the ribotype 027 strain in the minority provided a larger dynamic range that
allowed us to more readily detect an increase in the ribotype 027 strain levels
compared to non-027 levels. Although the ratios of ribotype 027:non-ribotype 027
spores gavaged were lower than originally intended, placing the ribotype 027
strains in the minority ensures that the 027 strains do not have an advantage by
being even at a slightly higher proportion in the mixed spore preparations, since

there is always a low level of error in diluting and plating

Results

Fecal mini-bioreactors (MBRA) provide an in vitro model to study C. difficile
invasion in complex microbial communities. Our objective was to design human
fecal bioreactors that recapitulated antibiotic- induced C. difficile invasion of a
resistant community that also allowed for testing of multiple experimental
parameters in replicate reactors simultaneously. Therefore, we pursued a relatively
simple bioreactor design, an array of six single vessel chambers (mini-bioreactor
array, MBRA) with modest operating volume (15 ml) that would allow us to operate
up to 24 continuous-flow fecal bioreactors simultaneously in the same anaerobic

chamber (Fig. 3.1). The reactors were fabricated with DSM Somos Watershed XC
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11122 resin, which allowed for direct observation of the reactor contents and the

ability to autoclave and reuse the reactors.

Inner Dimensions:
25X 25 X 40 mm (25 ml)

Figure 3.1. An example of a minibioreactor array (MBRA) used for cultivation
of fecal microbial communities. The placement of the influent, effluent and sample
port for one of the six bioreactor chambers is indicated as are some of the key
dimensions.

Continuous-flow MBRAs were inoculated with fecal samples pooled from
twelve healthy, C. difficile-negative donors and bacterial communities were allowed
to adapt to growth in culture before challenging the communities with clindamycin,
an antibiotic known to support C. difficile invasion (37). Initial studies compared the
ability of three clindamycin-treated and three mock-treated communities to resist

invasion by C. difficile. We found that in mock-treated communities challenged with

106 vegetative cells of C. difficile, C. difficile levels were reduced to below the level of
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detection in replicate reactors within one to four days following inoculation (Fig.
3.2, open symbols). In contrast, when MBRAs were treated twice daily with
clindamycin for four days prior to C. difficile inoculation, C. difficile levels were
maintained at the same high levels at which they were inoculated for eight days

following inoculation (Fig. 3.2, closed symbols).
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Figure 3.2. Fecal bioreactor communities prevent invasion by C. difficile unless
disrupted by treatment with clindamycin. We monitored C. difficile proliferation
in three independent fecal bioreactors that were either clindamycin-treated
(reactors 1-3; closed squares, circles and diamonds, respectively) or mock-treated
(reactors 4-6; open squares, circles and diamonds, respectively) through selective
plating (A) or quantitative PCR (B). The gray dashed line in panel A represents the
theoretical washout rate of non-proliferating C. difficile cells. The black dashed line
represents the limit of detection for selective plating (A) or qPCR (B) in our
experiments.
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Because we used such a high inoculum in this initial experiment, we were
interested in establishing the minimal number of C. difficile cells required for
invasion. We found that inoculation with 104 or 150 cells was sufficient to allow
clindamycin-induced invasion by C. difficile, and that the final cfu/ml reached 10>-
106 (Fig. 3.3A). These levels are only ~10-100-fold lower than the 107 cfu/ml that
pure C. difficile reaches in reactors operating under these continuous-culture

conditions (Fig. 3.3B).
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Figure 3.3. C. difficile proliferation was assayed in fecal bioreactors with
different levels of inoculum and in pure culture under the continuous-culture
conditions used for bioreactors. In (A), we monitored C. difficile proliferation in
four independent fecal bioreactors that were clindamycin-treated and inoculated at
the indicated densities. In (B), we measured C. difficile proliferation in pure culture
in three replicate continuous-culture bioreactors operated under flow conditions
used for fecal bioreactors.

111



In addition to the invasion that we observed for the single ribotype 027
strain (CD2015) shown in Fig. 3.2, we found similar invasion dynamics for other
ribotype 027 strains (CD3017, CD4010, and CD4015) as well as strains from other
ribotypes (CD1014, CD3014, and CD4004, data not shown). Based upon these
results, we concluded that the communities established in our fecal MBRA
demonstrated the key attribute of an in vitro C. difficile invasion model that we
intended to achieve - the ability to resist invasion by C. difficile until disrupted by

antibiotic treatment.

MBRAs support complex fecal microbial communities. In order to investigate
whether the resistance to invasion that we observed in our unperturbed MBRA
communities was due to the presence of complex microbial communities or simple
communities composed of a few strains that were inhibitory to C. difficile growth,
we sequenced the V3-V5 hypervariable region of the 16S rRNA gene from samples
collected from the triplicate clindamycin and mock-treated reactors through
pyrosequencing. Samples were collected prior to antibiotic treatment (day 2) and
every two days after the initiation of treatment (days 4, 6, 8, 10 and 12; C. difficile
was added to all reactors on day 7) and sequencing data from these samples were
compared to duplicate samples from the initial fecal inoculum.

At the sequence depth examined (1053 sequences/sample), we detected a
mean of 69 operational taxonomic units (OTUs; 97% sequence similarity) in the

untreated (day 2, all reactors) and mock-treated (days 4, 6, 8, 10 and 12) bioreactor
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communities (Fig. 3.4A). The number of OTUs observed in untreated or mock-
treated reactors was ~2.4-fold lower than that observed in the original fecal

inoculum (mean=168 OTUs, Fig. 3.4A).
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Figure 3.4. Comparison of the community structure between fecal samples,
mock-treated and clindamycin-treated reactors. We analyzed the 16S rRNA gene
abundances from the three mock-treated and clindamycin-treated communities
described in Fig. 3.2 on days 2, 4, 6, 8, 10 and 12 in MBRAs as well as duplicate
samples from the initial fecal inoculum. In (A), we plotted the mean number of OTUs
in the fecal inoculum (asterisks), and clindamycin (closed circles) and mock-treated
(open squares) communities * the standard deviations. In (B), we classified each
sequence to the phylum level with at least 80% confidence (sequences <80% were
designated “Unclassified Bacteria”). We then plotted the relative abundance of each
phylum in the duplicate samples of initial fecal inoculum and the six replicate
bioreactor samples from day 2 prior to the initiation of treatment. Reactors are
numbered as in Fig 3.2.
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When we compared the composition of the original fecal inoculum
community to the bioreactor communities, we found a significant shift in
composition upon culturing in the bioreactors, even by day 2 (Fig. 3.4B). The fecal
inoculum was dominated by members of the Firmicutes phylum, which comprised
74% = 3% of the sequences. In contrast, members of the Bacteroides phylum were
dominant members of the bioreactor communities on day 2 in culture (Fig. 3.4B),

comprising 67% =+ 3% of the sequences in all six replicate reactors studied.

Bioreactor community composition changes in response to clindamycin
treatment. Because clindamycin-treated bioreactor communities become
susceptible to C. difficile invasion (Fig. 3.2), we anticipated that we would observe
changes in the microbial composition of these communities compared to the mock-
treated communities, and that these changes would be consistent with previously
published models of C. difficile invasion. One significant change we observed in our
clindamycin-treated communities was a significant reduction in the number of OTUs
compared to mock-treated reactors (Fig. 3.4A, p<0.01 for days 4-12 with student’s t-
test). The ability of antibiotic treatment to significantly reduce species complexity
has been previously reported (26, 38). Although the species richness declined,
quantitative PCR with broad-range 16S rRNA gene primers indicated the total
amount of bacteria in the reactors was equivalent to untreated reactors after
clindamycin treatment (Fig. S3.1), indicating that C. difficile invasion was not

dependent upon a decreased bacterial load in the bioreactors.
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This change in microbial composition was also evident when comparing the
composition of the communities using the Bray-Curtis dissimilarity measure, which
compares the relative abundances of shared OTUs between communities. When we
plotted these data using nonmetric multi-dimensional scaling (NMDS, Fig. 3.5), we
found that all six bioreactor communities were highly similar prior to treatment on
day 2 and that bioreactor communities diverged in response to clindamycin-
treatment as well as time in culture. Analysis of similarities (ANOSIM, (39)) found
strong statistical support (p<0.05) for the distinct partitioning of the communities
into pre-treatment, mock-treatment and clindamycin-treatment groups, with
clindamycin-treatment causing a more significant shift in community structure than
time in culture. Using metastats (32), we identified several specific OTUs that were
significantly different between treated and untreated communities. We observed
decreases in specific members of Ruminococcaceae, Lachnospiraceae, and
Clostridiaceae families that were consistent with changes observed in previous
animal and human studies (40, 41), providing further support for the relevance of

this model for studying aspects of C. difficile invasion in vitro.

115



0.5

NMDS Axis 2
-05 00

10 -05 00 05 1.0
NMDS Axis 1

Figure 3.5. Community structure changes in response to clindamycin-
treatment. We plotted the Bray-Curtis dissimilarity (3% OTUs) between samples
using nonmetric multidimensional scaling (NMDS). Samples were plotted from
three clindamycin-treated replicates (1-3; closed symbols) and three mock-treated
replicates (4-6; open symbols) every two days from day 2 (pre-treatment) through
day 12. Data was normalized prior to analysis as described in the methods. The
numbers in boxes indicate the points for the indicated reactors on day 2 and day 12
and correspond to the reactor numbers indicated in Fig. 3.4. Intervening time points
are represented by symbols and are connected in sequential order by lines. The
ellipses indicate the 95% confidence intervals for the indicated groups (pre-
treatment; mock-treatment; clindamycin-treatment.) Distinct distributions between
clindamycin and early/mock-treated samples were also supported by ANOSIM, with
p-values less than 0.001. The plot stress was 0.171.

Ribotype 027 strains exhibit a competitive advantage over non-027 strains in
the presence of a complex microbiota. Having developed the MBRA C. difficile
invasion model, we investigated if ribotype 027 strains were able to better compete
than non-027 ribotype strains for their available niche after antibiotic treatment in
the presence of the complex MBRA communities. We chose to study recent clinical

isolates of ribotype 027 and non-027 C. difficile strains collected by the Michigan
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Department of Community Health in order to avoid confounding effects of strain
adaptation to laboratory conditions. Eighty-eight isolates were characterized by
North American Pulsed-Field Electrophoresis (NAP) fingerprint, toxinotype, and
ribotype; we selected eight strains for further study (Table 3.1). Four different
ribotype 027 strains were competed against four different non-027 ribotype strains
in order to avoid selecting strains with unrepresentatively high or low competitive
fitness for either ribotype group. For the non-027 ribotypes, we selected strains that
were different ribotypes and had different NAP designations to broaden the
phylogenetic breadth of strains tested.

Exponentially growing pure cultures of ribotype 027 and non-027 C. difficile
strains were mixed together and inoculated into clindamycin-treated MBRAs. At
days 3, 7, and 11 post-inoculation samples were taken and quantitative PCR was
conducted to determine the relative ratios of the competing strains. Plotted in Fig.
3.6 are the competitive indices (CI) of ribotype 027 strains at day 7 for all of the
replicates in each competition pair, calculated as the ratio of 027:non-027 at day 7
divided by the ratio at day 0. The mean competitive indices (range) for these
competitions are 7.8 (0.5 to 22.4) for CD2015, 832.4 (21.9 to 3993.2) for CD3017,
131.4 (1.4 to 593.4) for CD4015, and 327.9 (30.3 to 764.9) for CD4010. Fig. S3.3
shows the 027:non-027 ratios plotted across time for each individual reactor of all
competition pairs. The competition dynamics vary between replicates both within
and across competition pairs. However, there is a strong trend of increasing ratios
over time for the ribotype 027 strains, even when started at different initial input

ratios, further supporting their competitive advantage. The competitive indices
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calculated from these ratios across all time points (days 3, 7, and 11; some days
vary, see figure legend) are reported in Table S3.1. Across all 22 competition
replicates, only two Cls were <1.0 at day 7; these account for two of the six
replicates of the CD2015 (ribotype 027) + CD3014 (ribotype 001) competition pair.
This competition pair was particularly interesting in that this ribotype 027 strain
(CD2015) displayed an initial drop in strain ratio in the majority of the competition
replicates, sometimes emerging as low as 2% of the total C. difficile population at
day 3 (Fig. S3.3). Nevertheless, CD2015 was able to recover and eventually
outcompete the non-027 ribotype strain by the end of the competitions. At the day
11 time point of these replicates, the ratios continued to increase resulting in CI's

close to or >1 (Table S3.1).
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Figure 3.6. Competitive indices of ribotype 027 strains relative to non-027
strains in the presence of MBRA fecal communities. Clindamycin-treated
bioreactors were inoculated with the indicated mixtures of strains at various ratios
and the abundance of each strain was monitored over time by qPCR to measure
ribotype 027:non-027 ratios. Plotted here is the competitive index of the ribotype
027 strains for each replicate competition, calculated as the ratio of 027:non-027 at
day 7 or 8 (see Table S1) divided by the ratio at day 0. Each black circle represents
an individual replicate competition. Where the non-027 strain was below the limit
of detection, the ratio was determined by substituting in the highest Cr value in the
linear range (detection limit) for the non-027 value. Black bars represent the mean
of replicates for each competition.

One possible mechanism for ribotype 027 strains to out-compete the non-
027 strains would be if the latter were inherently unable to invade the complex
MBRA communities. We tested this hypothesis by inoculating fecal bioreactors with
individual non-027 strains and saw that these strains were equally able to invade

the microbiota as ribotype 027 strains (data not shown). In addition, the minimal
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inhibitory concentrations to clindamycin of all of the strains used in this study
ranged from 50 ug/ml to >100 mg/ml (data not shown), concentrations several fold
higher than the calculated residual clindamycin in the reactors at the time of C.
difficile inoculation based on theoretical washout (<9 ug/ml). Therefore, the
competition outcome was not reflective of differences in clindamycin sensitivity.
Because we performed our competition experiments in fecal bioreactors that
had been treated by clindamycin and did not include untreated control reactors, we
wanted to verify that the communities present in our clindamycin-treated
competition reactors were similar to those previously established and characterized
in our in vitro invasion model. Therefore, we sequenced the V3-V5 hypervariable
region of 16S rRNA gene from our competition bioreactor samples at day 7, just
prior to C. difficile inoculation, by pyrosequencing and compared these sequences to
the previous data we had collected from our in vitro invasion model (Fig. 3.4 and
3.5). We found that the richness, diversity, and evenness of the competition
communities were similar to those of the other clindamycin-treated communities on
day 6 (Fig. S3.4). When we compared the microbial community structures of the
competition bioreactor samples using the Bray-Curtis dissimilarity measure and
plotted them with the previous clindamycin-treated and mock-treated samples with
NMDS, we found that they grouped together with the clindamycin-treated
communities (Fig. S3.5). These community comparisons show that the strains were
competed in the presence of complex, diverse fecal communities and not community

anomalies made up of unexpectedly low richness or diversity.
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Ribotype 027 strains display a competitive advantage in vivo. In order to
address if ribotype 027 strains are capable of outcompeting non-027 ribotype
strains in the intestinal tract, we competed two ribotype 027 and non-027 strains in
a humanized microbiota mouse model of C. difficile infection. Mice were treated with
an antibiotic cocktail (36) for three days, followed by a single dose of clindamycin.
24 hours later mice were gavaged with C. difficile spores. Under these conditions,
strains CD3017 and CD4015 (ribotype 027) and strains CD1014 and CD2048
(ribotypes 014 and 053, respectively) were able to transiently colonize the
intestinal tracts of mice when infected individually without causing severe disease
(Fig. S3.6).

To compare the relative fitness between ribotype 027 and non-027 strains,
antibiotic-treated animals were treated with a mixture of 10# spores from strains
CD3017 (027) and CD1014 (014) (ratio of 1:14) or CD4015 (027) and CD2048
(053) (ratio of 1:50). The abundance of each strain was monitored daily by selective
plating of mouse feces. The 027 strain competitive indices in replicate mice for both
competition groups are plotted in Fig. 3.7. Competitive indices are calculated by
dividing the 027:non-027 ratios at day 4 by the ratios present in the gavaged spore

mixtures.
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Figure 3.7. Competitive indices of ribotype 027 strains relative to non-027
strains in a mouse model of C. difficile infection. After antibiotic treatment, mice
were gavaged with mixtures of 027 and non-027 ribotype strain spores. C. difficile
abundance for the indicated strains was determined by selective plating of the fecal
samples. Plotted here is the competitive index of the 027 strains for each replicate
mouse competition as the ratio of 027:non-027 at day 4 divided by the ratio at day 0
(ratio in spore mixes). Black bars represent the mean of replicates for each
competition. The dotted line on the Y-axis represents the upper CI limit for the
CD3017/CD1014 competition based on the plating limit of detection.

In both competitions, we noted that the ribotype 027 strains had a
competitive advantage when directly competing in the mouse intestinal tract (Fig.
3.7). CD3017 displayed a dramatic expansion over days 2-4 when competed against
CD1014; at day 4, the mean CI for 3017 was 86.7 (range=18.8 to 140.9). CD4015
also displayed a competitive index that showed it had a competitive advantage over

CD2048, and although the CI was not as robust as observed with CD3017, it had a

competitive advantage with a CI of 12.4 (range= 7.9 to 25.0). These data
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demonstrate that ribotype 027 strains have a competitive advantage over non-027

strains in vivo.

Discussion
Ribotype 027 strains have been frequently shown to be overrepresented in hospital
outbreaks and have been linked to increased morbidity and mortality. Although this
association with a hypervirulent state is controversial, the fact that ribotype 027
strains have swept across the globe implies they have acquired an increased ability
to cause disease. We hypothesized that differences in strain physiology could give
ribotype 027 strains a competitive advantage over strains of other ribotypes,
thereby leading to the increased prevalence of ribotype 027 strains. We used the
MBRA C. difficile invasion model to demonstrate that ribotype 027 strains were able
to outcompete strains of other ribotypes in the presence of complex fecal bacterial
communities. We then demonstrated similar competitive advantages of ribotype
027 strains to strains of other ribotypes in a mouse model of C. difficile infection.
Our work demonstrates that ribotype 027 strains can directly outcompete
strains of other ribotypes. Because we used four independent ribotype 027 strains
competed against four independent strains of varying ribotypes, we do not expect
that the observed increase in competitive fitness of the ribotype 027 strains was due
to strain selection. In the majority of competition pairs we studied, the ribotype 027
strains became the dominant C. difficile strain in the community, sometimes leading

to the complete loss of the non-027 strain. This dominance was observed in all
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bioreactor communities studied, as well as in the mouse competition between the
ribotype 027 strain CD3017 and the ribotype 014 strain CD1014. However, in the
second mouse competition between ribotype 027 strain CD4015 and ribotype 053
strain CD2048, the ratio of CD4015 to CD2048 increased over time, from a 1:50 ratio
at the beginning of the experiment to a mean 1:4 ratio (range=1:10-1:2) at the end
of the experiment, but CD4015 did not become the dominant C. difficile strain in the
community. Although we interpret these results to indicate that CD4015 was
outcompeting CD2048 for available niche space and would likely have led to its loss
from the community if the experiment had been continued further, we cannot
exclude the hypothesis that both strains would have reached a steady level of co-
existence. Interestingly, when comparing CI’s of competition pairs in the MBRA or
mice, similar trends were observed, with the CD3017 CI higher than the CD4015 CI
in each model, supporting that the MBRA model can recapitulate C. difficile
dynamics that occur in vivo, and further demonstrating the validity of the MBRA
model as a precursor for in vivo experiments (Fig. S3.7).

However, it is currently unclear what physiological differences present in
ribotype 027 strains allow these strains to outcompete strains of other ribotypes.
Although it is possible that ribotype 027 strains are capable of directly antagonizing
strains of other ribotypes, we favor the model that ribotype 027 strains are better
able to proliferate within the intestinal environment and thereby indirectly lead to
elimination of strains of other ribotypes.

One aspect of physiology that could potentially impact competition outcome

is inter-strain variability in rates of sporulation. If one strain had a higher
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proportion of the cells in its population enter into sporulation during the course of
competition, that strain would have less cells in logarithmic growth, effectively
reducing its competitive fitness. Although there have been some reports that
ribotype 027 strains sporulate more efficiently than other strains (e.g., (42, 43),
larger studies comparing multiple isolates of different ribotypes have found that
there is no significant correlation between sporulation efficiency and ribotype (44,
45). Because sporulation dynamics of individual strains co-cultured within the
MBRA are difficult to measure; we do not currently have data to determine whether
the non-027 strains used in our study sporulate to higher levels than the 027
strains. However, when we assayed sporulation in pure culture under both batch
and continuous-culture conditions, we did not observe higher rates of sporulation of
these non-027 strains (data not shown). The dynamics of C. difficile sporulation in
the context of growing in the presence of a complex fecal community is an area of
current and future investigation. While it is important to consider the impact of
sporulation dynamics on competition outcome, we do not believe this is the factor
responsible for ribotype 027 strains outcompeting other ribotypes in our
experiments.

A second aspect of physiology that could play a role in competitive fitness is
differences in germination. Differential germination does not play a role in the
competitive advantage of ribotype 027 strains in the MBRA, since competitions
were initiated with vegetative cells. In contrast, competition in the mouse model
was initiated by gavaging a mixture of spores. Recent work published by Francis et

al. demonstrates that murine bile acids (muricholic acids) inhibit C. difficile spore
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germination and that there is strain variability in this inhibition (46). In addition,
published data shows there is significant variability in rates of germination and the
compounds that serve as germinants among large sets of C. difficile strains of
varying ribotyes, at least in vitro (47). However, when we compared the day one
levels of C. difficile in the mice gavaged with individual strains of different ribotypes
to the levels of spores present in the initial inoculum, we found similar increases in
the abundance of C. difficile cells across the different strains by day one (Fig. S3.6).
Based upon these results, we conclude that differences in germination rates are
unlikely to play a role in the ribotype 027 competitive advantage.

Evidence suggests that factors of colonization resistance are important in
preventing C. difficile infection, and therefore must be overcome in order for C.
diffcile to proliferate in the colon (4). Some of these factors include competition for
nutrients, antagonism by production of inhibitory compounds (such as bacteriocins
or short chain fatty acids), and microbiota-dependent modulation of host immune
functions (reviewed in (5)). Identifying which of these factors is driving the
competition outcome in our model is the next area of investigation. Comparative
genomic studies have identified potential candidate genes that could provide
ribotype 027 strains an increased competitive advantage over strains of other
ribotypes. One such genomic difference is the presence of the thymidylate synthase
gene, thyA, in ribotype 027 strains, which has effectively replaced the native,
alternative thymidylate synthase gene, thyX, in the form of a four-gene insertion
(34). Escartin et al. showed that ThyA enzymes have, on average, 10-fold faster

catalytic rates than ThyX enzymes in vitro and are able to confer faster genome
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replication rates in vivo (48). Based upon this work, we hypothesize that the
presence of thyA in ribotype 027 strains may confer a growth advantage, and
therefore play a role in competitive fitness. We have also begun assessing whether
differences in carbohydrate metabolism between ribotype 027 strains and strains of
other ribotypes could provide a competitive advantage. Preliminary studies using
phenotypic arrays (Biolog) and follow-up growth studies have revealed differences
in metabolism of some carbohydrates by ribotype 027 strains (C.D.R. and R.A.B,,
unpublished results). Moreover, we are actively investigating whether ribotype 027
strains require less of a disruption of the microbiota to invade, for example after
shorter antibiotic regimens or after lower dosing of antibiotics, which would
provide further evidence as to why these strains are so prevalent in many clinical

locations.

Fecal MBRA as a model for C. difficile invasion. Our goal was to cultivate complex
fecal microbial communities within the MBRA that could resist invasion by C.
difficile, recognizing that these communities would not be 1:1 translations of the
starting fecal inoculum. Relative to our initial fecal inoculum, we observed a
significant shift in the ratio of Bacteroides:Firmicutes phylum members (Fig. 3.4B).
Bacteroides-dominated communities have been observed in several different in vitro
bioreactor models (22, 49-51), which often use media of similar composition for
cultivation. Several parameters can affect the composition of the microbial
communities that are established in fecal bioreactors, including source of fecal

material and how it is processed, the media composition and turnover time used for
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cultivation, and the availability of surfaces for biofilm formation (reviewed in (52)).
For example, we chose to pool fecal samples from twelve donors, reasoning that this
may lead to an in vitro community that was more representative of the microbial
diversity present amongst different individuals than could be achieved from a single
donor. However, by choosing this pooling strategy we may have selected for
communities that would not normally co-exist. We have examined the differences
between MBRA communities formed from single and pooled fecal samples and
found that they exhibit similar C. difficile invasion dynamics (manuscript in
preparation). Although modifying different aspects of the operating parameters
could lead to communities with higher similarities to the starting fecal inoculum,
our results demonstrate that our current model yields complex fecal MBRA
communities that resist invasion by C. difficile when unperturbed and are
susceptible when disturbed by antibiotics.

Our MBRA model does not promote invasion of antibiotic-treated
communities with C. difficile spores and thus we cannot monitor spore germination
dynamics in the presence of a fecal microbiota. We are currently attempting to
modify the model to enable spore germination within the MBRAs. Determining
those aspects of the current model inhibitory to spore germination and outgrowth
may also provide new insights into the dynamics between C. difficile and the
microbiota.

In spite of the limitations discussed above, the in vitro model that we
developed allows for robust, higher throughput studies of C. difficile invasion on

shorter time scales than can be accommodated in animal models and other more
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complex bioreactor models. Therefore, this model can serve as a complement to
animal studies by providing a platform for conducting initial, hypothesis-generating
experiments, including those experiments regarding potential therapeutic

treatment of C. difficile infection.

Conclusions. The data from the present study suggest that ribotype 027 strains
have an ecological advantage over other C. difficile ribotypes in the context of the
intestinal microbiota. If this competitive advantage holds true in the human colonic
environment, it may explain, in part, the epidemic nature of ribotype 027 strains.
Mixed species C. difficile infections have been found to occur in 7-13% of patients
infected with disease ((53, 54), and references therein). However, it has been
difficult to explore the impact of mixed infection on disease progression due to
limitations in the ability to accurately quantify the rate at which mixed infections
occur, or the dynamics of the mixed strains over time within individual patients (53,
54). While direct competition between strains may be occurring during co-infection
in patients, we suspect that ribotype 027 strains are able to outcompete strains of
other ribotypes in our models of C. difficile infection due to their ability to better
exploit the limited resources available within the intestinal communities. Finally,
this work further demonstrates that aside from virulence factors such as toxin
production and antibiotic resistance, the physiology of C. difficile should be

considered an important contributor to its success as a pathogen.
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Appendix

Supplementary Methods: MBRA Design and Operation.
As described in the Methods, MBRAs were fabricated from DSM Somos Watershed
XC 11122 via stereolithography (FineLine prototyping). Six reactors with an
internal volume of 25 mL were designed into a single strip with 200mm x 47 mm x
36 mm dimensions (Fig. 3.1). Reactors were drawn with 25 x 25 x 40 mm
dimensions, including 10 mm radial blends on the bottom corners (to prevent
buildup of cells and other insoluble materials), and 5 mm radial blends on the top.
Reactors were spaced 32.5 mm center to center to match dimensions on the stir
plate. Three 5.55 mm diameter holes (influent, effluent, sampling) were placed into
the top of each reactor, and spaced 16 mm apart center to center. Holes were
threaded to fit conventional leur connectors. Inner walls of the reactors were placed
2 mm from the bottom of the strip, 5 mm from the top of the strip, 5 mm from the
side of the strip, and 3.25 mm into the strip. A 1.25 x 16 x 31 mm intrusion was
designed into the bottom corners of the MBRA for fixing into a custom built acrylic
block that held the reactors upright and properly aligned with the stir-plate. A CAD
file (.stl) that can be used directly for fabrication via stereolithography is available
upon request.

Media was transferred from the source bottles through a combination of 1/8
in inner diameter (ID) C-flex tubing (Cole-Parmer) tubing and 0.89 mm ID 2-stop
Tygon lab tubing supplied to the reactors via a 24-channel peristaltic pump

(205S/CA, Watson-Marlow). Waste was removed from the reactors through a
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combination of 1/8 in ID C-flex tubing tubing and 1.14 mm ID 2-stop Tygon lab
tubing drawn from the reactors via the same 24-channel peristaltic pump. Reactors
were stirred using magnetic stir bars driven by independent magnets on a 60-spot

magnetic stir plate (VarioMAG HP 60, Vario-MAG USA).
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Table S3.1. Competitive indices of ribotype 027 strains at selected time points
after C. difficile inoculation as determined by quantitative PCR.

027 CIs in Fecal Community Background Competitions

Days post C. difficile inoculation

3 7 11
0.06+ 0.75+ 8.09+
0.52+ 1.19+ 3.74+

CD2015 (027) + 0.22+ 0.49+ 0.88+

CD3014 (001) 3.30+ 22.39+* ND
3.19 18.59 ND
0.11 3.36 36.17
119.15 36.93 3.83
11.88 21.91 33.05
CD3017 (027) +
CD1014 (014) 17.15 22.84 18.13
232.86 3993.21 ND
8.15 86.92* 23.43¢
8.11+ 497+ 24.59+
11.16+ 34.62+ 52.47+
CD4015 (027) + ] . .
CD2048 (053) 8.44 1.41 18.34
138.94* 593.38* ND
20.21 21.26 40.32
19.43 183.55 107.20*
15.24 30.34 9.14*
CD4010 (027) + i}
CD4004 (002) 12.97 31.27 50.09
27.22 627.14* ND
43.71* 764.94* 1386.61*

ND= not determined

* Ratio calculated based upon limit of detection for non-027 ribotype

*CI's calculated 1 day later than the day indicated than the column heading.
¢CI's calculated 1 day earlier than the day indicated than the column heading.
Shaded rows indicate replicates where C. difficile was added to the MBRAs post-
cessation of clindamycin dosing 24 hrs later than the other replicates.
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Table S3.2. Primers used for qPCR.

Target Gene Primer sequences (Forward & Reverse) Citation
C. difficile tcdA F: AGCTTT CGC TTT AGG CAG TG This study
R: ATG GCT GGG TTA AGG TGT TG

Bacterial 16SrRNA F: ACT CCT ACG GGA GGC AGC AG (55)
R: ATT ACC GCG GCT GCT GG

C. difficile thyA F: GAT GGC CAG CCT GCT CAT ACA ATA This study
R: TGT TTC ATC AGC CCA GCT ATC CCA

C. difficile thyX F: CCA GTT GGG ACA GAC GAA AT This study

R: TGA ACA AGC CCT TGA AAT ACC
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Figure S3.1. Bacterial abundance does not change significantly in clindamycin-
treated reactors. We measured the relative abundance of 16S rRNA gene copies in
bioreactor samples from triplicate clindamycin-treated (open circles) and mock-
treated reactors (closed-squares) using quantitative PCR with previously described
broad-range 16S rRNA gene qPCR primers (55). We have reported the average cycle
threshold (Cr, = standard deviation) where the qPCR reactions began amplifying
linearly. We did not determine absolute quantification of 16S rRNA gene copies in
the samples because the sample populations are composed of mixtures of bacteria
with different 16S rRNA gene copy numbers. Clindamycin or mock-treatment began
on day 2.5 in culture and continued twice daily through day 6.
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Figure S3.2. PCR screen of DNA samples from 88 strains of C. difficile for
detection of insert containing thyA or the uninterrupted thyX.
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Figure S3.3. Ratios of ribotype 027:non-027 C. difficile strains over time in
MBRA competitions. Each plot represents a different competition pair of one
ribotype 027 and one non-027 ribotype strain; ribotypes indicated in parentheses
above. Each line in the plots represents a replicate reactor, combined from three
independent experiments. Where the non-027 ribotype strain was below the limit
of detection, the ratio was determined by substituting in the highest Cr value in the
linear range (detection limit) for the non-027 value (open circles).
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Figure S3.4. Comparison of the community structure on day 7 from
clindamycin-treated reactors used for C. difficile competition experiments to
triplicate mock-treated and clindamycin-treated reactors infected with
CD2015. As described in Fig. 3.4, we analyzed the 16S rRNA gene abundances
(binned into OTUs with 3% sequence identity) from three mock-treated and
clindamycin-treated communities on days 2, 4, 6, 8, 10 and 12 in culture and
compared these to samples from all competitions described (except one replicate
each of 2015/3014 and 4010/4004 competitions; these are not plotted due to
technical failures of the sample analysis) on day 7 just prior to the addition of C.
difficile. We plotted the number of OTUs (A), inverse Simpson microbial diversity
indicator (B), and Simpson evenness indicator (C) in the clindamycin (closed
circles), mock-treated (open squares), and competition (plus symbols) communities.
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The solid lines represent the mean values for the triplicate clindamycin-treated and
mock-treated samples at each time point, which are reproduced from Fig. 3.4.
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Figure S3.5. Similar community structure changes were observed in response
to clindamycin-treatment in competition bioreactor communities. As described
in Fig. 3.5, we plotted the Bray-Curtis dissimilarity (3% OTUs) between samples
using nonmetric multidimensional scaling (NMDS). Samples were plotted from
three clindamycin-treated replicates (1-3; closed symbols) and three mock-treated
replicates (4-6; open symbols) every two days from day 2 (pre-treatment) through
day 12. The numbers in boxes indicate the points for the indicated reactors on day 2
and day 12 and correspond to the reactor numbers indicated in Fig. 3.2. Intervening
time points are represented by symbols and are connected in sequential order by
lines. Asterisks represent the day 7 samples from the competition bioreactor
communities described in Fig. S3.4. The ellipses indicate the 95% confidence
intervals for the indicated groups (pre-treatment; mock-treatment; clindamycin-
treatment.) The plot stress was 0.201.
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Figure S3.6. Levels of C. difficile strains across time in mouse model of
infection as determined by plating from fecal pellets. After antibiotic treatment,
mice were gavaged with spores from each individual ribotype. Fecal samples were
collected daily for four days. For each time point, fecal samples were weighed,
suspended in sterile water, heat killed for 30 min at 65°C, and plated on BHIS
containing 0.1% taurocholic acid. Plotted here are the mean CFU/g feces from
replicate mice for each strain group (with standard deviations where applicable;
some data points were lost due to technical failure; two groups lost a triplicate

mouse after day 1).
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Figure S3.7. Competitive indices (CI) of two competition pairs of ribotype 027
and non-027 C. difficile strains in the MBRA (circles) and Mouse (triangles)
models. When comparing the relative differences between the CI’s of the
competition pairs in each model, the mean CI of the CD3017/CD1014 competition
pair is higher than the CD4015/CD2048 competition pair in both models.
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CHAPTER 4

Differential Metabolism of Trehalose by Epidemic Ribotypes of Clostridum
difficile

Introduction

Clostridium difficile is one of the primary causative agents of antibiotic-associated
diarrhea (1). While Bartlett et al. first described this association almost four
decades ago in 1978, it is still poorly understood why disease generally only occurs
following antibiotic treatment (2). Several factors from the perspectives of the host
and microbiota likely contribute to the complex dynamics of both resistance and
susceptibility to C. difficile infection (CDI). However, mechanisms of colonization
resistance and competitive inhibition are believed to play a role (reviewed in (3)).
Competition for nutrients is one of the mechanisms governing colonization
resistance, and although evidence to support this in the case of establishment of CDI
exists, we do not have a complete understanding of the role of nutrient availability
(4-6). Therefore, there is still much to be learned in terms of how C. difficile
metabolism and competition for nutrients contribute to colonization and
establishment of disease. Moreover, recent increases in the incidence and severity
of CDI correlate with the emergence of epidemic-associated lineages of C. difficile,
primarily ribotype 027 (RT 027) (7-10). In chapter 3 we show that RT 027 strains

are able to out-compete strains of other ribotypes in the presence of complex fecal
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communities in an in vitro model of C. difficile invasion. Furthermore, we speculate
that there are aspects of RT 027 strain physiology related to nutrient utilization that
play a role in this increased competitive fitness.

In this chapter, [ will present work that was performed to investigate carbon
source utilization of C. difficile with particular emphasis on identifying carbon
sources that RT 027 strains differentially metabolize. The primary nutrients and
carbon sources utilized by C. difficile during outgrowth in the gastrointestinal tract
are not well explored. Identifying compounds that support C. difficile growth in the
context of the intestinal environment would increase our understanding in this area
and provide insight into knowing which nutritional factors are important for C.
difficile gut colonization. Additionally, elucidating if RT 027 strains have the ability
to utilize a wider range of nutrients, or specific nutrients more efficiently, might
help to explain the competitive advantage of RT 027 strains. Moreover, it would
provide further evidence to support the hypothesis that these strains have become
more prevalent due to differences in physiology rather than, or in addition to,
differences related to traditional virulence factors.

Most of the experimental work in this chapter focuses on C. difficile
metabolism of a glucose disaccharide sugar, trehalose. Trehalose is a naturally
occurring sugar consisting of two glucose subunits linked by an a,a-1,1-glycosidic
bond (11). Trehalose synthesis occurs in organisms in all three domains of life (12).
Initially, trehalose was thought to primarily serve as an energy storage molecule,
however, many more biological functions of this molecule have since been

discovered (reviewed in (11, 13)). These functions include incorporation in cellular
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structural components, transport, intracellular signaling, and regulation (11, 13).
Furthermore, because of its particular chemical characteristics, intracellular
accumulation of trehalose provides stabilization of biological molecules, providing
protection against osmotic, heat, cold, and oxidative stresses (14-17).

Availability of trehalose in the gastrointestinal tract has not been well
defined and it is not included in studies quantifying other intestinally relevant
sugars such as glucose, sucrose, maltose, and lactose. Nonetheless, there are several
pieces of evidence supporting its presence and potential role in colonization. First,
brush border enterocytes of the small intestine express trehalase, the enzyme
required to breakdown trehalose into its glucose subunits which can then be
absorbed and metabolized (18). Historically, the primary dietary sources of
trehalose were mushrooms, insects, lobsters and crabs, honey, and baker’s yeast
(13). More recently, consumption of trehalose is increasing due to increased use in
commercial food production since being granted GRAS (Generally Recognized As
Safe) status by the US FDA in 2000. Furthermore, other countries/regions have
approved its use as a food additive including Korea and Taiwan in 1998, the UK in
1991, Canada in 2005, and Europe in 2001. An extensive report published by
Hayashibara International Inc. addressing the safety of trehalose based on several
toxicity studies prompted this approval in several countries (13). Trehalose has
unique chemical properties that make it useful in the food industry, including use as
a stabilizing agent and texturizer in various foods, cryoprotectant in freeze dried
foods, and a sweetening agent. Indeed, estimates regarding consumption of

trehalose by the average adult in the US are as high as 16 g/day (13). In addition, a
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rare condition of trehalose intolerance in some individuals has been reported, which
is caused by insufficient trehalase activity in the small intestine, and results in
intestinal symptoms similar to those of lactose intolerance upon ingestion of
trehalose-containing foods (19, 20).

A recent proteomic analysis of C. difficile proteins expressed in a pig ileal-
ligated loop model reported a 2-fold increase in TreA expression in vivo compared
to in vitro, supporting the presence of trehalose in the intestinal environment (21).
Moreover, the role of trehalose in colonization of other intestinal pathogens has
been shown (22). Martindale et al. used an infant rat gut model to investigate genes
important for intestinal colonization of Escherichia coli (23). They identified a treB
mutant of Escherichia coli that was defective in colonization; TreB is a trehalose-
specific component of the phosphotransferase system required for uptake of
trehalose.

Finally, as discussed above, many bacterial organisms are able to synthesize
and maintain intracellular stores of trehalose. Indeed, if any members of the
intestinal microbiota had intracellular stores of trehalose, this would present a
source of trehalose upon microbial lysis after antibiotic treatment. Taken together,
all of this evidence supports that trehalose is a relevant nutrient in the
gastrointestinal environment and has the potential to play a role in C. difficile
colonization.

Very little work has been done regarding metabolism of trehalose by C.
difficile. Genome annotation data suggest that C. difficile solely uses trehalose as a

carbon source, and that the genes required to synthesize trehalose are absent. It
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only harbors tre4, the gene that codes for the trehalase enzyme, and treR, the treA
repressor. Itis not surprising that it does not appear to be able to also synthesize
trehalose for use in energy storage or stress resistance, as this functional capacity
occurs primarily in Gram-negative bacteria (12). In terms of regulation of trehalose
utilization genes, however, Antunes et al. used in silico analysis to identify predicted
CcpA-dependent carbon catabolite-regulated genes in C. difficile, including treR (24).
Here we show that RT 027 strains, and strains of another highly prevalent
epidemic-associated ribotype (RT 078), grow to higher cell densities on trehalose.
In the case of RT 027 this is potentially due to an identified amino acid substitution
in TreR within these strains. This is supported by the observation that RT 027
strains have increased treA expression. In addition, a treA knockout mutant in
CD630 was generated and preliminary mouse studies using the wild-type and
mutant strains suggest that trehalose plays a role in colonization and competitive
fitness. Should this result translate into the human gastrointestinal tract, it is
possible that the ability of RT 027 strains to grow better on trehalose would give
them a competitive advantage. Furthermore, this physiological trait could partially

explain the prevalence of RT 027 strains.
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Materials and Methods

C. difficile strains used in this study and growth conditions

All strains (except CD630 and CD196) were provided to the Britton laboratory by
the Michigan Department of Community Health, who determined the toxinotypes
and did the PFGE typing (Table 4.1). Strains were collected from infected patients
at either Southeast Michigan or Mid-Michigan Hospitals between 11/2007 and
5/2008. Strains CD630, CD630Aerm and CD196 were kindly provided by the
laboratory of Lincoln Sonnenshein (Tufts University). Ribotyping of the strains was
determined by Seth Walk (previously of the Young laboratory, University of
Michigan). All studies requiring growth of C. difficile were carried out in a Coy
anaerobic chamber (5% hydrogen, 90% nitrogen, 5% COz atmosphere), incubated at

37°C.

Table 4.1. Characterization of strains used in this study.

Strain toxinotype PFGE type (NAP status) Ribotype

CD2015 II MI_NAP1 027
CD196 II MI-NAP1 027
CD4015 II MI-NAP1 027
CD4001 II MI-UN13 027
CD4010 II MI-UN13 027
CD630 ND ND 012
CD3014 0 MI-NAP2 001
CD4011 0 MI-NAP2 001
CD2048 0 MI-NAP3 053
CD1007 0 MI-NAP3 053
CD1014 0 MI-NAP4 014
CD2012 0 MI-NAP6 002
CD1015 \Y MI-NAP7 078
CD1018 \Y MI-NAP7 078
CD2001 Vv MI-NAP8 078
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Identifying nutritional compounds that increase growth of Clostridium
difficile. Several different plates are available to screen compounds that can serve
as carbon, nitrogen, phosphorus and sulfur sources as well as nutritional
supplements such as peptides, fatty acids, and vitamins. A list of the different plates
(PM1-PM10) and their compounds can be found at:
http://www.biolog.com/pdf/pm_lit/PM1-PM10.pdf. Selected medium was
inoculated (1:100) with overnight culture (CD630 or CD2015) and then 100 ul
added to the wells of the entire Phenotype MicroArray plate. Growth was
monitored using a Tecan Sunrise spectrophotometer, reading every 20 minutes
(ODeoo) for 24 hrs under anaerobic conditions at 37°C. Two types of media were
used for these experiments- a defined medium developed for C. difficile ((25)), and
modified sporulation medium. The defined medium was made following the
published recipe (Table 4.2) with a few modifications; glucose was omitted for all
Phenotype MicroArray plate experiments, and for plates PM3-8, only essential
amino acids were added (see table legend). The other medium used is a variation of
the C. difficile sporulation medium published by Wilson et al. (26), named MSM for
“modified smorulation medium”. MSM contained: 22.5 g/L trypticase peptone
(VWR), 1 g/L (NH4)2S04, and 1.5 g/L tris base (Invitrogen); adjusted to pH 7.5 and
autoclaved at 121° C for 30 min. The sporulation medium was chosen because it is
simple, composed only of peptones and salts, and was diluted four-fold in order to
provide a low level of growth and allow for detectability of increased yields. Growth

yields were determined as the maximum ODggo of the growth curve for individual
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wells. Compounds that increased the maximum ODeoo by at least 1.5-fold were

concluded to confer a growth advantage.

Table 4.2. Defined medium ingredients and concentrations. *these amino acids
were the only ones added for medium used in Biolog Phenotype MicroArray plates
PM3-8.

Amino acids: mg/L Vitamins: mg/L
histidine 100 thiamin 1
100 calcium-D- 1
tryptophan* pantothenate
glycine 100 nicotinamide 1
tyrosine 100 rioflavin 1
arginine 200 pyridoxine 1
phenylalanine 200 p-Aminobenzoic acid 0.05
methionine 200 folic acid 0.0125
threonine 200 biotin 0.0125
alanine 200 B2 0.005
lysine 300
serine 300 minerals:
valine* 300 KH2PO4 300
isoleucine* 300 NazHPO4 1500
aspartic acid 300 NaCl 900
leucine* 400 CaCl2.2H20 26
cysteine* 500 MgCl2.6H20 20
proline* 600 MnClz.4H>0 10
glutamic acid 900 (NH4)2S504 40
FeS04.7H20 4
CoCl2.6H20 1
NaHCO3 5000
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Growth experiments further investigating C. difficile utilization of compounds
identified in Phenotype MicroArray plates. Compounds initially identified to
increase growth in Phenotype MicroArray plates (PM1 and PM2) were used to
further assess C. difficile growth using additional strains. Although Biolog does not
provide the specific concentrations of the components in their phenotype
microarray plates, they suggest follow-up studies be done in a range of 5-50mM in
their carbon source plates (PM1-2) (per email correspondence with Biolog technical
support). The defined medium was used (Table 4.2; all amino acids) and
supplemented with N-acetyl-glucosamine (25mM), N-acetyl-neuraminic acid
(10mM), alanine and hydroxyl-proline (12 mM each), mannose (25mM), or
trehalose (25mM). Cultures were grown in 96-well plates (Corning Costar
#CLS3595) plates by adding 200 pL medium (+/- compound) to selected wells and
inoculating with 10 uL. MSM overnight culture of selected strains. Growth was
monitored using a Tecan Sunrise spectrophotometer, reading every 20 minutes
(ODs0o) for 24 hrs under anaerobic conditions (Coy anaerobic chamber with 3%

hydrogen, 97% nitrogen atmosphere) at 37°C.

Trehalose growth experiments. Selected strains were grown in DM (Table 4.2; all
amino acids) supplemented with the specified trehalose concentrations. Medium
(200 pL) was added to selected wells of 96-well plate and wells were inoculated
with 10 uL of overnight culture of indicated strains. Growth was monitored using a

Tecan Sunrise spectrophotometer, reading every 20 minutes (ODsoo) for 24 hrs
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under anaerobic conditions (Coy anaerobic chamber with 3% hydrogen, 97%

nitrogen atmosphere) at 37°C.

RT-qPCR analysis of treA expression.

Cultures. Selected C. difficile strains were grown overnight in 5 ml DM (table 4.1),
inoculated from fresh BHIS agar plates (made as previously described except
without the addition of cysteine, (27)). Expression cultures were started by
subculturing 100 uL of the overnight culture into 10 mL fresh DM supplemented
with 25mM trehalose (by addition of 1M stock solution of trehalose dissolved in
water and filter-sterilized). Cultures were incubated (anaerobic, 37°C) and ODeoo
(optical density) monitored until an OD of ~0.1-0.2 was reached. The remaining
culture (~8 mL) was mixed with an equal volume of ice cold ethanol:acetone (1:1)

mix, placed on ice for 10 min, and stored at -80°C.

RNA extractions. Samples (culture, ethanol, acetone mix) were thawed on ice, and
then pelleted by centrifugation for 10 min at 4°C, and the supernatant removed. Cell
pellets were washed with 500 uL TE buffer (10mM Tris, 1ImM EDTA, pH 7.6). From
this point RNA was extracted using Qiagen RNeasy Kit (Qiagen #74104), following a
modified version of the recommended protocol, starting with resuspension in 1 mL
RLT buffer (to which 1:100 dilution of §-mercaptoethanol is added). Samples were
then transferred to 2 ml screw-top tubes containing ~200 pl 0.1 mm silica beads
(Biospec Products). The samples were homogenized by bead-beating (BioSpec

Products) on the homogenize setting two times for 1 min (placed on ice for 1 min
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between), centrifuged for 15 min at 21000 X g, and the supernatant was transferred
to a new tube. Buffer RLT (+ 1:100 B-mercaptoethanol) was added to a total volume
of 900 uL, then vortexed. 500 uL 100% ethanol was added, the sample vortexed,
and then transferred to RNeasy spin column. The extraction protocol from here
followed the handbook protocol. After the final wash with RPE buffer, RNA was
eluted off the columns with 20uL. RNase-free water. 1 uL. RNase Inhibitor (Roche
#03335399001) was added to the extracted RNA; samples were stored at -80°C.
Samples were treated with DNase to remove any contaminating genomic DNA using

Ambion Turbo DNA-free Kit (Ambion AM1907).

Reverse Transcription. cDNA of RNA samples was synthesized using Invitrogen
Superscript IIl reverse transcriptase (Invitrogen #18080-093) following the
recommended protocol. Other reaction components used were random primers
(Promega #C1181), and 10mM dNTP’s (Promega #U1515). Approximately 1 ng of
each RNA sample was used for cDNA synthesis. No reverse transcriptase controls
were also set-up by replacing the 1 uL reverse transcriptase with 1 uL. water in

those reactions; all other components were the same.

Real-Time PCR reactions. Real-time PCR reactions were performed in triplicate
and contained the following components: 1 ul cDNA (undiluted (treA), 1:100
dilution in sterile water (16S rRNA), or 1:100 dilution of -RT control sample), 10 uL
Power SYBR Green PCR Master Mix (ABI, Carlsbad, CA), 0.25 uL each primer (20

uM) (Supplementary Table 4.3), and 8.5 uL Milli-Q water. Triplicate water controls
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were also run; 1 uL. water replaced the cDNA template. Real-time PCR was
performed using an Eppendorf Mastercycler PCR machine under the following
conditions: 95°C 10 min, 40 cycles of 95°C for 15 sec followed by 60°C for 1 min. A
20 min melting curve was also performed from 60°C to 95°C. Standard curves of
cDNA were run to determine primer efficiencies. The template used for standard
curves was the sample with the lowest Cr values, diluted 4 logs into sterile water.
Primer efficiencies (E) were calculated by the method published by Pfaffl et al. (28);
treA E= 1.95; 16s rRNA E= 1.93. Expression of treA at the stopping point of each
culture was determined using the average of the triplicate Crvalues from each
sample and the following equation: [E¢ea(1.95)*(25-sample Ct)]/[E16s(1.93)"(10-
sample Cr)] (28). A baseline expression Cr signal for all samples was used which
was approximately the average Cr value for all strains in medium supplemented
with glucose instead of trehalose. This was done to normalize the variation seen in
the baseline expression of treA in control cultures (those without trehalose) where
aberrant expression levels in some replicate cultures were observed. Aberrantly
high baseline expression effectively would otherwise decrease the fold-induction of
treA in those samples and not be representative of the true levels of treA transcripts

in the presence of trehalose.
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Table 4.3. Primers used in this study.

Target Gene (reference)

Sequence

C. difficile treA (this work)

C. difficile 16s rRNA

{Rinttila:2004da}

treA IBS1.2_Intron retarget (this work)

treA EBS1_Intron retarget (this work)

treA EBSZ_Intron retarget (this work)

treA knock-out screen (this work)

qPCR- wild-type specific

qPCR- treA mutant specific

Fwd: tacgctgatggtcctcgtat

Rev: cgcctectttataatctgttttc

Fwd: ttgagcgatttacttcggtaaaga

Rev: ccatcctgtactggctcacct
atatcaagcttttgcaacccacgtcgatcgtgaataga
agattattgtgcgcccagatagggtg
cagattgtacaaatgtggtgataacagataagtcatta
ttattaacttacctttctttgt
cgcaagtttctaatttcggttttctatcgatagaggaaa
gtgtct

Fwd: gcaacaatgatggtataggtgatataaatgg
Rev: ggaacagaaccatcaggtttagca

Fwd: ggttgactcctatgtacgtttct

Rev: caaagtcactcattgtcccatattt

Fwd: tcctectttctattaggcattettg

Rev: ggagaacctatgggaacgaaac
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Alignments of TreA amino acid sequences from C. difficile clinical isolates and
other Gram-positive bacteria. Whole genome sequencing ([llumina MiSeq) was
conducted on several of the C. difficile clinical isolates obtained from the MDCH used
in this study by the MSU Research and Technology Support Facility. Genome
sequence files were assembled de novo using the next generation sequencing

assembly algorithm, Velvet (www.ebi.ac.uk/~zerbino/velvet/). BLAST (Basic Local

Alignment Search Tool) databases were made for each genome and the treR
sequences pulled out of the assembled contigs by searching for sequences matching
the CD630 (Integrated Microbial Genomes (IMG); https://img.jgi.doe.gov) treR
sequence. The treR sequences of other Gram-positive organisms were obtained
from the public database of IMG. All alignments were done using ClustalW?2

(https://www.ebi.ac.uk/Tools/msa/clustalw2 /).

Construction of a treA knockout mutant in the C. difficile parent strain,
CD630Aerm. We used a gene knockout system similar to the TagetTron system
available through Sigma-Alderich to generate a treA gene knockout mutant. This
system uses a group-II intron, retargeted to the gene of interest, to generate
functional knockouts. We used the protocol previously described (29, 30). Primers
were designed to target the treA gene (CD3091) of CD630 using the treA gene

sequence obtained from IMG (https://img.jgi.doe.gov). A primer design script was

developed, which is a variation of the one available from Sigma for TargetTron

primer design (http://www.sigma-genosys.com/targetron/), and was modified to

be optimized to the C. difficile genome. The “intronator” script is available upon
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request. Primers used are listed in Table 4.3. They are designed to target the intron
to insert at bp 177 of treA. Two plasmid templates (pBL64, pBL65) were used to
PCR amplify the retargeted intron fragment and ligate it into pBL100 (30). Plasmids
and erythromycin-sensitive CD630 derivative strain (CD630Aerm) were generously
provided to us by Dr. Lincoln Sonenshein’s lab (Tufts University). The treA-targeted
pBL100 plasmid was then transformed into Escherichia coli SD46 (provided by Dr.
Craig Ellermeier, University of lowa), and then mated into CD630Aerm. The
resulting treA insertion mutant was verified by PCR using primers designed to flank
the treA insertion site, resulting in a 350bp product for the wild-type gene and a

2.4kbp product for the gene knockout (Table 4.3).

Colonization and competition of CD630Aerm wild-type and treA mutant
strains in a mouse model of C. difficile infection. The previously published
cefoperazone mouse model of C. difficile infection was used for these experiments
(31). They were conducted in the laboratory of Dr. Vince Young (University of
Michigan, Department of Microbiology and Immunology), by Dr. Mark
Koenigsknecht, a postdoctoral research associate. Four groups of C57BL/6 mice (6-
8wks in age) were used in these experiments; One group (3 mice) served as no-
antibiotic control, two groups (5 mice each) were infected with wild type CD630erm
or treA knockout mutant strain, and the fourth group (5 mice) was infected with a
mixture of the wild-type and mutant strains. Mice were treated with cefoperazone
(0.5mg/ml) in their drinking water for 5 days, followed by two days of fresh water

before oral gavage of 1 x 104 C. difficile spores/mouse. Spores were cultivated by
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spread plating overnight BHIS cultures of C. difficile on BHIS medium and incubating
anaerobically at 37°C for 3 days. Cells were scraped from the plates and
resuspended in sterile water, heat-treated at 60°C for 30 min to kill vegetative cells,
and the number of viable spores were enumerated by plating appropriate serial
dilutions on BHIS supplemented with 0.1% taurocholic acid. Spore preparations
were diluted in sterile water to yield ~10° spores/ml, then mixed, when
appropriate, prior to gavaging a total of ~10% spores/mouse. Mice were weighed
and observed daily for disease symptoms and morbidity. Fecal samples were
collected daily and transferred into an anaerobic chamber within two hours of
collection. Fecal samples were weighed, suspended in anaerobic PBS, serially
diluted, and plated on TCCFA agar plates +/- 10pg/ml erythromycin. After 24-48
hrs of anaerobic incubation at 37°C, colonies were counted and the CFU/g feces was

determined.

Quantitative PCR Analysis of Competitions and Calculations of Competitive
Index. For mice gavaged with a mixture of wild type and treA mutant strains, the
strain ratios were determined by qPCR instead of plating. Strains ratios determined
by qPCR will be more reflective of the actual ratios since primers are designed to
specifically target each strain, while determination by plating relies on subtraction
of the colonies on selective plates from the total on non-selective plates, and will be
affected by inherent plating error, making small differences in ratios more difficult
to resolve. DNA was extracted from fecal samples using bead beating followed by

modified cleanup with a Qiagen DNEasy Tissue Kit as described (32). DNA
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concentrations were determined by spectrophotometry at 260 and 280 nm
(Nanodrop), and ranged from 18-48 ng/uL. The mixed spores preparation (1 x 10°
spores/ml) used to gavage mice was treated with 0.1% taurocholate at room
temperature for 20 minutes to induce germination and then bead-beated as above.
The supernatant was transferred to a fresh tube and used as DNA template in the
qPCR analysis. Primers were designed to specifically target the wild-type strain
(flank the intron insertion site) or the treA mutant (intron-specific) (table 4.3).
Real-time PCR reactions were set-up by combining the following components: 10 uL
Power Sybr Green PCR Master Mix (ABI, Carlsbad, CA), 0.2 uL each primer (20 uM),
8.6 uL Mili-Q water, 1 uL. DNA sample. All PCR reactions were performed in
technical triplicate and the Cr values are an average of the triplicate data points. The
amplification efficiency (E) of each primer set was determined by plotting the Cr
values of a standard curve generated by serial 4-log dilutions of the mixed-spore
supernatant diluted into a DNA sample extracted from a mouse fecal pellet collected
before C. difficile gavage (community background DNA). Primer efficiencies were
calculated using the method described by Pfaffl et al.; E= 10(-1/slore) (28);
Efficiencywild-type = 1.96, Efficiencymutant = 2.03. Competitive Indices (CI) were
calculated by dividing the end point wild-type:mutant ratio by the ratio at Ty (ratio=

EmutA CT_mut/Eth CT_wt) .
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Results and Discussion

Identification of carbon sources that C. difficile is able to use for growth.
Phenotype MicroArray plates can be used to screen various compounds for their
ability to increase the growth rate or growth yield of selected strains. Phenotype
MicroArray plates are 96-well plates in which each well contains a different
compound; these can be used to screen not only for phenotypic effects on strain
growth but also other aspects of physiology such as sporulation, toxin production,
or biofilm formation. The focus of this work was on identifying nutrients which C.
difficile is able to use to increase growth, although these plates could also be used to
identify compounds that inhibit growth. Strains CD630 and CD2015 were used for
initial Phenotype MicroArray growth studies (Table 4.1). This was done because we
wanted to identify compounds beneficial for C. difficile in general as well as ones
that might be specific to the epidemic RT 027 strains. Two different media were
used for initial experiments in order to detect compounds that may provide an
advantage in one medium but may not be detected in the other. Table 4.4
summarizes the results from just the two carbon source plates (PM1 and PM2). Out
of 190 compounds tested, a total of 16 were found to confer a growth advantage to
both strains, 5 compounds to only CD630, and 3 compounds to only CD2015, (Table
4.4). However, these results are representative of only 1 replicate of each plate for
each strain and each media type. More replicates or media types might have shown
more conserved overlap in the utilization of these compounds by these two strains.
Moreover, some compounds may have increased growth for either, or both, strains

but may have not met the 1.5-fold cut-off value. This was an initial screen for
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identification of compounds to follow-up in subsequent and better-replicated
growth studies. Therefore, these Phenotype MicroArray plate experiments are not
an exhaustive study into the metabolic capabilities of C. difficile and are likely to

overlook some compounds that may be of interest.

Table 4.4. Compounds that conferred at least a 1.5-fold growth yield
advantage Biolog PM1 and PM2 plates.2

CD630 CD2015

Well Compound MSM DM-G MSM DM-G
PM1: A3  N-acetyl-D-glucosamine* + + ND +
A8 L-proline + - ND -
A10 D-trehalose* + + ND +
Al1l D-mannose* . + ND +
B2 D-sorbitol - - ND +
B11 D-mannitol + + ND +
C7 D-fructose + - ND +
Cc9 a-D-glucose + + ND +
D7 a-Keto-Butyric acid + + ND -
G3 L-serine + + ND -
G4 L,_threonine + - ND -
H1 glycyl-L-proline + - ND -
PM2: B2 N-acetyl-neuraminic acid* - + + +
B6 D-arabitol - - - +
B8 arbutin + + + +
C4 D-melezilose 5 + 5 +
D2 salicin + + + +
D6 D-tagatose + + = +
E5 D-glucosamine + + + +
E8 b-hydroxy-butyric acid - o - +
E10 a-keto valeric acid - + + +
G8 hydroxy-L-proline* - - + +
G10 L-leucine - + + +
G12 L-methionine + - - +

aEach +/- symbol represents results of an individual experiment where growth was
(+) or was not (-) increased by at least 1.5-fold that of the control. DM= defined
medium; MSM= modified sporulation medium.

*These compounds were selected for individual growth analysis experiments.
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Plates PM3-8 were also tested for increased growth. The results are
presented in Supplementary Table 4.1; however, we did not do any follow-up

growth studies on the compounds identified in these plates.

Compounds identified in Phenotype MicroArray plates increase growth yield
of several C. difficile strains. Several compounds that conferred growth
advantages were selected for follow-up experiments (starred in Table 4.4). These
compounds were selected based on their potential for availability in the intestinal
environment. For example, N-acetyl-glucosamine is a building block of bacterial
peptidoglycan. This compound may have increased availability during periods of
bacterial lysis due to antibiotic activity. N-acetyl-neuraminic acid is a building block
of mucin, a substance secreted by the intestinal epithelium. Reduction in bacterial
levels within the gastrointestinal tract following antibiotic treatment may increase
access to this compound. Additionally, we know that C. difficile is capable of
generating ATP through Stickland reactions, the coupled reduction and oxidation of
amino acids (4). Alanine and hydroxy-proline have been demonstrated to serve as a
Stickland pair for this reaction. Mannose is a six-carbon sugar that is naturally
occurring and often a component of cell-surface glycoproteins as well as present in
various dietary sources. Finally, as presented in the introduction, trehalose is a
glucose disaccharide that has several lines of evidence for potential gut-availability.
Several C. difficile strains (3 RT 027 and 4 RT non-027) were tested for the
ability to grow to higher cell densities on these selected nutrient sources; the results

are presented in figure 4.1. The defined medium was used for these experiments
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and compound concentrations were chosen based on the concentration range given
by Biolog (5-50mM). N-acetylglucosamine (NAG) and N-acetylneuraminic acid
(NANA) increased growth yield for all four of the RT non-027 strains. Of the three
RT 027 strains, only CD3017 increased in the presence of NAG. Interestingly,
CD2015 did not have increased growth in these experiments in the presence of NAG
or NANA, while it did have an increase in the Phenotype MicroArray plates. This
may be an indication that CD2015 is more sensitive to growth conditions for
utilization of this compound, or that the concentrations used in the follow-up
growth cultures were lower than in the Phenotype MicroArray plates. The amino
acids alanine and hydroxy-proline significantly increased growth yield only for
CD2015. Mannose increased growth yield for all strains except CD3014. All strains
tested had significant increases in growth yield in the presence of trehalose.
Interestingly, however, when comparing the fold-increase of growth in trehalose-
supplemented medium to that in unsupplemented medium, the RT027 strains had
an average of 3-fold increase compared to 1.2-fold increase of the non-RT 027
strains (except for CD630, which had a 5-fold increase). Taken together, these data
illustrate the proof of concept that Phenotype MicroArray plates can successfully be

used to identify compounds beneficial to C. difficile growth.

169



CD196 (027)

CD2015 (027)
CD3017 (027)
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Figure 4.1. Results of growth yield experiments using compounds selected
from Phenotype MicroArray plates. Results are reported as the average of three
independent growth curves with associated standard deviations. (DM-G= defined
medium without glucose, NAG= N-acetyl-glucosamine, NANA= N-acetyl-neuraminic
acid)

Characterization of growth phenotypes of C. difficile strains grown on
trehalose. With the observation that RT 027 strains had higher fold-increases than
RT non-027 strains in the presence of trehalose in the follow-up studies presented
above, we further investigated the growth dynamics of these strains in the presence
of this sugar. Four strains were selected (two RT 027 and two RT non-027) and
grown on a range of trehalose concentrations to determine if the differences in
growth yield were concentration-dependent. The results are presented in Figure
4.2. It was observed that the RT 027 strain cell densities began to increase at lower

levels of trehalose than the RT non-027 strains, showing significant differences as

low as 750uM (p-value<0.05, student’s t-test), while the RT non-027 strains did not
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have significant differences in cell densities even at 50mM trehalose, although they
were trending higher. The variation in culture final OD’s is high at these higher
concentrations, however, and so repetition of growth experiments would likely
result in significant differences. Nonetheless, it is clear that RT 027 strains increase

growth yield in the presence of trehalose at much lower concentrations.

0.3+ —_—

g B 750uM
a 0.2 B 1.5uM
g o
- B 3mM
g 6.25mM
E 0.1+ Bl 125mM
= BN 25mM

| B 50mM

CD2015 CD3017 CD3014 CD4011
(027) (027) (001) (001)

Figure 4.2. Maximum growth yield of C. difficile strains grown in the presence
of a range of trehalose concentrations in defined medium. Ribotype 027 strains
increase growth yield at lower trehalose concentrations. Results are reported as the
average of three independent growth curves with associated standard deviations.

Using a concentration where there were significant differences between the
growth yields of RT 027 and non-027 strains, the growth of several more C. difficile
strains of other ribotypes was assessed. The results are presented in figure 4.3,
showing growth yields of C. difficile strains grown in DM with and without

supplementation with 10mM trehalose. All five RT 027 strains used had

significantly higher maximum OD’s in trehalose-supplemented DM (p-value <0.05,

171



student’s t-test), while all six RT non-027 strains did not. We also tested three RT
078 strains (another epidemic-associated RT of high prevalence), and observed that

they also had significantly higher growth yields in the presence of 10mM trehalose.
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Figure 4.3. Growth yield of C. difficile strains belonging to several ribotype
groups. Strains were grown in defined medium (DM) +/- 10mM trehalose. RT027
and RT078 strains grow to higher cell densities on 10mM trehalose. Results are
reported as the average of independent replicates with associated standard
deviations.

Construction of a treA mutant and analysis of the growth phenotype. The
ability to utilize trehalose as a carbon source is dependent on a cell’s ability to break
the disaccharide bond, generating two molecules of glucose that can then be

shuttled into the glycolytic pathway of central metabolism. In C. difficile, a

trehalose-6-phosphate hydrolase enzyme, TreA, fulfills this function. Using a group-
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Il intron based gene knockout system, a treA knockout mutant was constructed in
the CD630Aerm background. The treA mutant and CD630 parent were then grown
in DM supplemented with glucose, trehalose, and the other glucose disaccharide
sugars, cellobiose and maltose (figure 4.4). The growth experiments confirmed that
the mutant is unable to metabolize trehalose; there was no increase in growth yield
in DM supplemented with 25mM trehalose compared to unsupplemented DM, while
the WT strain had a 4-fold increase. It is worth noting that while CD630 is not a RT
027 strain, it does grow better than other non-027 RT strains on trehalose,
presumably due to its lab adaption to rich media (BHIS), which contains trehalose
because of the addition of yeast extract. This supports that treA encodes a protein
required for trehalose metabolism. Moreover, knockout of treA does not affect
metabolism of glucose, cellobiose, or maltose, since the growth yields of the WT and
mutant strains were essentially the same in media supplemented with these
different sugars. This observation is evidence that the glusosidase activity of TreA is
specific to trehalose and not other glucose disaccharides. Moreover, the phenotype
of this mutant is specific to its ability to utilize trehalose and therefore can be used
for in vivo or in vitro experiments to study the importance of trehalose metabolism

to C. difficile colonization and virulence.
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Figure 4.4. Growth yields of CD630 wild-type (WT) and treA knock-out
mutant in defined medium (DM) supplemented with glucose and glucose
disaccharide sugars (25mM).

Alignments of treR, the repressor of trehalase (tred), reveal a conserved
leucine residue that is substituted with isoleucine in RT 027 strains.

The treA (locus tag CD3091) gene is located on the chromosome immediately

downstream of a gene that codes for its cognate transcriptional repressor, TreR

(locus tag CD3090) (Figure 4.5).

//— treR (CD3090) treA (CD3091) /

Figure 4.5. Trehalose utilization genes located on the C. difficile chromosome.
The trehalase gene, tred, is located directly down stream of treR, the trehalase
transcriptional repressor.
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We hypothesized that the ability of RT 027 and 078 strains to grow better on
trehalose was due to a genetic difference in this trehalose-utilization locus. Whole
genome sequencing of several of the clinical isolates used in the trehalose growth
studies above was conducted. By aligning the gene sequences pulled out of those
genome sequence files, we identified a conserved amino acid substitution in TreR of
the RT 027 strains that is not present in the other RT strains (figure 4.6). This
substitution corresponds to a cytidine to adenine mutation in the gene sequence at

bp 514, resulting in a leucine to isoleucine substitution at AA172.

— (D630_treR_IMG_protein IVKDLDVSIAQGSIYKYIEECLGTKIVSSRKIFKIEKATELELKTLPLND
Non-RT027 (D1014_treR_protein IVKDLDVSIAQGSIYKYIEECLGTKIVSSRKIFKIEKATELELKTLPLND
(D3014_treR_protein IVKDLDVSIAQGSIYKYIEECLGTKIVSSRKIFKIEKATELELKTLPLND

— (D2048_treR_protein IVKDLDVSIAQGSIYKYIEECLGTKIVSSRKIFKIEKATELELKTLPLND

™ (D196_treR_IMG_protein IVKDLDVSIAQGSIYKYIEEGTGTKIVSSRKIFKIEKATELELKTLPLND
(D4015_treR_protein IVKDLOVSIAQGSIYKYIEEL IGTKIVSSRKIFKIEKATELELKTLPLND

RT027 (D3017_treR_protein IVKDLDVSTAQGSIYKYIEECIGTKIVSSRKIFKIEKATELELKTLPLND
(D2015_treR_protein IVKDLDVSIAQGSIYKYIEECIGTKIVSSRKIFKIEKATELELKTLPLND
CD40@1_treR_protein IVKDLDVSIAQGSIYKYIEEL IGTKIVSSRKIFKIEKATELELKTLPLND

| (D2046_treR_protein IVKDLDVSIAQGSIYKYIEEGIGTKIVSSRKIFKIEKATELELKTLPLND

RTO078 — (p1015_treR_protein IVKDLDVSIAQGSIYKYIEECLGTKIVSSRKIFKIEKATELELKTLPLND
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Figure 4.6. Alignments of TreR amino acid sequences for several C. difficile
strains of various ribotypes. RT027 strains have a conserved L172] amino acid
substitution (circled in red) not present in the non-RT027 strains or the RT078
strain.

In order to investigate the conservation of this residue in TreR proteins of

other organisms, we aligned the TreR amino acid sequences from 10 other Gram-
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positive bacteria (figure 4.7). Indeed, this leucine residue was conserved across all

of the organisms included in our alignments, suggesting it is has structural or

functional importance.

Clostridium_difficile
Streptococcus_pneumonia
Lactococcus_lactis
Lactobacillus_plantarum
Bacillus_cereus
Bacillus_anthrasis
Bacillus_thuringiensis
Clostridium_botulinum
Clostridium perfringens
Bacillus_halodurans
Bacillus_subtilis

GFKVGSEVYYLHRLRYIDNIPKILDINYFLCSIVKDLDVSIAQGSIYKYIEE
GFPEFRMVWKVVRQRVVDDLVSVLDTDYLDMELIPNLTRQIAEQSIYSYIENGL
GFAIGDOALSILRRRKVDGKFSILDWDLFLEKYADGLTPAEAQNSTYDYLEG]
TELTEAPVTAIKRVRVIDGEPAIIDKDYILKSIVPKVPKQAAEDSLYAYFEN
NVKEKTDIDHIKRVRNIDGEKVILDINHFVSEYIPGLTSEIAAQSIYKYIEK
NVKEKTEIDHIKRVRNIDGEKVILDINHFVSEHIPGLTSEIAAGSIYKYIEK
NVKEKTEIDHIKRVRNIDGEKVILDINHFVSEHIPGLTSEIAAGSIYKYIEK
NLSKNDDVWKVIRVREIDNKKIILDKDFFNKKYVPLLTKDICENSIYEYLEN
EVSPNKYVWSVVRVRNIDGEKIILDKDYLNSEFVPRLTEEICKDSLYKYIEG!
GCDAEEPLWAVVRARKISGESIILDKDYFLEEYVPNLTKEICQDSIYEYVEK]

*x * . IR R . * * * *x
H H I . : . .

Figure 4.7. Alignments of TreR amino acid sequences from several Gram-
positive bacterial organisms showing conservation of the leucine residue.

The only available crystal structure of a TreR protein homologous to that in

C. difficile was published by Rezacove et al. who studied the C-terminal (effector-

binding) domain of TreR in Bacillus subtilis (33). This conserved leucine (AA169) is

located in Helix H3 of the structure (Figure 4.8).
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Rezacove et al., Proteins, 2007

leucine /,
\

Trehalose-6-P binding pocket

Figure 4.8. Ribbon diagram of the C-terminal (effector-binding domain) of
TreR from Bacillus subtilis showing the locations of the predicted trehalose-6-
phosephate binding pocket and conserved leucine residue (Leu-169).
Structure was determined and published by Rezacova et al. (33).

TreR functions as a dimer of dimers, and this helix (H3) was shown to be
important for interaction between subunits of the two dimers. When trehalose is
absent, the dimers form a tetramer and bind to two operator sequences on the
chromosome, upstream of the trehalose operon. These 14 bp inverted repeats are
located 32 bp apart within the promoter sequence of the trehalsoe operon in B.
subtilis (34). When trehalose is present in the medium, it gets phosphorylated to
trehalose-6-phoasphate during uptake into the cell by way of a trehalose-specific
phosphotransferase transporter system. Trehalose-6-phosphate then binds to TreR,
causing a conformational change that dissociates TreR from the DNA, allowing

expression of treA. Additionally, the location of the leucine in the structure lies very
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close (just a few amino acids away) from the predicted effector-binding pocket,
more specifically, where the phosphoryl group of trehalose-6-phosephate (the
effector) is predicted to interact with key amino acid residues (33). Both leucine
and isoleucine are hydrophobic amino acids containing branched, non-polar side
chains. While the chemistry of these two amino acids is similar, the slight
differences in their structures may allow for a change in structure or function of the
protein. Since this amino acid is highly conserved, it is likely that a substitution to
an amino acid with significantly different chemistry would result in a structural or
functional change that could be deleterious, potentially even resulting in complete
loss of function. Based on the location of this substitution, we predict that the RT
027 TreR could have a change in function, which allows increased induction of treA
expression. This could occur by destabilization of the TreR tetramer, since AA172 is
located in helix H3, which is important for dimer-dimer interactions. This would
allow for the dimers of TreR to more readily dissociate upon binding trehalose-6-
phosphate. Alternatively, TreR could have a higher affinity for trehalose-6-
phosphate, because of AA172’s close proximity to the effector-binding pocket, which
would also allow for TreR to more readily dissociate from the operator region.
Therefore, we hypothesize that RT 027 strains are able to grow to higher cell
densities on lower levels of trehalose due to increased expression of treA.

Since the RT 078 strains do not have this amino acid substitution, the basis
for their increased growth on trehalose must be the result of some other genetic
difference. Through personal correspondence with Wilco Knetsch (lab of Dr. Ed

Kuijper, Leiden University Medical Center), they have shared that they recently

178



identified a genetic insertion in RT 078 strains, which contains genes annotated as
trehalose-utilization genes (unpublished data). These genes may be the genetic
basis for the trehalose growth phenotype of RT 078 strains; however, it is possible
that other genetic characteristics are playing a role. Regardless, the observation of
two independent lineages of epidemic-associated C. difficile acquiring the ability to
grow better on trehalose supports that this metabolic ability may play a role in C.

difficile colonization and disease.

RT 027 strains have increased treA expression. In order to test the hypothesis
that RT 027 strains have increased treA expression, we grew four RT 027 strains,
and four strains belonging to different RT groups, in DM supplemented with 25mM
trehalose and compared the levels of treA mRNA present during mid-log phase of
growth using RT g-PCR. The Cr values of each replicate were all normalized to an
average baseline Cr value of replicates grown in medium without trehalose. The
results are presented in figure 4.9. The mean values of the four RT 027 strains are
2599, 3339, 3451, and 3752. The mean values of the four RT non-027 strains are
392,780, 1395, and 603. The difference treA expression in RT 027 strains
compared to RT the non-027 strains in these conditions is significant; the p-value
(student’s t-test) calculated from groups of mean values from the RT 027 and non-
027 groups is 0.00026. There is a large amount of variability between replicates
within some strains, and this may be due to the concentration of trehalose used in
these experiments. This concentration is potentially close to a threshold

concentration where treA expression is induced, since there is a slight increase in
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growth yield at this concentration in the RT non-027 strains shown in Figure 4.2. A
lower concentration of trehalose (<10mM) might yield more consistent results,
however, the lower cell densities of the cultures would make obtaining adequate
amounts of RNA more challenging. Regardless, there is still a strong correlation
between strains that have increased growth on trehalose and increased expression
of treA. One exception is the RT 078 strain, CD1015, which has significantly
increased growth on 10mM trehalose yet [ did not observe increased treA
expression in this strain. It would be interesting to test other RT 078 strains to
determine if they also do not have increased treA levels. If not, this might provide
insight into the genetic basis for their growth phenotype. For example, it might
indicate that the trehalase enzyme they carry has increased catalytic efficiency or
affinity for trehalose-6-phosphate. Alternatively, it might provide evidence for the
presence of an additional trehalase gene, which is suggested in the unique insertion

in these strains that is discussed above.
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Figure 4.9. Expression of treA in several C. difficile strains grown in DM+25mM
trehalose as determined by RT-qPCR. Plotted points represent the fold-increase
of each replicate, normalized to an average baseline expression in medium without
trehalose. Replicates of each strain are combined data from 2 or 3 independent
experiments; black bars represent the means. The RT 027 strains (four on left side
of graph) expressed treA to higher levels under the conditions tested. The p-value
(student’s t-test) between groups of RT 027 and RT non-027 strain averages is
0.00026.

A treA knockout mutant of C. difficile displays a decrease in colonization levels
in a mouse model of C. difficile infection and a decrease in competitive fitness
compared to the wild type strain. In order to investigate if the ability to utilize
trehalose plays a role in C. difficile colonization in vivo, we infected groups of mice
with either the wild-type CD630Aerm, a treA knockout mutant of CD630Aerm, or a
mixture of the two strains. Mice were treated with an antibiotic, cefoperazone, for

several days in order to induce susceptibility to C. difficile infection, then gavaged
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with 104 spores of the desired strain/s. Fecal samples were collected daily and C.
difficile was enumerated by either plating (wild-type, mutant, and competition
groups) or qPCR (competition group). The CFU/g feces as determined by plating
on C. difficile selective media of the mice infected with either the wild-type or
mutant strains is plotted is figure 4.10. The fecal levels ranged from 1.2 x 107 to 1.8
x 108 CFU/g feces across all five days for the mice infected with wild-type strain, and
the range for the mutant-infected mice is from 1.0 x 107 to 8.6 x 107 CFU/g feces.
Interestingly, there is a significant difference between the CFU/g feces in the wild-
type and mutant groups on days 1 and 2 (p=0.02 and 0.03, respectively) and close to
significant difference on day 3 (p=0.08), with the mutant colonizing the mice to

lower levels on those days (~2-fold difference between means on all three days).
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Figure 4.10. CFU/g feces of wild-type and treA mutant C. difficile infected mice.
Two groups of five mice were gavaged with spores of either wild-type CD630Aerm
or a treA knockout mutant. Fecal pellets were collected daily and C. difficile
quanitifed by plating on C. difficile selective media. Results are plotted as the mean
and standard deviation of the data points from each group on the indicated days.
*p-value <0.05

In the mice infected with a mixture of wild-type and mutant spores, a
competitive index was calculated to assess the advantage of having a functional treA
gene. Competitive indices (CI's) were determined by dividing the wild-type:mutant
ratio within individual mice at days 1, 2, 3, and 5, and dividing by the ratio in the
gavaged spore mixture (ratio = 0.29). Quantitative PCR using primers specific to
either strain was used to determine the strain ratios. The CI’s are plotted in figure
4.11. Each data point represents the CI of the wild-type strain in an individual
mouse on the indicated day; lines connect the CI’s within each mouse across time. A
CI of one would indicate no change in ratio, while a CI greater than 1 indicates an
increase in ratio and therefore a competitive advantage of the wild-type strain.

When tracking the CI's across time in the individual mice, four of the five mice had

183



CI's of >1 on or before day 3. Mouse 3 had a consistent increase in CI from days 2 to
5, indicating a clear competitive advantage for the wild-type strain. Mouse 1 had
CI's >1 from days 2 to 5 as well, however, they were decreasing as the experiment
progressed. Mice 2 and 4 had CI's >1 on days 2 and 3, respectively, however, they
dropped below 1 by day 5. Mouse 5 CI's were below 1 throughout the experiment
with the lowest CI on day 5 (0.6). In general, there was a trend of decreasing CI’s
toward the end of the experiment.

One observation from the plating data was that the total number of C. difficile
in all mice had a significant decrease in CFU/g feces after day 5 (figure 4.12). There
was larger drop (up to over 2 logs) in levels of C. difficile in the wild-type and
competition mouse groups, while the drop in levels in the mutant-infected mouse
group was lower, yet still significant (up to 13-fold decrease). This observation
indicates that the intestinal microbiota of the mice are likely recovering from the
antibiotic-induced perturbation and resistance to C. difficile is being restored,
therefore resulting in C. difficile washout. Changes in the intestinal environment,
including nutrient availability, are likely in this situation and would affect the
outcome of these experiments, particularly the competition dynamics of the wild-
type and mutant strains. Therefore, it is reasonable to draw conclusions from our
data based on the earlier time points in the experiment.

In summary, there were significant differences in the wild-type and mutant
levels of C. difficile in the individually-infected mice on days 1 and 2. In addition, CI's

in the competition mice within the first 3 days of infection indicated a competitive
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advantage of the wild-type strain. Combined, these data support the hypothesis
that trehalose plays a role in colonization and competitive fitness in vivo.

In consideration of the variability in wild-type CI's among mice in the
competition group, and the washout of total C. difficile levels in all mouse groups
beyond day 5 of the experiment, the data are not as robust as desired and warrant a
repeat of the experiment. Nonetheless, a recent study published by Ng et al.
reported similar differences in colonization levels of wild-type C. difficile and a
mutant deficient in sialic acid consumption in a mouse model, with the mutant
colonizing at levels 2.3-fold lower than the wild-type (35). Unlike sialic acid, which
is a component of mucin, trehalose availability in the human gastrointestinal tract is
at least partially dependent on diet composition. Therefore, administration of
trehalose to mice during colonization and competition studies is reasonable and
potentially more closely replicate the nutritional availability of trehalose in humans.
Future mouse experiments will include groups of mice fed trehalose based on the
estimated average daily consumption of trehalose reported in the literature. We
expect the data from these mice to reflect an even stronger support for the

importance of the ability of C. difficile to metabolize trehalose in vivo.
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Figure 4.11. Competitive indices of wild-type CD630Aerm when competed
against the treA knockout mutant in a conventional mouse model of C. diffiicile
infection. Mice were gavaged with a mixture of wild-type and mutant spores, and
fecal pellets were collected daily. Competitive indices were determined by qPCR
using primers specific to either strain and calculated by dividing the wild-
type:mutant ratio at the indicated day by the ratio of the spore mix.
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Figure 4.12. Total CFU/g feces of C. difficile in each group of mice. Three groups
of five mice were gavaged with spores of either wild-type CD630Aerm, a treA
knockout mutant, or a mixture of both strains. Fecal pellets were collected daily and
C. difficile quanitifed by plating on C. difficile selective media. Results are plotted as
the mean and standard deviation of the data points from each group on the

indicated days.
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Summary and Future Directions

The primary focus of the work in this chapter was to investigate carbon sources of C.
difficile, with an emphasis on ones that RT 027 strains are able to differentially
utilize, compared to other ribotypes. Using Biolog Phenotype Microarray plates,
several compounds that increased growth yield of C. difficile were identified.
Ribotype 027 strains were shown to grow to higher cell densities on one of these
compounds, trehalose, as well as strains of another epidemic ribotype, RT 078.
Genetic analysis identified an amino acid substitution in treR, the repressor of treA
(trehalase), which is conserved among ribotype 027 clinical isolates. Moreover,
increases in treA expression in ribotype 027 strains, presumably due to this
mutation in treR, have been observed by RT-qPCR.

Using a treA knockout mutant of C. difficile, we tested the importance of
ability to metabolize trehalose in a mouse model of C. difficile infection. The results
of this preliminary mouse experiment suggest that trehalose utilization is important
for reaching maximum levels of colonization in vivo and may also increase
competitive fitness.

The treA mutant generated in this study represents the first experimental
proof of the function of tre4, the gene annotated to encode a trehalose-6-phosphate
hydrolase in C. difficile. Not only was it shown that the mutant is unable to grow on
trehalose, but that its ability to metabolize other glucose disaccharide sugars was
unaffected.

Currently, the phenotypic effects of the leucine to isoleucine amino acid

substitution in TreR of RT 027 strains is being investigated using a different model
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organism, Lactococcus lactis. Genetic tools in C. difficile are relatively limited,
however, the Britton lab has recently developed and optimized a recombineering
system for making targeted mutations in lactic acid bacteria. The TreR of L. lactis
also contains the highly conserved leucine residue, as shown in figure 4.7. Using
recombineering, | have made a treR mutant of L. lactis NZ9000 that encodes the
same leucine to isoleucine amino acid substitution as that in the TreR of C. difficile
RT 027 strains. Currently, growth and expression experiments are being conducted
to see if the amino acid substitution displays a phenotype. If this is demonstrated, it
will provide further support that this genetic change in the RT 027 strains
contributes to the trehalose growth phenotype. Moreover, additional experiments
are planned to investigate if there are differences in the ability of the RT 027 TreR
and the RT non-027 TreR to bind the treR or treA promoter regions using enzyme
mobility shift assays. We hypothesize that the TreR of RT 027 strains will dissociate
from DNA when lower levels of trehalose-6-phosphate are added compared to the
TreR of RT non-027 strains. This would also provide support for the functional
effect of the identified amino acid substitution.

In conclusion, the work in this chapter suggests that trehalose is one of the
nutrients utilized by C. difficile in vivo and that epidemic-associated ribotype strains
are able to utilize trehalose more efficiently. This work not only contributes to
understanding the nutritional factors involved in C. diffcile gut colonization, but also
to understanding the physiology of epidemic strains. Although a potential genetic
basis for the trehalose advantage of RT 078 strains was not identified, the

observation that this second epidemic-associated and prevalent ribotype group
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grows better on trehalose is intriguing. It further supports that the ability to utilize
trehalose is important for C. difficile colonization and might indirectly contribute to
virulence.

There are several potential applications of this insight. For example,
including a trehalose-consuming organism in a prophylactic probiotic treatment
during antibiotic treatment may help to reduce development of C. difficile infection.
Additionally, altering the diet of patients at risk for C. difficile infection, by reducing
consumption of trehalose, may also help to reduce disease development.
Ultimately, the more we understand about all aspects of this complicated disease,

the better we will be able to treat and prevent it.
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Appendix

Table S4.1. Compounds that conferred at least a 1.5-fold growth yield advantage
(relative to unsupplemented medium control) for either one or both strains in the
Biolog PM3-8. Defined medium was used for all plates.*

Well Compound CD630 CD2015
PM3: A6 biuret - +-
A7 L-alanine* -- +-
A8 L-Arginine -- +-
Al1l L-cysteine -- +-
B5 L-leucine ++ e
B10 L-serine +- +-
B11 L-threonine +- ++
B12 L-tryptophan -- ++
C12 L-ornithine +- ++
D9 ethanolamine +- +-
D12 agmatine ++ +-
E8 D-glucosamine ++ +-
E9 D-galactosamine +- --
E11 n-acetyl-glucosamine +- +-
Fé6 Guanine -- +-
F8 Thymine +- +-
F12 Inosine +- +-
G2 xanthosine -- +-
G8 Y-amino-n-butyric acid -- +-
G10 D,L-a-Amino-Caprylic Acid +- +-
G12 a-Amino-N-Valeric Acid +- +-
H4 alanine-glycine -- +-
H6 alanine-leucine -- +-
H7 alanine-threonine -- ++
H9 Glycine-Glutamate = =
H11 Glycine-methionine -- +-
H12 Methionine-Alanine == ++
PM4: F4 tetrathionate -- +-
F10 L-cysteic acid == A=
G7 L-methionine -- +-
G8 D-methionine -- +-
H4 D, L- lipoamide -- +-
PM5: A5 L-asparagine +- ==
B1 L-glutamine +- --
B8 L-phenylalanine -- +-
B11 guanosine +- --
C12 deoxy-inosine +- +-
F12 thymidine +- --

191



Table S4.1 (cont'd)

G1 oxaloacetic acid +- +-
G3 cyano-cobalamine +- --
G4  p-amino-benzoicacid +- -
G5 folic acid +- --
H7 D, L- carnitine +- --
H8 choline +- --
PMé6: B1 alanine-serine -- +-
B2 alanine-threonine +- --
B6 arginine-arginine +- --
B8 arginine-glycine = ==
B12 arginine-lysine +- -
D10 glutamate-serine == =
D12 glutamate-tyrosine -- --
E4 glycine-cystein +- --
G12 Isoleucine-serine +- -
H1 isoleucine-tryptophan -- +-
H4 leucine-alanine +- -
H6 leucine-asparagine -- +-
H9 leucine-isoleucine -- +-
H10 leucine-leucine +- +-
H11 leucine-methionine +- +-
H12 leucine-phenylalanine +- +-
PM7: B3 lysine-threonine + -
B10 methinonine-glutamine - o
B12  methionine-histidine - +
C2 methionine-leucine - +
C3 methionine-lysine + -
D5 proline-asparagine o -
E1l serine-alanine + -
E8 serine-serine o -
E12 threonine-arginine + -
F1 threonine-glutamine o -
F2 threonine-glycine + -
F3 threonine-leucine - o
F4  threonine-methionine - +
F7  trpyptophan-arginine + -
G10 tyrosine-leucine + -
H5 valine-asparagine o -
H9 valine-leucine + -
H12  y-glutamate-glycine + -
PM8: E5 serine-methionine +- --

*Each +/- symbol represents results of an individual experiment where growth was
(+) or was not (-) increased by at least 1.5-fold that of the control.
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CHAPTER 5

Discussion and Conclusions

Discussion

The intestinal microbiota plays a fundamental role in preventing disease caused by
C. difficile, illustrated by the fact that disease generally only occurs after antibiotic
treatment. However, these interactions are inherently complex due to the variation
in microbiota across individuals, diversity among infecting strains, and underlying
complexities of the intestinal environment. Therefore, much work is still needed to
understand all of the intricacies related to the development of CDI. In addition,
there is a lack of understanding about why recently emerged epidemic strains of C.
difficile have spread globally and become prevalent in such a short time frame. The
work presented in this thesis aims to address some of these questions. In chapter
two, we developed a novel gut microbiota mini-bioreactor system in which we can
establish continuously cultured complex fecal communities, and adapted this
system as an in vitro C. difficile infection model in chapter 3. We then investigated
the competitive dynamics of epidemic and non-epidemic C. difficile strains in the
presence of complex communities in both the bioreactors and a mouse infection
model, showing that these newly emerged epidemic strains have a competitive
advantage. A potential physiological basis for this competitive advantage is

identified in chapter 4, where I demonstrate that epidemic strains grow better on
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trehalose, and that this ability may be conferred by a single amino acid substitution
in a regulatory gene involved in metabolism of this sugar.

This work contributes to the field of C. difficile in three ways. First, we have
developed a novel C. difficile infection model that could be used to study many
different aspects of C. difficile physiology and interactions with intestinal microbiota.
These include but certainly aren’t limited to vegetative growth, sporulation and
germination dynamics, gene expression including toxin production, and the effects
of different community assemblages on these processes. Second, the work in
chapter 4 broadens our understanding of C. difficile metabolism and the nutrients
that potentially play a role in intestinal colonization. Lastly, identification of the
trehalose growth advantage and treR mutation in epidemic strains provides insight
into physiological attributes that potentially explain not only why these strains are
so prevalent and cause more disease, but also insight into the evolution of this
unique pathogen.

Since competitive interactions between the microbiota and C. difficile are so
integral to disease development, evolutionary adaptations affecting nutrient
competition are likely contributing to the evolution of this organism. In the case of
RT 027 strains, the ability to grow better on trehalose may have contributed to its
recent emergence; however, it is likely that there are other contributing factors.
Genetic mutations affecting nutrient utilization could provide a fitness advantage,
resulting in several outcomes. Firstly, a mutation might allow for more efficient
growth on a particular nutrient by affecting either nutrient uptake or metabolism,

such as [ have demonstrated here for trehalose utilization. In this example, the new
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strain is more fit than the other C. difficile strains, yet still less fit than the competing
member/s of the microbiota. The competitive dynamics observed in chapter 3
exemplify this scenario since the colonization levels and invasion of individual
strains in the in vitro and in vivo models were similar. Alternatively, there may be
mutations that allow the new strain to more readily invade the intestinal
environment, not only outcompeting the other C. difficile strains but also members
of the microbiota that previously competed for a similar niche. In this situation, the
evolved strain is more fit than the other C. difficile strains and also the competing
microbiota members, therefore affecting the background community structure. In
the case of epidemic C. difficile, some evidence of this may be demonstrated by the
observation that mice infected with epidemic (RT 027) strains had persistent
dysbiosis of the intestinal microbiota, different from the non-epidemic strain
infected mice (1). While the authors speculate that dysbiosis is due to the epidemic
strain’s impact on the inflammatory response of the host which in turn affects the
microbiota, it is possible that these strains directly induce changes to the microbiota
through competition. Even though it does not appear that this is occurring in our
humanized mouse infection model, it would be interesting to look more closely at
the communities of epidemic and non-epidemic C. difficile infected mice and see if
they are also different. In a third scenario, the new strain could acquire mutations
that allow it to fill a new intestinal niche, for example, by being able to metabolize a
carbon source not utilized by other C. difficile strains. In this scenario, it would be
possible for both strains to co-colonize since they would no longer be competing for

the same niche. In addition, this could affect the background community as
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described in the second example above, as the new strain could now be out-
competing different microbiota members for this other nutrient. The Biolog
experiments reported in chapter 4 identified several compounds whose utilization
may be unique to RT 027 strains, however, much more work would need to be done
to support these findings by screening additional strains and growth conditions.

Several comparative genomic analysis studies have been conducted in an
effort to understand C. difficile strain evolution and also identify genetic factors that
potentially contribute to the epidemic phenotype of newly emerged strains (2-6).
Stabler et al. used whole genome sequence analysis of three C. difficile strains; a
historic non-epidemic RT 012 isolate (CD630), and historic non-epidemic RT 027
isolate (CD196), and a recent epidemic RT 027 isolate (R20291) (2). They identified
234 genes unique to the RT 027 strains, many of which are associated with motility,
antibiotic resistance, and toxicity, and an additional 5 genetic regions unique to just
the recent RT 027 isolate. While the impacts of some of these traits on virulence or
colonization have been investigated, such as motility, for the most part most have
not. Moreover, inclusion of recent clinical isolates of other RT’s would have been
beneficial, as some of these genes may not be unique to just RT 027 strains.

Knetcsh et al. reported several genes linked to epidemic lineages of C. difficile,
which may have physiological implications (7). These include an antibiotic
synthesis gene set in RT 078 strains, and an insertion in RT 027 strains containing
genes involved in generation of thymidine. We also observed this genetic insertion
in RT 027 strains, as reported in chapter 3. Their analysis, however, showed that

these genetic elements are not unique to the RT 078 and 027 strains, but are found
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in other closely related ribotype strains. Thus, these might not play a significant
role in their epidemic phenotype, although it would be interesting to test this
hypothesis.

Fluoroquinolone resistance is implicated to be an important factor in the
emergence of RT 027 strains, as it was shown to have independently evolved in two
separate clades of post-epidemic RT 027 isolates (6). In the same study, comparison
of pre- and post-epidemic RT 027 isolates identified several SNPs unique to the
post-epidemic strains, none of which suggested any obvious phenotypic function
(6). This study only focused on genetic comparisons of strains within the RT 027
clade, and so would not be able to identify genetic elements novel to the RT 027
lineage as a whole, which may also be important. Again, comparison of several
recent clinical isolates of different RT groups with a focus on identifying genes or
SNPs unique to just RT 027 or other epidemic RT’s is warranted.

Many challenges exist when interpreting the results of these genomic
comparison studies. Many identified genetic elements, which are conserved among
a specific strain set, are hypothetical proteins or otherwise functionally
uncharacterized. Moreover, our understanding of the functions of specific genes,
mutations within these genes, or regulatory networks as whole is largely not
sufficient to predict the phenotypic effects of these mutations, especially for C.
difficile. Ultimately, much work will need to be done to directly test if any of these

genes or mutations play a role in C. difficile colonization or virulence.
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Conclusions

We have only begun to scratch the surface when it comes to understanding the
complexities of C. difficile disease. However, recent increases in the incidence and
severity of CDI have fueled the need to address this issue in order to develop better
ways of preventing and treating this infection. As a result, research in the areas of C.
difficile physiology, infection model development, and generation of C. difficile
genetic tools are advancing at an ever-increasing pace. Indeed, the work presented
in this thesis is no exception. Combined with the contributions from research
investigating the human microbiome structure and function, new insights into the
dynamics of CDI are being made all the time. Undoubtedly, we are moving closer to
discovering novel, more effective ways of preventing and treating infection caused

by C. difficile.
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