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ABSTRACT

TOWARD EFFICIENT SPECTRUM USE IN MULTICARRIER WIRELESS NETWORKS

By

Pei Huang

The last decade has witnessed growing interest in dynamic spectrum access, which is motivated

by the observation that a large portion of the radio spectrum has been licensed but remains highly

underutilized while a few small unlicensed bands that are open to anyone are getting more crowded

due to the explosive expansion of wireless services. To provide more flexible access to radio

spectrum, dynamic spectrum access is introduced to enable unlicensed users to opportunistically

utilize vacant spectrum chunks (known as spectrum holes) in licensed frequency bands.

In dynamic spectrum access, non-contiguous orthogonal frequency division multiplexing (NC-

OFDM) is widely adopted to efficiently utilize fragmented spectrum because it is convenient to

keep silent on some spectrum fragments to avoid interference with licensed users. In NC-OFDM, a

band of spectrum is divided into many orthogonal subcarriers and data are transmitted on a subset

of them simultaneously. The subcarriers that interfere with the licensed users are deactivated.

Because each subcarrier can be managed independently, this dissertation introduces a series of

techniques that exploit the subcarriers to address problems in dynamic spectrum access.

When unlicensed users called secondary users (SUs) are granted the permission to operate in

the licensed bands, they must ensure that the interference caused by them to licensed users known

as primary users (PUs) is within a limit. Even without such a requirement, SUs should avoid as

many collisions as possible. To improve spectrum hole extraction rate and reduce collision rate,

we propose a spectrum occupancy prediction model that helps estimate the spectrum availability.

It measures a wide band of spectrum with OFDM and groups subcarriers to subchannels based on

spectrum use activities. In each subchannel, frequent spectrum occupancy patterns are identified

and used to predict future channel states (i.e., busy or idle). With the prediction, SUs are able to

make use of spectrum holes more aggressively without introducing undue interference to PUs.



In the spectrum holes discovered above, a mechanism is needed to coordinate medium access

between devices. Because devices opportunistically utilize spectrum holes, a device may experi-

ence severe contentions with devices from various applications. We propose a collision detection

and bitwise arbitration (CDBA) mechanism that quickly identifies the winner in a contention using

combined information from both the time domain and the frequency domain. It enables collision

detection in the frequency domain by selectively deactivating subcarriers at each transmitter.

The CDBA assumes that all devices adopt the same channel width, but different radio tech-

nologies have different requirements on channel width. When heterogeneous radios coexist in a

contention domain, wideband devices can hardly win medium access opportunities in contention

with narrowband devices. To address the problem, we propose an adaptive channel bonding pro-

tocol in which a wideband device initiates transmission as long as there exist some idle narrow

channels and gradually increases channel width during transmission whenever new narrow chan-

nels become available. To increase the chance to win some narrow channels, a wideband device

contends on subcarriers of each narrow channel with a different priority.

After the contention problem is addressed, we study how to increase the transmission speed

when a device is granted the permission to transmit. As wireless networks move toward wider

channel widths, it is common that different subcarriers experience different fade. To cope with the

frequency-selective fading, modulation scheme for each subcarrier should be selected based on the

subcarrier channel quality. We exploit the modulation diversity in our modulation scheme coding

to improve network throughput.

Besides unicast, broadcast is another fundamental mechanism in wireless networks. Because

devices utilize spectrum fragments opportunistically, different receivers may have different vacant

spectrum fragments at different locations. The broadcast is more challenging in dynamic spectrum

access because the transmitter needs to consider the diversity of spectrum availability. We pro-

pose a spectrum fragment agile broadcast (SFAB) protocol to support broadcast under nonuniform

spectrum availability. It encodes unique sequences on subcarriers of each spectrum fragment to

achieve fast spectrum agreement between the transmitter and the receivers.
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CHAPTER 1

INTRODUCTION

In most countries, the radio spectrum is divided into frequency bands and assigned to users through

administrative licensing. Some frequency bands are licensed to certain services whereas any device

can transmit in unlicensed frequency bands as long as it respects certain communication parameter

limits. Due to the explosive expansion of wireless services, we are lack of spectrum to allocate to

new services. Many wireless services are crowed in unlicensed frequency bands. The spectrum

scarcity problem calls for more flexible access to radio spectrum.

Recent spectrum utilization measurements have revealed that while the unlicensed bands are

getting more crowded, many licensed bands are highly underutilized. There exist a large number

of spectrum holes (i.e., vacant multidimensional regions within frequency, time, and space) in

licensed frequency bands. The spectrum scarcity problem is actually caused by the static and

rigid frequency allocation, which fails to consider variations of spectrum use in both spatial and

temporal domains. Motivated by the observations, dynamic spectrum access is introduced to enable

unlicensed users to opportunistically utilize spectrum holes.

However, licensed users have a higher priority to use the licensed frequency bands. Unlicensed

users may be hard to find a contiguous band of vacant spectrum, especially a wide band of vacant

spectrum to support high speed transmission. An efficient way to utilize fragmented spectrum is to

employ non-contiguous orthogonal frequency division multiplexing (NC-OFDM), which divides a

band of spectrum into many closely spaced orthogonal subcarriers and transmits data on a subset

of them in parallel. Since subcarriers that interfere with the licensed users are deactivated, licensed

users are willing to open their licensed bands for additional return on investment. This dissertation

thoroughly exploits subcarriers to address problems that emerge with dynamic spectrum access.
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1.1 Spectrum Prediction

Dynamic spectrum access is made possible by recent development of cognitive radio (CR), which

is an intelligent radio that can autonomously sense and learn from its surrounding environment and

adaptively adjust its operating parameters to meet users’ communication needs.

In a cognitive radio network (CRN), licensed users are called primary users (PUs) and unli-

censed users are called secondary users (SUs). SUs are responsible for detecting spectrum holes

and they must vacate the channel as soon as the PUs begin transmitting. A spectrum hole is defined

as a time slot in which a licensed frequency band is not utilized by any PU at a specific geographic

location. Since SUs need to check whether or not PUs are active, the information can be used to

study the behaviors of PUs. If prediction models can be created, SUs will be able to reduce the fre-

quency of checking medium state, increase spectrum hole extraction rate, and reduce interference

to PUs.

To this end, we propose a spectrum occupancy prediction model to help estimate the availability

of spectrum holes. OFDM is employed to measure a wide band of spectrum and subcarriers with

similar spectrum use activities are grouped as one subchannel. In each subchannel, partial periodic

pattern mining is employed to identify frequent patterns that may be irregular due to noise, sensing

errors, and unpredictable behaviors. With the mined frequent patterns, future channel states (i.e.,

busy or idle) and the length of high/low utilization period are predicted. Based on the prediction,

SUs are able to make use of spectrum holes more aggressively without introducing significant

interference to PUs.

1.2 Spectrum Contention

As more than one device may have data to transmit and they may have the same prediction on

spectrum holes, it is critical to address the contention problem between devices. If two devices

start transmission at a similar time, a collision happens and both transmissions may fail. Therefore,

it is important to have a medium access control (MAC) protocol to coordinate the medium access.
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1.2.1 Single-Channel Contention

In contention-based wireless networks, carrier sense multiple access / collision avoidance (CS-

MA/CA) is widely adopted to reduce collisions between contending nodes. Each node defers its

transmission for a random number of slots to avoid collision. Each slot must be long enough to

provide accurate medium state assessment and leave sufficient time for radio transmitting/receiving

(TX/RX) mode switch.

The medium access overhead does not affect the efficiency significantly in low-speed trans-

missions. However, advancements in QAM, OFDM, MIMO, and channel bonding have increased

the wireless physical layer (PHY) data rates by hundreds of times. The medium access overhead

becomes a major factor that prevents high PHY data rates from being translated to commensurate

throughput gains. For example, the transmission time for a 1500 byte packet in Wi-Fi has been

reduced from 12 ms at 1 Mbps to 20 µs at 600 Mbps in a dozen years. With more spectrum re-

sources introduced by dynamic spectrum access, the actual transmission time of a packet will be

further shortened. The throughput, however, can hardly be increased due to the medium access

overhead. In 802.11n, the average medium access overhead is 101.5 µs, which is five times of the

20 µs data transmission time at 600 Mbps [1]. The high overhead is the reason why high PHY

data rates cannot be translated to high throughput.

To improve the communication efficiency in high-speed wireless communications, we inves-

tigate the practical issues of collision detection in the frequency domain and introduce a binary

mapping scheme to reduce the collision probability. According to the binary mapping, subcarriers

are selectively deactivated to facilitate collision detection in the frequency domain. When a colli-

sion is detected, a bitwise arbitration mechanism is activated to try to make only one transmitter

survive to data transmission. The throughput is significantly improved because of the low colli-

sion probability and fast arbitration for medium access. Because collisions are unlikely to happen,

unfairness caused by capture effect of radios is also reduced. Further, the collision detection and

bitwise arbitration (CDBA) can be set to let high priority messages get through unimpeded, making

it suitable for real time prioritized communication.
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1.2.2 Multichannel Contention

The CDBA focuses on the contentions between devices in a single channel. When multiple chan-

nels are available, a wideband device that tries to utilize multiple channels may be hard to win

medium access opportunities if devices that use different channel widths coexist in a contention

domain. Two narrowband devices may work independently in two different narrow channels. If

the wideband device has to defer its transmission to the time when all of the narrow channels are

idle, it has much fewer medium access opportunities than the narrowband devices. Unfair medium

access contention prevents wideband devices from actually benefiting from wider channels.

To increase medium access opportunities for wideband devices, we propose an adaptive chan-

nel bonding (ACB) protocol, in which a wideband channel is viewed as an aggregation of multiple

narrow channels that can be evaluated independently. A node is allowed to start transmission

as long as there exist some idle narrow channels and gradually increases channel width during

transmission whenever new narrow channels become available. The strategy gives a wideband de-

vice fair medium access opportunities in each narrow channel when contending with narrowband

devices. In addition, a wideband device contends on subcarriers of each narrow channel with a

different priority to increase the chance to win some narrow channels.

1.3 Spectrum Use

After contentions between devices are addressed and a device is granted the permission to transmit,

we study new features and new problems introduced by modulation scheme diversity and spectrum

availability diversity.

1.3.1 Modulation Scheme Diversity

As wireless networks move toward wider channels, frequency diversity can no longer be ignored.

Because subcarriers span across a wide band of spectrum, it is common that different subcarriers

experience different fade.
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To cope with different channel conditions, each subcarrier may be modulated in a different

way in data transmission. Since each subcarrier adopts different modulation schemes, the diver-

sity itself can be used to represent useful information. We propose a modulation scheme coding

(MSC) method that exploits the diversity to deliver more data than that can be carried by a modu-

lation symbol on a subcarrier. In addition, the MSC helps improve decoding performance with the

known bits represented by the modulation scheme codes. The throughput is improved by shortened

transmission time and reduced bit error rate.

1.3.2 Spectrum Availability Diversity

Dynamic spectrum access encourages opportunistic use of spectrum. A device may have to utilize

spectrum fragments instead of a contiguous band of spectrum. This complicates the communica-

tion because the combinations of spectrum fragments are unknown at the receiver. The receiver

is unable to decode the transmission if it does not know from which spectrum fragment it should

expect data. In addition, different receivers may obtain different spectrum fragments to use at dif-

ferent locations in broadcast-based communication. The broadcast needs to consider the diversity

of spectrum availability at receivers.

To support broadcast under nonuniform spectrum availability, we propose a spectrum fragment

agile broadcasting (SFAB) protocol. In SFAB, the sender is able to inform receivers of a broadcast

intent and obtain receivers’ spectrum availability efficiently through encoding specially designed

sequences on subcarriers of each available narrow channel. With the collected information, the

sender determines how to divide a packet into segments and map them to different narrow channels

in a way that all receivers can obtain a complete packet. The SFAB significantly increases the

broadcast efficiency because the sender does not need to broadcast multiple times in different

narrow channels when there is no common channel to all receivers.
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1.4 Dissertation Organization

The rest of the dissertation is organized as follows. Chapter 2 discusses the spectrum prediction

and our spectrum occupancy prediction model based on partial periodic pattern mining. Chapter

3 presents our collision detection and bitwise arbitration mechanism that addresses contentions

between nodes in a more efficient way than the widely adopted CSMA/CA. Chapter 4 introduces

the adaptive channel bonding which enables wideband devices to contend with narrowband devices

fairly. Chapter 5 studies the benefits of modulation scheme coding on transmission and Chapter 6

presents broadcast support under nonuniform spectrum availability. We conclude the dissertation

and discuss future work in Chapter 7.
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CHAPTER 2

WIRELESS SPECTRUM OCCUPANCY PREDICTION BASED ON PARTIAL

PERIODIC PATTERN MINING

The rapid growth of wireless applications has resulted in a dense allocation of frequency bands.

The traditional static frequency allocation does not consider variations of spectrum use in both

spatial and temporal domains. Recent measurements have revealed that many licensed frequency

bands are underutilized [2], whereas many services such as WLAN, Bluetooth, and ZigBee are

confined to crowded unlicensed bands. To exploit the temporally unused spectrum chunks, the

concept of Cognitive Radio (CR) is introduced. In a CR network (CRN), unlicensed users known

as secondary users (SUs) sense the licensed channels and use the slots (called spectrum holes) that

are unused by primary users (PUs). The dynamic spectrum access (DSA) increases the spectrum

resources that are available to SUs, but SUs must immediately vacate the channels upon PUs’

return [3].

Dynamic behaviors of PUs require accurate sensing and fast switch strategies to convince ser-

vice providers to open their licensed bands. Due to the difficulty of accurate sensing for low power

signals, FCC decided to adopt the geo-location and database access method, eliminating the spec-

trum sensing requirement for unlicensed TV band devices [4]. However, it is hard to determine the

accurate TV signal reception range due to the tropospheric propagation [2]. In addition, some ser-

vice bands (e.g., personal communication service bands and paging bands) have lots of short and

frequent sessions, preventing the use of database access method, which may incur high overhead

for frequent update. Moreover, even between SUs, spectrum sharing is a tough problem. Due to

power asymmetry or different physical layer standards, some SUs may act as virtual PUs toward

the other SUs. With spectrum occupancy prediction, CR devices can aggressively utilize spectrum

holes and effectively avoid using time slots that have high collision probabilities. If the collision

rate can be upper bounded by prediction-assisted DSA, more service providers will be willing to

open their licensed bands for additional return on investment.
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Wireless communications are designed to conform to certain protocols. Patterns are expected

to be observed in spectrum use. Recently, a Frequent Pattern Mining (FPM) method has been in-

troduced to find frequent patterns and shows encouraging prediction performance [5]. To discov-

er more useful patterns, this chapter introduces a Partial Periodic Pattern Mining (PPPM) based

spectrum occupancy prediction (i.e., channel state prediction) model. Different from full period-

ic patterns, partial periodic patterns identify regularity of behaviors at some but not all points of

time [6]. For example, a pattern disclosing that the channel utilization of a channel is high during

certain hours every day but not regular in other time is a partial periodic pattern.

A spectrum occupancy pattern is affected by various factors such as noise, sensing errors, and

irregular user behaviors. Therefore, the periodicity may be partially observable. PPPM algorithm is

tailored for identification of real patterns that are irregular in nature. Using PPPM, more occupancy

patterns are identified, leading to extra channel state prediction rules that can reduce the number

of unpredictable slots.

Besides accurate prediction, timely estimation of spectrum availability is also critical. Hence,

we speed up the mining process in two phases. First, for each candidate frequent pattern, we

reduce the number of subsequences that need to be examined in a time series by introducing an

index list structure. Using the index list structure, counting the occurrences of a pattern does not

need to scan the entire database, improving mining expedition. Second, we reduce the number of

candidate frequent patterns by identifying patterns that cannot yield longer frequent patterns so as

to stop mining on them early. Moreover, by checking whether or not a pattern will be absorbed

by another pattern, we avoid redundant mining on two branches that produce identical frequent

patterns. Finally, we extend the prediction mechanism to predict the remaining time of high/low

utilization in different channels. This helps to optimize channel switch strategies of CR devices.

In summary, the contributions of this work are as follows.

• An efficient Partial Periodic Pattern Mining (PPPM) algorithm is proposed to mine rules for

predicting the channel state in the next time slot.
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• An index list structure along with an Apriori-like property and a backward-extension rule is

introduced to speed up the mining process.

• An efficient channel utilization duration mining algorithm is developed for predicting the

high/low utilization duration of a channel.

We compare our PPPM with an FPM model [5] and a hidden Markov model (HMM) [7] us-

ing real-world network activities and data collected in the Personal Communication Service (PCS)

bands. The results show that the proposed PPPM-based prediction can predict more slots than

the FPM-based prediction, indicating that many spectrum occupancy patterns exhibit partial pe-

riodicity only. PPPM also outperforms the fixed order HMM because it uses variable lengths of

observations for prediction and it skips uncertain slots. In addition, we particularly observe that

distinguishing low utilization periods from high utilization periods and mining rules in correspond-

ing utilization periods will substantially improve the prediction performance.

In order to show the advantages of integrating prediction in DSA, we compare our prediction-

assisted DSA with a statistical knowledge-based DSA. The results show that the prediction of

channel state significantly improves the spectrum extraction rate, which is defined as the ratio

between the number of idle slots that are actually obtained by SUs and the total number of available

idle slots left by PUs [8].

2.1 Related work

Various models have been developed to provide prediction for signal power, duty cycle, and chan-

nel state. We give a brief review on them in this section and also discuss related work on partial

periodic pattern mining.

Several papers [9] [10] [11] model the variation of signal power in a channel. In [9], a second-

order autoregressive (AR-2) process is used to model the channel variation. Once the parameters

of the AR-2 model are computed, the signal power can be predicted and the channel state can

be estimated via a Kalman filter. In [10], a moving average model (MA) is introduced and it is
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integrated with the AR model to create an autoregressive moving average model (ARMA). The

results show that the time series of all TV channels fall into the moving average model. An ARMA

model requires that the time series is stationary, which means the statistical properties of a time

series are similar to those of time shifted series [12]. An autoregressive integrated moving average

(ARIMA) model is introduced in [12] to handle non-stationary time series. It models the change

of band occupancy, which is defined as the ratio between the number of busy channels and the total

number of channels in a given band. An inconvenience of these models is that a time series must

be converted to a stationary and periodic time series before analyzing it.

Instead of predicting signal power, many papers consider that the channel is either detected

as occupied or unoccupied and the channel states constitute a binary time series. Most studies

assume that a Markov chain exists in such a binary time series. Assuming that the PU’s traffic

follows a Poisson process, a hidden Markov model (HMM) based DSA scheme is introduced

in [7]. In [13], several deterministic traffic patterns are studied for the HMM-based channel state

predictor. A more detailed analysis of the HMM-based predictor is presented in [14], where a

multilayer perceptron (MLP) based channel state predictor is also analyzed. The existence of

Markov chain in spectrum occupancy caused by PUs has been validated in [15] with data collected

in the paging bands. Introducing one more state named “fuzzy” (unknown availability), a 3-state

higher-order HMM channel state predictor is introduced in [16]. Instead of using a fixed length

of observations, a variable order Markov model is introduced in [17]. Recently, a frequent pattern

mining (FPM) based predictor [5] demonstrates that it provides better channel state prediction

performance over the first-order HMM-based predictor. In this chapter, we show that PPPM can

generate more prediction rules, leading to fewer unpredictable slots.

Mining patterns with gap constraints has been studied for sequence databases [18] [19] [20]

[21]. Their methods, however, are not suitable for our problem. The number of entries in a se-

quence database is fixed. On the contrary, the number of sequences in a time series is changing

with the length of a sequence. Partial periodic pattern mining in time series databases has been

studied in [6] [22], but the algorithm aims at enumerating all partial periodic patterns of a single
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period. It has to construct a complex max-subpattern tree for a single period. For a set of periods,

the max-subpattern hit algorithm incurs high overhead for looping over the single period mining.

In spectrum occupancy prediction, there is no need to enumerate all partial periodic patterns of a

single period. Many of them are inappropriate for use because they include too many uncertain

symbols. A pattern with a lot of uncertain symbols has very low prediction power. Therefore, we

use a gap constraint (introduced in Section 2.2) to filter out useless patterns. We also introduce

conditional entropy (in Section 2.3) to provide incremental partial periodic pattern generation, i-

dentifying patterns of unknown lengths without using complex structures. We further study how to

extract prediction rules from mined patterns and utilize them to improve communication efficiency.

The formalization of our problem uses terms (e.g., symbol, alphabet, pattern) that are used in

language theory [23] [24], but our study is not to parse a sentence and derive the meaning. Our

work is to check whether or not there exist frequent patterns in spectrum use even when signals of

multiple devices are mixed.

In duration prediction, many studies focus on finding a good statistical model to specify the

distribution of idle durations [5] [25] [26]. However, the assumed underlying distribution may not

hold in unknown traffic and thus the parameters may be hard to estimate accurately. Moreover,

the distribution may be different when different patterns are observed. Our mining recognizes the

subtle changes of idle duration distribution in different periods.

2.2 Problem Formulation

In CRNs, SUs are responsible for sensing the channel before commencing any transmission so as

to guarantee that the interference caused by them to PUs is under a certain limit. Multiple PUs

can be viewed as a single virtual PU. If the spectrum use of the virtual PU exhibits some patterns,

SUs can learn from the sensing results and utilize the frequent patterns to predict the availability

of spectrum holes.

Let ‘1’ denote busy and ‘0’ represent idle. The channel states in a period can be represented by

a binary time series. Let I be the alphabet of all possible values that occur in the time series, we
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have I = {0,1}. A wild card (denoted by a single ∗) is a special character that matches any value

in I, which means it does not specify the channel state of a slot because the uncertainty in the slot

is high. A gap is a sequence of wild cards, and the size of a gap is the number of wild cards in

it. We use gm to represent a gap whose size is within the range [0,m], which means the wild card

∗ can be repeated at most m times in a gap. Here, m is the gap constraint. If a pattern has too

many wild cards, many observation sequences can match the pattern. The prediction power of the

pattern is weak. Therefore, we stop developing a pattern if it violates the gap constraint. Same as

other PPPM algorithms [18] [19] [20] [21], it is a user-defined parameter in the mining algorithm.

A symbol in a pattern is a value in I or a wild card. Given a pattern P, we use P[i] to represent

the ith symbol of P and pi to represent the ith value of P. A pattern P = p1gmp2gm...pq−1gmpq is

a set of values and gaps. We define the length of a pattern P, l = |P|, as the number of symbols in P,

which means the wild cards are also counted toward the pattern’s length. If l ≥ 2, the substring that

contains the first l− 1 symbols is called the prefix of P (denoted by prefix(P)), and the substring

that contains the last l−1 symbols is the suffix of P (denoted by suffix(P)).

A pattern P = P[1]P[2]...P[l1] is a subpattern of C =C[1]C[2]...C[l2] if l2 > l1 and there exists

an integer 1 ≤ i ≤ l2− l1 + 1 such that P[1] = C[i],P[2] = C[i+ 1], ...,P[l1] = C[i+ l1− 1]. C is

a superpattern of P. An example is illustrated in Fig. 2.1. Note that 〈1000〉 is not regarded as a

subpattern of 〈11 ∗ ∗0〉 because it violates the Apriori property in data mining (i.e., the support of

a pattern cannot exceed the support of any of its subpatterns [27]). The pattern 〈11∗∗0〉 may have

more matches than 〈1000〉 in a time series and thus 〈1000〉 cannot be regarded as a subpattern of

〈11∗∗0〉.

Our goal is to identify frequent patterns in a time series S = s1s2...sn where si is the ith value

of S. We need to define the term frequency and how often a pattern should occur before we

can consider it to be frequent in S. We define the frequency of a pattern P by the probability of

observing P if we randomly pick a subsequence of length l in S. The time series S can be divided

into Nl subsequences of equal length l that start at different starting points: Si = sisi+1...si+l−1

where 1 ≤ i ≤ n− l + 1 and Nl = n− l + 1. A subsequence Si matches a pattern P of length l if
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Figure 2.1: Terms being used.

for each position 1≤ j ≤ l, si+ j−1 ∈ P[ j] (a wild card matches any value). The support of P in S,

sup(P), is the number of subsequences in S that match the pattern. The confidence of P, con f (P),

is defined as the division of its support by the total number of subsequences of length l in S, which

reflects the probability of observing P in S.

We say that a pattern is a frequent partial periodic pattern in a time series if its confidence

exceeds a user-specified threshold ρc, which is defined as the confidence constraint. For example,

if a pattern P = 〈0 ∗ 1〉 appears 5 times in a time series S = 〈001100110001〉, the confidence of P

is con f (P) = sup(P)/Nl = 5/10 = 1/2. If ρc = 0.5, P can be considered as a frequent pattern. We

use confidence instead of support to measure the frequency because the supports of long patterns

are usually lower than that of short patterns. This is because the total number of sequences of

length l is monotonically decreasing with the increasing length l. The support is thus normalized

by Nl to correctly reflect the frequency.

2.3 Partial Periodic Pattern Mining

Frequent pattern mining is to enumerate candidate frequent patterns and count the support of each

pattern to determine whether or not a pattern is frequent. The general steps of mining include

generating candidate patterns, counting the support, and pruning candidate patterns. To adapt

to different applications, different techniques are designed to discover different useful patterns.

This chapter introduces conditional entropy to determine when a wild card is needed in partial
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Figure 2.2: An illustration of the frequent partial periodic pattern tree.

periodic pattern generation. An index list structure is designed to speed up support counting. In

addition, an Apriori-like property is derived for confidence-based candidate pattern pruning and a

backward-extension checking is introduced to further make the pruning process efficient.

2.3.1 Frequent Pattern Enumeration

The complete search space of frequent partial periodic patterns forms a tree as shown in Fig. 2.2.

Starting at a root node that is labeled with Φ, we can recursively extend a node of level L on the

tree by concatenating a value in I or a wild card that satisfies the gap constraint to get a child node

on the next level L+1. Whether a parent node Q will develop a child node by concatenating a wild

card largely depends on the conditional entropy H(X |Q) defined in Definition 2.

Entropy is a measure of the uncertainty inherent in the distribution of a random variable. When

the entropy of a random variable is large, it implies that the uncertainty as to the value of that

random variable is large. We hence consider it as a noise, but the noise should not affect the

discovery of long patterns. We give the definitions of entropy and conditional entropy as follows.

Definition 1. The entropy of a discrete random variable X is defined as H(X)=−∑x∈I p(x)log2p(x)
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where p(x) is the occurrence probability of x and I = {0,1}.

Definition 2. For a given node Q, the conditional entropy of a discrete random variable X after

node Q is defined as H(X |Q) = −∑x∈I p(x|Q)log2p(x|Q) where p(x|Q) denotes the fraction of

subsequences with prefix Q in S that match P = Q⊕ x and ⊕ denotes concatenation.

If the conditional entropy of a node H(X |Q) is higher than a user-defined threshold ρe, the node

will develop a child node by extending itself with a wild card if both the gap constraint and the

confidence constraint are not violated and at least one child with a value extension cannot exceed

the confidence threshold. The ρe specifies how users define the uncertainty. In our case, if no

value (i.e., either 0 or 1) appears after a pattern with a probability higher than 75%, we consider

the next slot following the pattern is uncertain. Consequently, a child with the extension of ∗

may be generated and it is the collateral child of the pattern. The other two children with a value

extension are considered as the lineal children of the pattern. The children of a node are generated

and arranged according to a lexicographical order. If a node is not frequent, we stop developing its

subtree. To save memory, we grow a pattern in a depth-first search way so that we can remove a

branch when it is done. Algorithm 1 summarize the mining.

The introduction of the collateral child has two advantages. First, channel sensing is not per-

fect. Misdetections will reduce the observed occurrences of a pattern. The wild cards can save

some frequent patterns that are near the decision boundary. For example, two patterns 〈00011〉 and

〈00010〉 may occur 987 and 324 times, respectively. However, the confidence constraint requires

that a pattern of length 5 must occur at least 1000 times to be considered frequent. If most occur-

rences of the two patterns are followed by a ‘0’, we miss an important frequent pattern 〈0001∗0〉

and any frequent pattern that has the prefix of 〈0001 ∗ 0〉. Noise and sensing errors may make the

number of occurrences of a pattern fall below the support threshold. Therefore, when the lineal

children of a node cannot pass the confidence constraint while its collateral child can, we go on

developing the subtree of this node so as to avoid missing any possible frequent pattern. Mining

on the subtree will terminate soon due to the violation of gap constraint or confidence constraint.

In the example, the support of P = 〈0001∗〉 is as low as its parent pattern 〈0001〉 (i.e., 1311). If
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Algorithm 1: Partial periodic pattern mining.

let C be a stack;

C.push(1);
C.push(0);
while C is not empty do

P←C.pop();
P0← P⊕0;

P1← P⊕1;

P2← P⊕∗;
if P0 or P1 is infrequent and H(X |P)> ρe then

if P2 meets gap constraint then

C.push(P2);
end

end

if P1 is frequent then

C.push(P1);
end

if P0 is frequent then

C.push(P0);
end

end

we extend the P with a value in I, the support is reduced as it splits into two paths. Mining on the

subtree will terminate in several levels when superpatterns fail to meet the confidence constraint.

If we keep extending the P with wild cards, the support will not be reduced as a wild card matches

both 1 and 0. However, we do not allow m consecutive wild cards if the gap constraint is m. Mining

on the subtree will terminate in m levels due to the violation of gap constraint.

Second, even when one lineal child of a node is frequent, we may want to develop an additional

pattern that accounts for the irregularity of behaviors. Suppose one of the two patterns described

above passes the confidence constraint with some irregular slots (e.g., 〈00010〉 occurs 1328 times

and 〈00011〉 occurs 964 times). The irregularity will be detected by the entropy of their parent

(i.e., H(X | 0001)). An additional pattern 〈0001∗〉 is developed along with 〈00010〉. The reason is

that the regularity of behaviors during a certain period of time may not be identified. For example,

people make phone calls in a pure random manner. We may not be able to identify regular channel

activities during certain periods of time but it is desirable to discover frequent patterns like 〈0001∗
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∗∗∗0001〉 so that we can predict channel states regardless of observed channel states in some time

slots. These partial periodic patterns specify regularity of behaviors at some but not all points

of time. Considering that partial periodicity exists ubiquitously in real life, more patterns can be

discovered and more useful prediction rules can be extracted.

If all of the lineal children are frequent, we consider them as two different frequent patterns

and do not generate the collateral child even though the entropy of their parent is higher than ρe.

2.3.2 Support Counting

For each candidate pattern, we have to check whether or not it is frequent by counting its support.

This requires us to scan the entire time series S. Some algorithms traverse the entire time series

as many times as needed [6] [21]. Since we perform depth-first search, we can use an index list

structure to reduce the number of subsequences that need to be examined.

Given a time series S and a pattern P of length l, the head index list of P (denoted by HIL(P)) is

a list of indices where the P appears in S. For example, if S = 〈00110100010〉 and P = 〈0∗1〉, then

HIL(P) = 1,2,8. Given HIL(P), it is easy to count the supports of patterns that have the prefix P.

A pattern Q of length l−1 has three children: P0 = Q⊕0, P1 = Q⊕1, and P2 = Q⊕∗. Their

HILs can be computed by examining subsequences that start at positions specified by HIL(Q).

Algorithm 2: Head index list construction.

for x ∈ HIL(Q) do

if (x+ l−1)≤ n then

if S[x+ l−1] == ‘0’ then

Insert x in HIL(P0);
sup(P0)← sup(P0)+1;

else

Insert x in HIL(P1);
sup(P1)← sup(P1)+1;

end

end

end

For each head index x in HIL(Q), if there exists a subsequence of length l that starts at x in S,
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we check the last value of the subsequence. If the value is equal to ‘0’, the head index x is inserted

to HIL(P0); otherwise, the head index x is inserted to HIL(P1). The HIL of the collateral child P2

is given by

HIL(P2) = HIL(Q). (2.1)

Since we do depth-first search, the length of the HIL is monotonically decreasing until we reach a

pattern that is not frequent and we stop developing the subtree. The method speeds up the mining

process quite a lot in practice because the number of subsequences that need to be examined is

significantly reduced and a single character comparison is much faster than a string comparison.

2.3.3 Candidate Pattern Pruning

A common problem in data mining is that the number of candidate patterns is huge. There exist

about 3l candidate patterns for a certain length l in our problem. It is infeasible to enumerate all

candidate frequent patterns and count their supports. In this section, we introduce two constraints

for efficient candidate pattern pruning.

2.3.3.1 Confidence Constraint

For efficient pruning, most mining algorithms adopt the Apriori property, which states that any

subpattern of a frequent pattern must also have the minimum support [27]. We can extend the

Apriori property to the concept of confidence if the total number of sequences is fixed. However,

the number of sequences of length l in a time series is changing with l. For example, in a time series

S = 〈001001〉, a pattern P= 〈001〉 and its subpattern Q= 〈00〉 both have sup(P)= sup(Q)= 2, but

N3 = 4 and N2 = 5. As a result, con f (P) = 2
4 and con f (Q) = 2

5
, which shows that the confidence

of a pattern may exceed the confidence of its subpattern. Therefore, we cannot prune a candidate

pattern even though its confidence is lower than the user-specified threshold ρc; otherwise, we

are unable to discover some long patterns. To achieve efficient pruning, we derive an Apriori-like

property in Theorem 1.
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Theorem 1. Given a length-l pattern P and a length-m (m < l) subpattern Q = P[i]P[i+1]...P[i+

m−1] of P, where 1≤ i≤ l−m+1, we have con f (Q)≥ Nl
Nm

ρc.

Proof. Because Q is a subpattern of P, we have sup(Q) ≥ sup(P). If a length-l pattern P is

frequent, then by definition, we have con f (P)= sup(P)/Nl ≥ ρc. Now, consider a length-m (m< l)

subpattern Q of P, we have

con f (Q) =
sup(Q)

Nm
≥ sup(P)

Nm
≥ Nl

Nm
ρc = λl,m ·ρc (2.2)

Theorem 1 implies that any length-m subpattern Q of a frequent length-l pattern P must retain a

confidence that is greater than or equal to λl,m ·ρc. This Apriori-like property allows us to prune a

large number of candidate patterns from consideration. Suppose the length of the longest frequent

pattern in the time series S is lm. If the confidence of a length-i pattern is less than λlm,i ·ρc, we

can stop growing the pattern. This requires that the user has a rough idea about the value of lm. We

can guarantee that all frequent patterns of length less than or equal to lm will be discovered. There

exist some periodicity detection methods [28] [29] that can be used to determine the length of the

longest pattern. Users can also estimate the pattern length that is meaningful (e.g., a length of 500

ms). Since a CR device needs to estimate the channel state immediately, the rule set cannot be too

large. A length of tens of bits is usually sufficient. Section 2.4 also introduces a duration mining

method that can be used to estimate the lm.

2.3.3.2 Backward-Extension Constraint

To further reduce the number of candidate frequent patterns that need to be examined, we identify

patterns that can be absorbed by other patterns. Suppose P = P[1]P[2]...P[l] is a pattern of length l

in a time series S. Given another pattern C = p0P where p0 ∈ I, if sup(P) = sup(C), we say p0 is

a backward-extension item of P. If P has a backward-extension item p0, it can be absorbed by C.

For example, if there is a ‘0’ before any occurrence of ‘110’, the pattern 〈110〉 can be absorbed by

19



〈0110〉 because any pattern developed under the tree of ‘110’ has the prefix ‘0110’. It is redundant

to develop both of them (i.e., ‘110’ and ‘0110’).

To check the backward-extension item of a pattern P, we extract the head indices from HIL(P)

and examine whether the values located one symbol before all occurrences of P are the same value

in I. Since I = {0,1}, we use summation to check the condition.

Algorithm 3: Backward-extension check.

Cnt← 0;

boundary← False;

for x ∈ HIL(P) do

if x≥ 2 then
Cnt← sum (Cnt, S[x−1])

else /* reach boundary */
boundary← True

end

end

if Cnt == 0 or Cnt == len (HIL(P)) or (Cnt == len (HIL(P))-1 and boundary) then

P can be safely pruned;

end

As shown in Algorithm 3, when we count the support of a pattern P, we also add up the value

that is one symbol ahead of each matched subsequence. If the sum is 0, it implies that there is a ‘0’

before any occurrence of P. If the sum is equal to len(HIL(P)), it implies that there is a ‘1’ before

any occurrence of P. If there exists a x = 1 in HIL(P), we reach the boundary and we can regard

that there is a ‘1’ before any occurrence of P if the sum is equal to len(HIL(P))−1. In any of the

three cases, the pattern P can be absorbed by another pattern and we skip developing the subtree

of P. The pruning method is very efficient because if we use a simple candidate-maintenance-and-

test method, in a case where 〈10〉 can be absorbed by 〈110〉, 〈110〉 must be mined before 〈10〉

so that 〈10〉 can be compared with 〈110〉. However, the subtree of 〈10〉 is developed before 〈11〉

as shown in Fig. 2.2. Therefore, a candidate-maintenance-and-test method will fail to remove the

redundancy. On the contrary, in our method, we can discover that 〈10〉 can be absorbed by 〈110〉

even though we do depth-first search for 〈10〉 ahead of 〈11〉. The redundant development of 〈10〉

can be avoided as desired.
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R1: <01010> 1

R2: <0*010> 1 conf(R2) ≥ conf(R1)
R2: <0*010> 1

R3: <010*0> 0

conf(R1) > conf(R3) >conf(R2)

If conf(R2) < conf(R1), no fusion; 

otherwise, if R3 exists, an error occurs.

Figure 2.3: Rules can be fused under certain conditions.

2.3.4 Channel State Prediction

The mining algorithm outputs frequent patterns and generates prediction rules at the same time.

A prediction rule is defined as P⇒ C, where C is a superpattern of P. The confidence of a rule

is defined as con f (P⇒ C) = sup(C)/sup(P). For example, if 〈0001〉 appears 1000 times and

〈00010〉 appears 926 times, the confidence of the prediction rule 〈0001〉 ⇒ 〈00010〉 is 92.6%,

which declares that the channel state is predicted to be idle in the next slot with a confidence of

92.6% when channel states 〈0001〉 are observed. In the following discussions, we present a rule

P⇒C as P⇒ c, where C = P⊕ c.

Both partial periodic patterns and full periodic patterns are discovered in PPPM. To improve

prediction efficiency by reducing the number of rules, we examine whether or not a rule can be

absorbed by another rule. Suppose two rules P1⇒ c and P2⇒ c yield the same prediction of c. If

they have the same length, and P1[i]∈ P2[i] for each position i, and con f (P1⇒ c)≤ con f (P2⇒ c),

the first rule can be absorbed by the second rule. Fig. 2.3 shows an example. Note that the

fusion cannot be performed if con f (R1) > con f (R2); otherwise, if there exist a rule con f (R3) >

con f (R2), we will incorrectly adopt the rule R3 when 〈01010〉 is observed because R3 has a higher

confidence than R2. We should keep the rule R1 so that we can get the correct prediction of ‘1’

from R1 instead of ‘0’ from R3.

In the prediction phase we start with patterns of the longest length. If observed channel states

match the pattern P in a rule P⇒ c, we predict that the channel state in the next slot is c. Because a

wild card ∗ matches any value, it is possible that patterns from multiple rules are matched. In such
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a case, we adopt the rule with the largest number of matched values. If several patterns have the

same number of matched values, we adopt the rule with the highest confidence. We stop searching

for rules of a shorter length once a prediction can be made. The reason is that a longer match

usually leads to a more accurate prediction. A shorter pattern may provide a prediction with a

higher confidence, but it includes contributions from multiple long patterns. For example, 〈010〉

appears whenever 〈1010〉 or 〈0010〉 appears. When channel states ‘1010’ are observed, it is better

to use the rule based on 〈1010〉 instead of 〈010〉.

If no pattern can match the observed channel states, we do not make any prediction and count

it as a miss. We define prediction accuracy as the ratio between the number of correctly predicted

slots and the total number of predicted slots. The ratio between the number of unpredictable slots

and the total number of slots is defined as the miss rate.

2.4 Prediction of Duration

The channel state prediction predicts the channel state in the next slot. The prediction accuracy

drops quickly when we try to predict more slots because we use predicted slots to perform further

prediction. Therefore, channel state prediction is limited to answer whether or not the next slot is

available. To view a bigger picture, we can make slot size larger. However, this sacrifices spectral

efficiency as any activity detected in a slot marks the slot as occupied. We thus convert a binary

time series of small slots to a duration sequence.

We count the number of consecutive ones and use a positive number to represent it. Similarly,

we count the number of consecutive zeros and use a negative number to represent it. As values

besides 0 and 1 are contained in the converted sequence, we extend our 3-state (i.e., busy, idle,

uncertain) mining algorithm to an N-state mining algorithm as follows.
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2.4.1 Duration Pattern Mining

Because any number may appear in the converted duration sequence, a specific pattern usually has

a very low support. We cannot use a wild card that matches any duration to address the variation

because two durations of a great disparity may belong to two different patterns (e.g., we cannot

regard 〈3,−14,7〉 and 〈3,−14,170〉 as one pattern 〈3,−14,∗〉). Therefore, we define a variation

threshold ε to aggregate similar sequences, making frequent patterns distinguishable quickly.

When we count the support for a pattern P of length l, we consider that a subsequence Si

matches P as long as the value difference in each position is less than ε . For example, if ε = 1,

subsequence Si = 〈3,−14,7〉 matches the pattern 〈3,−14,8〉. Due to the variation tolerance, sev-

eral close values have the similar supports. As an example, when we are developing the subtree of

a pattern 〈3,−14〉, we may find that the value of the next position can be either ‘7’ or ‘8’. Because

we count occurrences of ‘7’ as occurrences of ‘8’ and vice versa, 〈3,−14,7〉 and 〈3,−14,8〉 will

have the same support. To avoid redundancy, we only develop the pattern with the largest actual

number of occurrences. For example, if 〈3,−14,7〉 appears 10 times and 〈3,−14,8〉 appears 26

times, we only develop the pattern 〈3,−14,8〉. The ε allows some patterns to pass the confidence

threshold with one representative.

In duration pattern mining, we stop growing a pattern if its occurrences are less than min_sup.

Because each value in a duration pattern represents a number of slots, even a short duration pattern

can span across a long period of time. In a finite period of observation, duration patterns that can

be observed multiple times are usually short patterns. Assuming a sufficiently large value (e.g.,

lm = 100) for the length of the longest duration pattern, we have min_sup ≥ Nlm × ρc, which

ensures that the longest frequent pattern (l <= lm) will be identified. The mining outputs all

frequent duration patterns that are less than or equal to lm. The sum of the absolute values in a

duration pattern gives the period of a possible micro pattern. The largest sum can be used as the lm

defined in Theorem 1 for micro channel state pattern mining.

Algorithm 4 summarizes the duration pattern mining. The algorithm scans the duration se-

quence S to identify all length-1 frequent patterns. In the ith iteration, the algorithm generates a
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length-(i+1) candidate pattern P by joining a length-i frequent pattern Q with a length-1 frequent

pattern p. Because the depth-first search is used, the algorithm just checks the subsequences where

the length-i pattern Q occurs. If the (i+ 1)th value si+1 of a subsequence is within the variation

threshold of p (i.e., ||si+1|− |p|| ≤ ε), the subsequence is a match for P.

Algorithm 4: Duration pattern mining.

scan S to find all length-1 frequent patterns;

F1← the set of all length-1 frequent patterns;

let C be a stack;

for each pattern p in F1 do

C.push(p);
end

while C is not empty do

Q←C.pop();
for each pattern p in F1 do

P←Q⊕ p;

if P is frequent then

C.push(P);
end

end

end

2.4.2 State Duration Prediction

With the mined duration patterns, the remaining idle time of a channel can be predicted. A CR de-

vice can adapt its packet size according to the estimation so as to reduce short yet high interference

upon PUs’ return.

The duration pattern mining can also be used to predict high/low utilization duration. A CR

device may want to know the remaining low utilization duration of its host channel so that it can

plan its channel switch before the host channel becomes busy. A CR device may also want to

know the low utilization duration of a candidate channel before it switches to the channel. To

maintain statistical information about backup channels, a CR device can check backup channels

periodically or use a secondary radio to sweep a large band of spectrum. Because two subsequent

measurements in a backup channel can be several milliseconds or seconds apart, we cannot de-
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tect activities between two subsequent measurements, but we can use the rough measurements to

estimate the channel utilization.

Suppose a channel is considered to be good for use when the channel utilization is below a

certain threshold δ . We calculate the channel utilization of a channel every minute. If the channel

utilization is greater than δ , we output a ‘1’; otherwise, we output a ‘0’. The binary time series is

then converted to a duration sequence and the duration patterns are mined as described above.

Because there are too many possible values following a duration pattern, we cannot predict a

specific value with a high confidence. Therefore, we predict the longest duration whose confidence

is higher than a threshold ρd . The confidence of a certain duration x is defined as the probability

of obtaining such a duration, which is P(X ≥ x) = ∑|xi|≥x P(X = xi) = ∑|xi|≥x p(xi). For example,

following 〈3,−14〉, ‘7’ appears 3 times, ‘8’ appears 60 times, and ‘9’ appears 7 times. The proba-

bility of obtaining a duration of 9 is P(X ≥ 9) = 10%, the probability of obtaining a duration of 8 is

P(X ≥ 8) = 96%, and the probability of obtaining a duration of 7 is 100%. If ρd = 0.9, we predict

there exists a duration of 8 following the observation of 〈3,−14〉 because it is the longest duration

whose confidence is higher than the ρd . Since a CR device is able to estimate the low utilization

duration of a candidate channel, it can choose the channel with the longest low utilization duration

to use. This reduces the frequency of channel switch.

2.5 Performance Study

In this section, we compare PPPM with an FPM model [5] to show that more prediction rules are

extracted from the patterns mined by PPPM and thus more slots are predicted. We also compare

PPPM with an HMM model [7] to demonstrate better prediction performance. Further, compar-

ing PPPM-based spectrum access strategy with an optimal statistical knowledge-based spectrum

access strategy [30], we show that the spectrum extraction rate is significantly improved with pre-

diction.
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Figure 2.4: Measurement setup.

2.5.1 Data Collection

There are various techniques for spectrum sensing including energy detection, matched filter de-

tection, cyclostationary feature detection, covariance-based detection, and wavelet-based detec-

tion [16]. To detect spectrum holes, we employ the energy detection method because the method

does not require the knowledge of signal features in a channel. The measurement equipment is the

Universal Software Radio Peripheral (USRP), which is an popular hardware platform for building

software radios using general purpose computing platforms.

Fig. 2.4 shows that a bandwidth of 4 MHz is continuously sensed. Because there are half-band

filters implemented for digital down conversion (DDC) and anti-aliasing, these is a pretty gradual

roll-off that causes strong curvature at two edges. To reduce the effect, we discard 0.5 MHz at both

edges. Therefore, only the middle 3 MHz is recorded. We conducted measurements on the upper

paging bands from 929 MHz to 932 MHz and part of the personal communication service (PCS)

downlink bands from 1.981 GHz to 1.984 GHz, recording the maximum value every 20 ms, which

results in 180000 values on each channel per hour. We also did measurements on the PCS bands

from 1.965 GHz to 1.986 GHz.

2.5.2 Preprocessing

Due to the nonlinear frequency responses of various components in USRP1, no single noise thresh-

old is appropriate for all channels in a band. We need identify a noise threshold for each channel.

To compute noise thresholds, we first found a band of 4 MHz that is vacant and measured it for one
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Figure 2.5: Average power measured at fc = 1.91 GHz.

hour. We calculated the average power for each of the 128 channels (as 128-point FFT is used).

Only the middle 97 channels’ average power are collected as shown in Fig. 2.5 because 0.5 MHz

are dropped at each edge to avoid the severe signal distortion. We also measured the same band

for an hour by connecting the USRP1 to another USRP1 with a coaxial cable. There is no signal

input. All measured power are electronic noises. The shape of the average power is similar to that

in Fig. 2.5 with lower values. It proves that the 4 MHz spectrum band only includes white noise.

The high power at the center frequency is caused by the DC offset, which is hard to be completely

eliminated.

By examining the variations of the noise power on each channel, we observed that the maxi-

mum noise power will not exceed the average value by more than 4 dB on most of the channels as

illustrated in Fig. 2.6. Therefore, we add 4 dB to the average value of each channel and use it as
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Figure 2.6: Noise power variation at channel 60.

the noise threshold for each channel. Based on the noise thresholds, we get a binary time series

of channel state for each spectrum channel of 31.25 kHz wide with a time resolution of 20 ms.

Because the signal strengths measured in the PCS bands are strong, the effect of misdetection is

less than that of false alarm. We did the same noise threshold identification at fc = 900 MHz for

signal power measured in the paging bands.

2.5.3 Macro Patterns

To mine duration patterns, we use the slowly changing signals measured in the paging bands for

study. These signals appear for tens to hundreds of milliseconds and vanish for up to tens of

seconds. The slow changing signals are used to simulate patterns that may span across a long

period of time (e.g., utilization changes). One day’s data are available for training and one day’s
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Figure 2.7: The duration prediction in the paging bands.

data are used for test. We check whether there exist frequent patterns and whether they can be

identified with data collected in several hours. The prediction performance based on mined rules

is presented in Fig. 2.7.

The prediction rules are as follows. When a pattern is observed, we predict that there is a

length le of consecutive busy or idle states. If the actual length is lt and it is equal to or greater

than the predicted le, we count it as a correct estimation because there exists such a length (le) of

consecutive busy or idle states. If the actual length lt is longer than the predicted le, we count it

as an underestimation and the underestimation rate is defined as (lt − le)/lt . If the actual length lt

is shorter than the le, we count it as an error and an overestimation with an overestimation rate of

(le− lt)/le. The underestimation and overestimation rates indicate the degree of errors; otherwise,

prediction accuracy can be increased by preferring to predict shorter lengths. If no rule can be

found, we count it as a miss and an error.
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A pattern may span across several seconds or minutes. The number of occurrences of a pattern

is small in a short period of observation. Therefore, only a few frequent patterns can be iden-

tified with data collected in several hours. Because the number of prediction rules is small, the

miss rate is high. Since a miss is also counted as an error, the prediction accuracy is low. The

underestimation rate and the overestimation rate are low because only a few predictions are made.

If the observation time is long enough, frequent patterns may have appeared many times and

made them distinguishable. With data collected for more than 18 hours, most rules can be mined

and the prediction accuracy becomes stable at 92% with an underestimation rate of 8%, an over-

estimation rate of 10%, and a miss rate of 5%. We can add more training data, but the impact is

trivial as shown in Fig. 2.7.

Although we need data of at least 18 hours here, only the short duration sequence instead of

the long binary time series is kept. The memory requirement is not high. The duration pattern

mining gives us a way to predict the idle duration of a channel. It is also useful for discovering the

maximum pattern length of micro patterns. Any macro pattern 〈a,b,c〉 indicates the existence of a

micro pattern of length l = |a|+ |b|+ |c|. By examining macro patterns, we can set an appropriate

value for lm that is needed in Theorem 1.

2.5.4 Micro Patterns

To get real-world network activities, we use the network traffic trace collected in the SIGCOM-

M’08 [31] as a reference. We divide the time into slots of 20 ms and convert the trace into a binary

time series of channel states: if channel activities are detected in a slot, we output a ‘1’; otherwise,

we output a ‘0’. There is a beacon every 100 ms and thus 5 bits cover a beacon interval. Depending

on the application, the slot size may vary. When a CR device utilizes a spectrum hole, it may ex-

pect that the slot is long enough for at least one transmission. Therefore, from a practical point of

view, an entire slot may be considered busy if channel activities are detected. The duration pattern

mining shows that it is sufficient to set lm = 30 in micro pattern mining, which covers six beacon

intervals.
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Figure 2.8: The channel state prediction results under different rule confidence constraints. The

total accuracy takes all missed slots as wrong predictions.

To investigate the prediction accuracy and the miss rate, we use one day’s data for training and

one day’s data for test. Fig. 2.8 summarizes the prediction results under different rule confidence

constraints (Rc). In order to bound the prediction accuracy, only rules with confidences that are

higher than Rc are used. Generally, PPPM reduces the miss rate by around 5% ∼ 9% with a

sacrifice of about 1% on prediction accuracy. The lower miss rate implies that more useful rules

are extracted from the patterns mined by PPPM, which validates that some patterns exhibit partial

periodicity only and they cannot be discovered by FPM.

Fig. 2.9 shows some frequent pattern examples. The 1st example is a full periodic pattern. The

2nd example shows that the beaconing is quite regular regardless of channel activities. However,

FPM may miss these patterns as they have uncertainty in some slots. The 3rd example shows that

the beaconing may not occur exactly every 100 ms. It may be delayed by some activities. If this

does not happen often, FPM may not consider the offsetted beaconing as a frequent pattern. When

〈0000100000〉 is observed, there is no rule for prediction. In PPPM, a partial periodic pattern

〈000010000∗1〉may provide a correct prediction.

Fig. 2.8 also shows that the miss rate is significantly reduced when rules with lower confidences
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P 00001000010000110  S0    0.939169  len 17

P 00001101011***1***0 S1    0.765957  len 19

P 000010000*10***         S1    0.814815  len 15

Figure 2.9: Examples of frequent patterns.
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Figure 2.10: The channel state prediction results in the Personal Communication Service (PCS)

bands.

are used. It implies that most rules have confidences between 0.7 and 0.9. The prediction accuracy

thus will be pulled down to around 80% if most slots are predicted. Because the unpredictable

slots cannot be utilized, we may define the accuracy as the ratio between the number of correctly

predicted slots and the total number of slots (instead of predicted slots). HMM uses a fixed length

of observations for prediction and it always gives a prediction. If the probability of obtaining 1

is higher than that of 0, the channel state is predicted to be busy; otherwise, the channel state is

predicted to be idle. The corresponding total accuracy shows that PPPM is the best as it masks

the irregularity with wild cards, whereas both FPM and HMM try to capture the channel state in

every slot.

Fig. 2.10 summarizes the prediction results in the PCS bands. Different from Wi-Fi channels,

there is no explicit periodicity of channel activities due to measurement granularity and different
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spectrum access strategies. Few rules have confidences of prediction higher than 0.9 and we have

to loosen the rule confidence constraint. The miss rate is reduced by around 40% if rules with

confidences between 0.7 and 0.8 are allowed to use. This indicates that there exist some patterns

in activities that seem to be random. They are just obscure and hard to identify. PPPM shows

its advantage in discovering patterns in real-world traffic. The miss rate of PPPM is 16% ∼ 18%

lower than that of FPM. The total accuracy of PPPM is higher than that of FPM because PPPM

predicts many more slots with only a slight drop on accuracy.

2.5.5 Impact of Utilization Change

The major reason for prediction errors and high miss rates is the changing utilization, which is

defined as the ratio between the number of slots that are utilized by PUs and the total number of

slots. A channel may be busy in some periods of time and is underutilized in the other periods of

time. Using all data together makes the prediction power of patterns weak.

The same pattern P may have a high probability to be followed by a ‘1’ during high utilization

periods but may have a low probability to be followed by a ‘1’ in low utilization periods. If we

mix data of high and low utilization periods, pattern P may not be able to give any prediction,

causing high miss rate. Another possibility is that, in a global view, we may get a rule P⇒ 1. In

low utilization periods, however, P is more frequently followed by a ‘0’ rather than a ‘1’. The rule

P⇒ 1 results in many prediction errors during low utilization periods. Therefore, rules mined in

high utilization periods may not be applied to low utilization periods and vice versa. Mixing them

can cause errors in their counterparts. It is desirable to distinguish low channel utilization periods

from high channel utilization periods and mine rules in corresponding utilization periods.

Because the patterns observed in high utilization periods are different from the patterns ob-

served in low utilization periods. We divide the SIGCOMM trace into two sets based on channel

utilization in every 10 minutes. If the channel utilization is above a certain threshold δ , we ac-

cumulate data in the high utilization set. If the channel utilization drops below δ , we accumulate

data in the low utilization set. Rules mined from the two sets are used to predict channel states
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Figure 2.11: The channel state prediction results on different channel utilization periods (δ = 0.4).

Either prior day’s data or the same day’s data are used for training.

in corresponding utilization periods. With Rc = 0.7, the prediction performance is summarized

in Fig. 2.11. In low channel utilization periods, the regularity of spectrum occupancy is easy to

identify (there is a beacon every 100 ms). The prediction performance is much better than that in

high utilization periods.

In high utilization periods, the behaviors of a single device are easy to predict as wireless com-

munications are designed to conform to certain protocols. When multiple devices are contending,

the regularity becomes obscure as each device acts in response to others. Since the aggregate

behaviors of multiple devices may not repeat a pattern perfectly, PPPM outperforms FPM by i-

dentifying partial periodicity in spectrum use. The miss rate is reduced by 9% ∼ 12% in high

utilization periods.

When we use one day’s data to predict channel states in the next day, the spectrum occupancy

patterns may have changed. We thus change to do 10-fold cross validation on one day’s data.

There is a slight improvement as demonstrated in Fig. 2.11. The results show that the spectrum

occupancy patterns are similar for the same wireless service. We may not need to perform pattern

mining frequently and we can perform mining offline. A potential system structure is to use a
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central unit to collect sensing results from SUs and create the model. SUs contribute sensing

results and periodically get model update from the central unit. If each SU prefers to perform

channel modeling independently, we study whether a small training data set is sufficient for the

modeling.

2.5.6 Impact of Training Data Set Size

To make the mining practical on memory-constrained devices, we study whether we can perform

mining on the data collected in the latest short period of time and predict channel states in the next

short period of time. The method adapts to transient channel state changes. Mining on one day’s

data will take hours to finish, but micro patterns only span across tens to hundreds of milliseconds.

A few seconds of observations may be sufficient to discover micro patterns that occur frequently.

Table 2.1 shows that it takes milliseconds to mine rules on data collected in the latest several

seconds. The mining has been expedited by several components in the design as introduced before.

First, when counting the support of a pattern, only subsequences that are indexed by HIL are

examined and only the last character of each subsequence is checked. Suppose the support of a

pattern P is sup(P). The overhead of counting the supports of all its children patterns is O(sup(P))

as the Algorithm 2 runs once to obtain the supports of all children patterns.

Second, many candidate patterns are ruled out by checking the Apriori-like property and the

backward-extension. The FPM uses less time to finish mining because it does not need to develop

partial periodic patterns. However, this also leads to fewer prediction rules. For the same data,

HMM needs seconds for the convergence of the transition probability matrix. The computations

are more complex and consume more time than simple character comparisons.

Note that we identify a frequent pattern based on the probability of observing it when randomly

pick up a sequence of the same length in the observations. Therefore, the support threshold is

dynamically changed with the training data set size. Even with a short period of observation, we

are able to identify a frequent pattern even though its number of occurrences is small. However,

some patterns may be missed. Therefore, we need to evaluate the time complexity along with the
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Table 2.1: Time complexity with different training set sizes (2.3 GHz CPU 4G RAM Laptop)

training

set size

FPM PPPM HMM

1 s 0.01 ms 0.01 ms 2.22 s

2 s 0.03 ms 0.04 ms 4.62 s

3 s 0.04 ms 0.08 ms 7.29 s

5 s 0.06 ms 1.1 ms 12.74 s

10 s 1.2 ms 2.6 ms 30.23 s

20 s 4.1 ms 9.3 ms 69.76 s

30 s 10.5 ms 21.3 ms 103.73 s
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Figure 2.12: Prediction accuracy with different training set sizes.

resulted prediction accuracy.

Fig. 2.12 shows that with data collected in 10 seconds in Wi-Fi traffic, the prediction of PPPM

becomes stable. The average time consumed to do mining is around 3 ms. Therefore, it is afford-

able to repeat mining on data collected in the latest short period of time to keep up with channel

state changes. The similar discoveries are also observed in the PCS bands.
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2.5.7 DSA with Prediction

We study how dynamic spectrum access can benefit from the prediction. When licensed bands are

open for SUs’ use, the PUs often impose a collision probability constraint η . In our PPPM-assisted

DSA, we use the prediction rules mined by PPPM to estimate the collision probability. When a

sequence of channel state observations matches a frequent pattern, the decision of channel access

is made based on the prediction. If the prediction is busy, we do not access the channel in the next

slot even if the channel is sensed to be idle at the beginning of the slot. On the other hand, we

utilize the next slot if the collision probability is below the collision constraint η and the channel is

detected to be idle at the beginning of the slot. We compare the performance of our PPPM-assisted

DSA with an optimal DSA introduced in [30]. The optimal DSA is a statistical knowledge based

access (SKA) strategy that estimates the risk of accessing the channel based on the probability

density function (PDF) of idle durations f (·), the cumulative distribution function (CDF) of idle

durations F(·), and the PU collision probability constraint η . Study in [8] again demonstrates that

the SKA strategy improves the spectrum extraction rate by 2-3 times over no knowledge based

access with data measured in various bands.

In previous work, the PDF and the CDF are calculated from a global view of the entire training

set. The subtle variations of PDF and CDF in different periods are overlooked. In light traffic

periods, the probability of having a long idle duration is larger than that in periods of slightly

heavier traffic loads. The CDF obtained in a global view only reveals the synthesized effect.

In PPPM, frequent patterns are identified. The confidence of predicting ‘0’ and ‘1’ is no longer

given based on a global view of the idle duration distribution. Instead, it is given based on latest

observed patterns. Each prediction is updated with the channel state that is just observed in the last

slot. As shown in Fig. 2.13, PPPM-assisted DSA can utilize more idle slots with a slight increase

on the collision rate. PPPM improves the spectrum extraction rate by 50% over SKA when the

constraint of collision probability is tight (i.e., 10%) in Wi-Fi. The reason is that SKA is too

conservative for a tight collision constraint. PPPM, however, opportunistically utilizes some slots

that have high collision probabilities in a global view but safe for use in low utilization periods.
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Figure 2.13: The spectrum extraction rate is significantly improved with PPPM-assisted prediction.

For example, the probability of having an idle slot after a beacon may not be high in a global

view because transmissions may occur after a beacon. A SU cannot utilize the slot if the collision

constraint is tight. However, in PPPM, if a pattern 〈0000100001〉 is observed, the SU can be

more aggressive because the channel is in a low utilization period. On the other hand, if a pattern

〈0110110101〉 is observed, the SU will be more conservative for using the slot after a beacon.

The significant improvement on the spectrum extraction rate supports the importance of identi-

fying frequent patterns if there exists regularity in spectrum use; otherwise, even though there are

many underutilized frequency bands, the actual number of spectrum holes that SUs can utilize are

few due to the tight collision probability constraint.

2.6 Summary

In this chapter, a spectrum occupancy prediction model based on Partial Periodic Pattern Mining

(PPPM) is introduced. The mining takes into account the irregularity of spectrum use and thus is

more suitable for real-world traffic. The proposed PPPM algorithm combines the gap-constrained

38



pattern growth, the head index list structure, the Apriori-like property, and the backward-extension

pruning to achieve fast and reliable partial periodic pattern mining. To estimate channel utilization

duration, the three-state mining algorithm is extended to an N-state mining algorithm.

The partial periodicity in spectrum use and the performance of PPPM are validated with Wi-Fi

network activities and data collected in the PCS bands. PPPM extracts more channel state pre-

diction rules, leading to a significant reduction on miss rate in spectrum occupancy prediction in

comparison with traditional FPM. PPPM also outperforms HMM for being more robust to irreg-

ularity. We particularly observe that distinguishing low utilization periods from high utilization

periods and mining rules in corresponding utilization periods will substantially improve the pre-

diction performance.

Although there are many underutilized spectrum bands, the actual number of spectrum holes

that SUs can utilize are few due to the PUs’ tight interference constraints. We compare the PPPM-

assisted DSA with a statistical knowledge based DSA to demonstrate that the prediction of channel

state significantly improves the spectrum extraction rate without introducing significant interfer-

ence to PUs. We also demonstrate that the prediction of high/low channel utilization duration

reaches an accuracy of 92% with a miss rate of 5% using data collected in the paging bands.

With the spectrum prediction, the interference to PUs is reduced. However, all nodes have

the same prediction on spectrum holes. When multiple nodes have data to send, it is important

to coordinate their medium access with medium access control (MAC) protocols. The next two

chapters address the medium access contention issues.
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CHAPTER 3

COLLISION DETECTION AND BITWISE ARBITRATION IN MULTICARRIER

WIRELESS NETWORKS

The previous chapter discusses how to identify spectrum holes. In these spectrum holes, a medium

access control (MAC) protocol is needed to coordinate medium access between contending trans-

mitters. However, due to the fast increasing physical layer (PHY) data rates, the overhead incurred

by current MAC protocols has risen from a minor factor to a major factor that affects the efficiency

of contention-based wireless communication. Taking Wi-Fi as an example, the transmission time

for a 1500 byte packet has been reduced from 12 ms at 1 Mbps to 20 µs at 600 Mbps in a dozen

years. The transmission time will be further shortened with higher Gbps PHY data rates support-

ed in ongoing standardization of 802.11ac and 802.11ad. The average medium access overhead,

however, stays at the same order of magnitude as before. In 802.11n, the average medium access

overhead is 101.5 µs, which is about 5 times of the data transmission time at 600 Mbps [1]. Al-

though frame aggregation can reduce the relative impact of medium access overhead, it does not

work well for non-bulk data flows or traffic that has stringent deadline requirements (e.g., short

HTTP flows and VoIP packets).

In contention-based wireless networks, carrier sense multiple access / collision avoidance (CS-

MA/CA) is widely adopted to reduce collisions between nodes. Each node defers its transmission

for a random number of slots to avoid collisions and each slot must be long enough for accurate de-

tection of channel state. The random backoff is necessary because collision detection was thought

to be impossible in wireless communication. The reason is that even if a node could listen on the

channel while transmitting, the strong self-interference would mask all other signals on the air.

However, recent advances in self-interference cancellation [32] [33] [34] have made full duplex

wireless communication possible. This allows transmitters to parallelize transmission and detec-

tion. By designing different preambles before data transmission, different contention resolution

schemes have been proposed.
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WiFi-Nano [1] relies on correlation to compute the start time of a preamble transmission. It

still needs random backoff to spread out nodes’ transmissions but the random backoff time is

shortened by reducing the random backoff slot duration to 800 ns. Although the adoption of tiny

time slots in random backoff helps reduce medium access overhead, the random backoff can no

longer de-synchronize hidden terminals and they may keep colliding with each other. In addition,

a weak signal can be discovered only after all stronger transmissions are aborted, but transmissions

initiated in the same time slot are aborted probabilistically. Therefore, the time used to resolve a

collision is uncertain and it is possible that all nodes abort their transmissions in a contention.

Full duplex also motivates researchers to migrate random backoff from the time domain to

the frequency domain [35] [36] using the emerging non-contiguous OFDM (NC-OFDM). Current

frequency domain backoff designs make a node occupy only one randomly selected subcarrier for

preamble transmission. Contending nodes learn each other’s random number and backoff accord-

ingly. In practice, the collision probability is high because only a few subcarriers are available for

contention resolution and there is no complementary mechanism like binary exponential backoff

(BEB) that can be used to address the issue.

In this chapter, we investigate the practical issues of collision detection (CD) in the frequency

domain and introduce a binary mapping scheme for preamble design. The binary mapping scheme

ensures that the probability of choosing the same subcarriers by two nodes is low and thus a col-

lision between them can be easily detected. When a collision is detected, a bitwise arbitration

(BA) mechanism is devised to resolve the collision within a short bounded period of time. When

multiple nodes initiate arbitration preamble transmission at a similar time, usually only one node

will be granted the permission to start data transmission at the end of the arbitration phase. Be-

cause collisions are expected to be resolved before data transmission, the benefits are two folds.

First, the throughput is improved as the channel is not occupied by collided transmissions. Second,

unfairness caused by capture effect of radios is reduced since collisions are unlikely to happen. In

addition, the CDBA enables message prioritization. Nodes with higher priority messages can ob-

tain more medium access opportunities. This feature makes CDBA suitable for real time prioritized
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communication. In summary, we make the following contributions:

• We investigate practical issues of collision detection in the frequency domain, devising meth-

ods that make collision detection reliable and practical.

• We introduce a binary mapping scheme for arbitration preamble design to provide low col-

lision probability.

• We introduce a bitwise arbitration mechanism that resolves collision before data transmis-

sion with much lower overhead than that incurred by collision avoidance.

• We introduce a way to prioritize messages so that nodes with higher priority messages can

obtain more medium access opportunities.

• We integrate these mechanisms as a complete system and prototype it on the USRP / GNU

Radio platform, validating its correctness and efficiency through both experiments and ex-

tensive simulations.

The rest of the chapter is organized as follows. Section 3.1 summarizes related work. Sec-

tion 3.2 presents the motivation and Section 3.3 presents an overview of the architecture design.

The design details are presented in Section 3.4. The performance of CDBA is evaluated through

both experiments in Section 3.5 and extensive simulations in Section 3.6. We conclude this chapter

in Section 3.7.

3.1 Related Work

Full duplex wireless [32] [33] studies how to eliminate self-interference so that a node can transmit

and receive simultaneously. Current solutions include nulling antenna [33], analog interference

cancellation [37], digital interference cancellation [38] [39], and a combination of them [32]. They

are efficient when two nodes have data for each other. However, if all communications are in one

direction, MIMO performs better because it doubles throughput with two antennas. The proposed
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CDBA may use two antennas for collision probe and medium access arbitration, but once the

arbitration ends, both antennas are available for data transmission and thus it is compatible with

MIMO.

As full duplex wireless communication becomes practical, CSMA/CN [40] lets the receiver

notify the transmitter of any collision. The collision notification is the receiver’s unique signa-

ture. CSMA/CN shows that by continuously correlating the receiver’s signature with the incoming

signal, a node can detect the signature even under strong self-interference. Because the collision

notification is not specific for a particular transmitter, all transmitters that are transmitting to the re-

ceiver have to abort their transmissions. In CDBA, transmitters gradually abort their transmissions

but at least one node will survive and proceed to data transmission.

It has been shown that correlation is able to identify a known pattern in an incoming signal

under strong interference [40]. WiFi-Nano [1] reduces the backoff time slot in CSMA/CA to 800

ns. Because nodes can no longer avoid collisions with such a short random backoff, a node must

listen on the channel while it is transmitting the correlation preamble. Through correlation, a node

is able to detect other preamble transmissions while it is transmitting its own preamble. They

calculate which node starts transmission first and backoff accordingly. Because a weak signal can

be discovered only after all stronger transmissions are aborted, a node needs some time to detect

the earliest transmission because colliding transmitters abort their transmissions probabilistically.

It is possible that all transmitters abort their transmissions and a new contention begins. To avoid

persistent collisions between hidden terminals, the channel state may have to be set to busy when

a correlation preamble is detected. Channel utilization is decreased when all transmitters aborted

their transmissions.

Back2F [36] proposes a backoff mechanism in the frequency domain for access points. An

AP maps its selected random number to a subcarrier and APs learn each other’s random number

in the frequency domain. Due to power leakage, the available subcarriers that can be used for

contention resolution is very few. Suppose only 8 subcarriers are available, only 8 random numbers

can be used. The probability that two nodes choose the same number is high. Increasing FFT
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points with more samples does not solve the power leakage problem, and it increases the time

for collecting samples. In addition, increasing the number of subcarriers decreases the subcarrier

spacing, making Back2F more sensitive to frequency offset.

3.2 Motivation

This section presents the motivation of CDBA by highlighting the limitations of collision avoid-

ance (CA) in 802.11 and high collision probability in current collision detection (CD) proposals.

Although Wi-Fi is used as an example, the idea can be generalized to other multicarrier wireless

networks.

3.2.1 802.11 Medium Access Overhead

The fundamental medium access method of IEEE 802.11 MAC is a distributed coordination func-

tion (DCF) that relies on the CSMA/CA. Due to physical constraints (e.g., processing delay,

TX/RX turnaround time), a gap is inserted between contiguous frames in CSMA/CA. A node

thus must sense that the medium is idle for at least such a length of duration before attempting to

transmit. As shown in Fig. 3.1, the CSMA/CA algorithm mandates that a node must verify that

the medium is idle for a duration of DIFS (DCF interframe space), which comprises a SIFS (short

interframe space) and 2 slots. After the DIFS, a node shall defer its transmission for a random num-

ber of slots. The random number is drawn from a uniform distribution over the interval [0,CW],

unless the random number generated in the last contention has not been decreased to 0. It is possi-

ble that two nodes defer their transmissions to the same slot, leading to a collision. The two nodes

are unaware of the collision until they complete their transmissions. Without a CD mechanism,

they can only infer a collision from their unacknowledged data packets. To reduce the collision

probability, the CW takes an initial value of aCWmin and then is increased exponentially every

time an unsuccessful transmission occurs, until the CW reaches the value of aCWmax. The CW

cannot be reset to aCWmin unless the node successfully transmits a packet. The process makes the

44



Next Frame

0 1 2 3 4 5 6 7

DIFS Random Backoff

Random() * aSlotTime
aSIFSTime 

+2*aSlotTime

aSlotTime

Busy Medium

Figure 3.1: 802.11 DCF.

Table 3.1: OFDM PHY characteristics

aSlotTime 9 µs aSIFSTime 16 µs

aRxTxTurnaroundTime < 2 µs aCCATime < 4 µs

aAirPropagationTime ≪ 1 µs aCWmin 15

aMACProcessingDelay < 2 µs aCWmax 1023

CW vary with the load, quickly switching to a large size when the channel contention is severe.

Table 3.1 summarizes the parameters defined in IEEE 802.11 standard [41]. To ensure accurate

detection of busy state and leave enough time for radio receive-transmit switch, the slot size defined

in IEEE 802.11 standard is close to the minimum feasible value [1]. Even if there is no collision

and the CW stays at the aCWmin, the average backoff time incurred by CSMA/CA is aDIFS +

aCWmin/2 * aSlotTime = aSIFSTime + (2 + aCWmin/2) * aSlotTime = 16 µs + (2 + 7.5) * 9

µs = 101.5 µs for the OFDM PHY, but the data rate with the OFDM PHY can reach 600 Mbps

in 802.11n, leading to a transmission time of 20 µs for a 1500 byte packet. The medium access

overhead becomes a major factor that causes the inefficiency of Wi-Fi.

3.2.2 High Collision Probability in CD

With the emerging full duplex wireless communication and NC-OFDM, it is possible to achieve

collision detection in the frequency domain. OFDM divides a band of wireless spectrum into mul-

tiple narrowband channels known as subcarriers. Each subcarrier carries a data stream in parallel

with others. With NC-OFDM, a node can map data streams to a subset of subcarriers. A node can
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easily detect a collision if it observes activities on subcarriers that are not used by itself. Based on

the idea, recent CD proposals [35] [36] let a node transmit on one randomly selected subcarrier.

Contending nodes learn each other’s random number in the frequency domain and the node with

the largest random number wins. In practice, however, only a few subcarriers are available for con-

tention resolution. The probability that two nodes choose the same subcarrier is high. As a result,

the collision cannot be detected and both nodes will start data transmission. Therefore, although

medium access overhead is reduced, retransmission overhead may be increased due to collisions.

In this chapter, we introduce a binary mapping from a random number to active/inactive sub-

carriers to decrease the collision probability. The winner in a contention is selected through a

bitwise arbitration mechanism, which forces low priority nodes to abort their transmissions so that

only one node survives and proceeds to data transmission. The bitwise arbitration is very efficient

because it ends immediately when the collision is resolved. The arbitration phase is on average

shorter than the designed length.

3.3 Architecture and Design

The proposed CDBA precedes each data transmission with a collision probe phase and an arbitra-

tion phase. However, the bitwise arbitration is activated only when a collision is detected in the

collision probe phase; otherwise, the arbitration phase is skipped and the data transmission is initi-

ated immediately after the collision probe. This is optimized for single transmitter scenarios. The

data transmission uses the same PHY convergence procedure defined in 802.11 [41] to estimate

the channel impulse response and indicate the start of a data frame.

3.3.1 Arbitration Preamble Design

To make nodes be able to detect collisions, we let nodes generate arbitration preambles that are dis-

tinguishable from each other in the frequency domain. The method is to let a node draw a random

number from a uniform distribution over [1, 2k−1] before each contention. The random number

46



0 1 2 3 4 5 6 7
Subcarriers

M
a
g
n
it
u
d
e

0 1 2 3 4 5 6 7

Subcarriers

M
a
g
n
it
u
d
e

Subcarriers
0 1 2 3 4 5 6 7

M
a
g
n
it
u
d
e

Node A: 01011010

Node B: 01010110

Power spectrum of the 

collided arbitration preamble.

FEC, 

header, 

preamble

Serial

to Parrallel (S/P) 

Converter

bits

can be viewed as a time 

to frequency mapper

IFFT
add cyclic 

prefix
DAC

OFDM 

symbol

fc

Linear Power 

Amplifier (PA)

packets

Antenna

OFDM Transmitter

Figure 3.2: Collision detection in the frequency domain.

represents the node’s priority in this round of contention. Here k is the number of subcarriers and

the probability that two nodes choose the same number decreases exponentially with the k. Be-

cause a node can use subcarriers selectively in NC-OFDM, we use a k bit binary code to represent

the random number and the binary code is mapped to subcarriers with ‘1’ indicating active and ‘0’

indicating inactive as shown in Fig. 3.2.

To implement the binary mapping, a node simply feeds 0 instead of modulation symbols (e.g.,

1+0i, -1+0i in BPSK) to the inactive subcarriers, leading to zero power on them. We design an

arbitration preamble as one OFDM symbol, which consists of k samples when using a k-point in-

verse fast Fourier transform (IFFT) algorithm. IFFT is employed by OFDM to efficiently modulate

multiple subcarriers at the same time. Suppose a 64-point IFFT is used to modulate 64 subcarriers.

The output of the IFFT consists of 64 samples that are referred to as one OFDM symbol. The
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arbitration preamble incurs low overhead because it takes only 3.2 µs to transmit the 64 samples

at 20 MHz in Wi-Fi.

3.3.2 Self-Interference Cancellation

We expect that a node is able to receive signals that are transmitted by other nodes during its

own transmission in the same frequency band. Recent studies on self-interference cancellation

have made significant progress on full duplex wireless communication [32] [33] [34]. Even with

one antenna, a node is able to transmit and receive simultaneously [42]. Our MAC protocol only

requires that the self-interference cancellation is sufficient to prevent ADC saturation.

A 14-bit ADC has a theoretical dynamic range of 86 dB where the dynamic range is calculated

as DR(dB) = 6.02×n+1.76 for n = 14 [42]. The dynamic range indicates the ability to accurately

measure weak signals in the presence of strong signals. Considering a noise floor of -90 dBm (1

picowatt) in Wi-Fi, the strongest signal that can be input to the radio should not exceed -4 dBm so

that the weak signals can be measured simultaneously. The highest transmission power on a Wi-Fi

2.4 GHz antenna, however, can be around 30 dBm [42], which is strong enough to bury other weak

signals. This is why half-duplex communication is long assumed in wireless system designs.

Recent self-interference cancellation design reports at least 45 dB cancellation even with one

antenna for simultaneous TX and RX [42]. It is sufficient to prevent ADC saturation as shown

in Fig. 3.3. A better self-interference cancellation scheme may provide real full-duplex wire-

less communication through antenna separation or other methods. In our design, a lightweight

self-interference cancellation algorithm is sufficient because each node sets some subcarriers to

inactive, leading to zero power on them. As long as the ADC is not saturated, a node can detect

signals on inactive subcarriers if there is a collision. The CDBA design does not impose stringent

requirements on self-interference cancellation.

Some self-interference cancellation designs [32] [33] may require TX/RX antenna separation,

but in our design all antennas are available for data transmission once arbitration ends. As MIMO is

a trend in wireless communication, multiple antennas are expected to be available on most devices
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Figure 3.3: Current self-interference cancellation is sufficient to prevent ADC saturation.

in the near future. The proposed CDBA is compatible with MIMO.

3.3.3 Collision Probe

In our design, a node is allowed to start transmission immediately when the medium is sensed

to be idle. To check whether this bold attempt will cause a collision, a node first broadcasts its

arbitration preamble to perform collision probe.

When a node is transmitting its arbitration preamble, it also analyzes received signals in the

frequency domain by performing FFT. The FFT result presents magnitude on each subcarrier. The

node checks the magnitudes on inactive subcarriers to determine whether or not there exists a

collision.

When there is only one node is transmitting, it should not detect high magnitudes on subcarriers

that are deactivated by itself. In such a condition, it assumes that there is no collision and proceeds

to data transmission directly. However, suppose a node observes high magnitudes on subcarriers

that are not used by its own transmission. It learns that there is a collision as shown in Fig. 3.2.

A collision cannot be detected if two nodes choose the same binary code because we do not
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assume that perfect self-interference cancellation is provided. However, the collision probability is

decreased exponentially with the k where k is the number of subcarriers used for contention resolu-

tion. Compared with other frequency backoff algorithms [35] [36] that use one of the k subcarriers

to represent a number, the probability that two nodes choose the same number is significantly

reduced ([0,2k−1] versus [0,k−1]).

It is possible that the binary code of one node may be masked by the code of another node (e.g.,

110100 vs. 110110). One node assumes that there is no collision and initiates data transmission

while the other node enters in the arbitration phase. To prevent the arbitration from interfering with

the data transmission, we double the standard 802.11 short OFDM training symbol which occupies

12 subcarriers with an interval of four zero-power subcarriers. If a node detect this, it immediately

aborts its transmission.

3.3.4 Bitwise Arbitration

When multiple nodes have data to transmit, it is possible that two nodes detect idle medium and

initiate arbitration preamble transmission at a similar time. They will detect the collision during

the collision probe phase and enter in the arbitration phase as shown in Fig. 3.4b. The figure shows

that the binary code selected by a node has dual functions: it is not only used for constructing the

arbitration preamble in the frequency domain, but also used to determine whether or not they can

continue transmission in the time domain for arbitration.

To see the benefits introduced by self-interference cancellation and spectrum analysis, we first

examine how bitwise arbitration will work in the time domain.

3.3.4.1 Time Domain without Cancellation

Before we have self-interference cancellation, we have to rely solely on time domain information

for bitwise arbitration. A node can be equipped with a fast-switching radio or two radios, one for

transmitting and one for receiving. Suppose nodes’ contentions are implicitly synchronized by the
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busy medium. When the medium is detected to be idle, nodes start to transmit their arbitration

preambles.

As introduced in Section 3.3.1, a node chooses a random number from a uniform distribution

over [1, 2k− 1] to be its priority in a contention. The number is represented in the form of a k

bit binary code. Each node goes through its binary code starting from the most significant bit. If

the ith bit is ‘1’, the node transmits its arbitration preamble in the ith OFDM symbol slot (note

that the arbitration preamble is only one OFDM symbol); if the ith bit is ‘0’, the node pauses its

transmission for one OFDM symbol long. If a node detects signal when it pauses its transmission,

it loses the contention and aborts its transmission as shown in Fig. 3.4a. Because contending nodes

gradually abort their transmissions, only one node will survive at the end of the arbitration phase

as long as nodes choose different random numbers.

In this design, a node cannot learn that it has won the medium access in a slot because it is

unable to determine whether or not there is any other transmission during its own transmission. As

a result, a node has to go through all bits to determine the winner. To reduce the probability that

two nodes choose the same random number, the k should be increased and thus the length of the

arbitration phase is increased. This makes bitwise arbitration less appealing than the CSMA/CA.

If we can obtain perfect self-interference cancellation, a node is able to end the arbitration phase

early (e.g., the fifth slot in the example). However, this imposes a high requirement on the self-

interference cancellation.

3.3.4.2 Frequency Domain with Cancellation

If self-interference cancellation is sufficient to prevent ADC saturation, frequency domain informa-

tion can be introduced to help detect collision. The arbitration preamble introduced in Section 3.3.1

occupies subcarriers selectively according to a node’s binary code. If two nodes choose different

binary codes, they can detect collisions between them in the frequency domain as illustrated in

Fig. 3.2. If two nodes choose the same binary code and the code happens to be the highest prior-

ity among all contending nodes, they both initiate data transmission. The binary mapping from a
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random number to active/inactive subcarriers aims at reducing the probability.

In addition, because a node is able to examine whether or not a subcarrier is occupied by any

node, all idle OFDM symbol slots can be skipped. In the bitwise arbitration phase, a node goes

through its binary code and pauses its transmission in the ith OFDM symbol slot if its ith bit is

0. Suppose the ith bits of all contending nodes are 0s. All nodes will pause their transmissions in

the ith OFDM symbol slot and it is useless to determine the winner. Because each node uses its

binary code for active/inactive subcarrier mapping, none of the contending nodes occupies the ith

subcarrier. Nodes detect this in the frequency domain and skip the corresponding bits to speed up

the arbitration as shown in Fig. 3.4b. The winner is determined in the 3rd OFDM symbol slot in

the example.

Because the arbitration phase may end earlier without traversing all bits, the total length of the

arbitration phase can be designed to be slightly longer so that the collision probability is reduced

with the increased k. The actual impact on the medium access overhead is much smaller than that

in the time domain design. Fig. 3.5 summarizes the medium access control in CDBA.

3.4 CDBA Design Details

In this section we discuss the feasibility and practical issues of various components in the imple-

mentation of CDBA.

3.4.1 Noise and Interference

The collision detection relies on detecting signals on subcarriers used for arbitration. Noise and

interference may cause incorrect detections. In CDBA, several subcarriers are selected to do ar-

bitration. If transient high noise and interference do not affect these subcarriers, the arbitration

is not disturbed. If they are under interference, arbitration time is increased or the winner can-

not be determined. However, if the strong interference is not transient, it is reasonable to abort

the node’s transmission because the following data transmission will not succeed under the strong
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interference.

The most harmful interference comes from neighboring nodes’ transmissions because they use

the same subcarriers for arbitration. Same as other wireless system designs [35] [1] [36], a node

is allowed to access the medium only when the node is the winner in all contention domains.

Enabling parallel transmissions if they do not interfere with each other at the receivers will be our

future work.

3.4.2 Power Leakage

For an infinitely long sine wave of a single frequency, the frequency spectrum is an infinitesimally

narrow peak (i.e., a delta function). Because we cannot bring an infinite long signal into a digital

computer, we usually sample the input signal at a sample rate of fs and divide the discrete samples

into segments. Suppose a N-point FFT algorithm is used. We usually analyze a short segment of N

samples at one time. The FFT algorithm outputs magnitudes and phases at N analytical frequencies

f (m) = m fs
N , where m = 0,1,2, ..,N−1.

Note that the original signal is implicitly truncated by a rectangular window because only N

samples are extracted from the original signal while others are set to zero. An important Fourier

transform property is that multiplication in one domain corresponds to convolution in the other

domain [43] [44]. Therefore, the corresponding frequency responses of the signal and the window

function are convolved in the frequency domain. Since the original spectrum of the sine wave

is a delta function, the spectrum of the windowed signal appears as the spectrum of the window

function shifted to the location of the peak. As shown in Fig. 3.6a, the frequency response of a

rectangular window function has numerous side lobes. The spectrum of the windowed sine wave

is thus no longer a delta function and this is unavoidable in digital process because we use only a

portion of the original time domain signal.

The frequency response of a continuous signal is a continuous curve in the frequency domain.

When the continuous signal is sampled in the time domain, the effect is same as sampling the

corresponding continuous curve in the frequency domain [45]. Because we usually use N samples
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Figure 3.6: FFT results of received signal when 2 nodes are transmitting with 64-point IFFT. One

node occupies subcarriers 15, 21, and 51; the other node occupies 27, 39, and 45. The peak at

subcarrier 32 is the DC offset.
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in a N-point FFT algorithm, the small number of samples on the spectrum’s continuous curve re-

sults in irregular tails depending on where the samples occur. If the input segment contains energy

precisely at integral multiples of the fundamental frequency fs/N, the samples occur exactly at the

valleys in the spectrum and there is no tail as shown in Fig. 3.6c. However, if the input segment

has a signal component at an intermediate frequency between two analytical frequencies of m fs/N,

the samples occur somewhere along the peaks and valleys, resulting in power leakage to other fre-

quencies. The obtained power spectrum may mislead a node to believe that there are signals on

some inactive subcarriers as shown in Fig. 3.6e. The collision detection is thus not reliable, making

nodes abort transmissions for nonexistent contentions.

To make CD reliable, we apply a window function that shapes the samples more gently instead

of using a rectangular window that suddenly set all samples outside of the window to a value of

zero. The use of a proper window function is to reduce the order of discontinuity at the boundary,

which is the cause of side lobes. As shown in Fig. 3.6b, a Blackman-Harris window function yields

much lower magnitude tails compared with the rectangular window. The underlying mathematics

are well explained in [46] [44] [43] [45]. Fig. 3.6f shows that for the same time domain signal

segment, the shape of the FFT result is much better. If we continue to take more samples, the shape

is more clear, but without a proper window function the improvement is limited. Accumulated

energy should make active subcarriers and inactive subcarriers more distinguishable. However,

if the power leakage is not suppressed by a proper window function, inactive subcarriers may

still accumulate enough energy to cause incorrect detection. Therefore, it is impractical to use all

subcarriers for contention resolution.

Although windows like the Blackman-Harris window suppress the tail, they have a wider main

lobe compared with the rectangular window, leading to wider peaks. The spectrum resolution

is reduced. Because two points at each side of a peak have observable magnitudes as shown

in Fig. 3.6d, we use one subcarrier every six subcarriers. This large separation ensures that an

inactive subcarrier will not be detected as active due to power leakage. There are many other

window functions available. In general a window function that produces lower side lobes has a
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wider main lobe as compared in [47]. There is a trade-off between main lobe width and side lobe

levels. We choose the Blackman-Harris window because it is able to suppress the side lobes by

more than 92 dB with a main lobe width that is acceptable in our design. The Blackman-Harris

window is also identified as a top performer in many applications [46].

For a 64-point FFT, we have 64 subcarriers available. In USRPs, these is a pretty gradual

roll-off in filter implementation, which causes strong curvature at two edges and there is a DC

offset in the middle. Therefore, we avoid using 5 subcarriers at each edge and 6 subcarriers in the

middle, leading to 48/6 = 8 subcarriers for binary code mapping (4 at each side of the DC offset).

With only 8 subcarriers available for contention resolution, current CD designs will introduce high

collision probability because if two nodes choose the same subcarrier, they do not know that they

will have a collision in data transmission. It is possible to reduce the collision probability by in-

creasing the number of subcarriers, but increasing the number of subcarriers means a N-point FFT

consumes more samples each time. It takes more time to collect samples and the arbitration time

is increased. Further, the reduced subcarrier spacing makes a protocol more sensitive to frequen-

cy offset. In CDBA, however, even if only eight subcarriers are available, there are 28−1 = 255

unique binary codes (0 is excluded) available. The collision probability is same as setting the back-

off window size to 255 in CSMA/CA, where a device will on average wait about 254/2 = 127 slots

before transmission. It corresponds to an average backoff of 1.143 ms. On the contrary, CDBA

takes only one FFT frame for collision probe and at most 8 FFT frames for bitwise arbitration.

Suppose a 64-point FFT is used in a 20 MHz channel. The maximum overhead is 9∗3.2 µs = 28.8

µs, which is a significant reduction on medium access overhead.

3.4.3 System Delay and Asynchronous Contention

As shown in Fig. 3.7, when the CCA algorithm indicates that the channel is clear, a node randomly

selects a number and instructs the transmitter to send the corresponding arbitration preamble. To

meet the stringent time requirement of MAC, we implement the CDBA on FPGA of USRP E110.

However, we observe that samples collected at the same time do not contain a complete arbitration
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preamble due to some system delays. Therefore, we repeat the arbitration preamble to guarantee

that the second FFT window after the sending instruction includes a complete arbitration preamble

as shown in Fig. 3.7. It ensures that a node at least can obtain the non-distorted power spectrum

for its own arbitration preamble.

The results of odd FFT frames are discarded and the results of even FFT frames are used to

determine whether or not a collision exists. A disadvantage is that the incurred overhead is doubled.

A node will defer its data transmission for at least two FFT frames even when there is no collision.

Contending nodes are implicitly synchronized by busy medium. However, if a node gets data to

send after the medium becomes idle, its contention may not be synchronized with other contending

nodes. As shown in Fig. 3.7, its CCA window contains a portion of preambles sent by other

contending nodes. Fig. 3.8 shows the difference when different amount of an arbitration preamble

is included in the FFT.

Even with half of an arbitration preamble, the FFT result can clearly show the difference be-

tween active and inactive subcarriers because all power of a transmitter is concentrated on several

active subcarriers selected by the transmitter. Therefore, if a node is allowed to transmit, its CCA

window should contain less than half of an arbitration preamble sent by another node. Its sec-

ond FFT window should contain the major part of an arbitration preamble sent by another node,

allowing it to detect the collision.
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(b) One half of an arbitration preamble is included.
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(c) Three fourths of an arbitration preamble is included.
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Figure 3.8: Different amount of an arbitration preamble is included in the FFT.

3.4.4 Random Backoff

To improve the efficiency when contention is heavy, we intentionally desynchronize contending

nodes. In large deployment simulations we discover that the arbitration phase can be shortened

by reducing the number of nodes that participate in the bitwise arbitration. We thus do not rely

solely on bitwise arbitration to determine the winner in a contention. A short random backoff is

introduced. Because half of an arbitration preamble is able to indicate busy, we defer nodes’ trans-

missions by a random number of slots with a slot duration that is half of an arbitration preamble

(e.g., 3.2 µs / 2 = 1.6 µs at 20 MHz). The random backoff is much shorter than that is defined

in 802.11 [41]. With a short random backoff, we can reduce the number of contending nodes
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that enter in the collision probe phase, which in turn helps to shorten the arbitration phase. For

example, suppose we need to traverse 4 bits to resolve collisions between 5 nodes. With random

backoff, only 2 nodes may enter in the collision probe phase immediately while the other 3 nodes

back off due to detected busy state. It is possible that the collision between the two nodes is able

to be resolved in the first bit in the arbitration phase. The arbitration phase is thus shortened. Note

that the two nodes enter in the collision probe phase without any backoff. The random backoff

mechanism thus does not introduce any overhead if any contending node chooses a backoff of 0.

When the contention is light, the random backoff is an overhead because the probability that

some nodes will start collision probe without any backoff is low. If the saved time in arbitra-

tion phase is less than the introduced backoff, the random backoff mechanism should be disabled.

Therefore, we let a node monitor the length of the arbitration phase. If it on average needs to tra-

verse more than half of total bits to determine the winner, it enables the random backoff; otherwise

it disables the random backoff. This helps to maintain the efficiency of the bitwise arbitration.

3.4.5 Misdetection

Due to frequency-selective fading, the power on some subcarriers may be weak. If a node chooses

a binary code with only one bit set to ‘1’, its arbitration preamble may not be detected by another

contending node due to imperfect self-interference cancellation. We thus split the 8 bit binary

code into two 4 bit binary codes. Each 4 bit binary code represents the subcarrier occupation on

each side of the DC offset. A node now occupies at least one subcarrier on two different parts of

the frequency spectrum. The collision detection is more reliable because usually at least one of

them will be detected by other contending nodes. The collision probability, however, is slightly

increased. We have reserved 1111 1111 for beacons or urgent control packets sent by access points

(APs). The code 0000 0000 is excluded. The number of unique binary codes is reduced from

28−2 = 254 to (24−2)2 = 196. If more subcarriers are available, the collision probability will be

reduced exponentially.

Note that when more than one node initiates arbitration preamble transmission at a similar
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time, it is not destructive to the collision detection. If two nodes occupy different subcarriers,

the arbitration preamble from each other is detectable as long as the SNR is above the detection

threshold. If two nodes occupy the same subcarriers, the interference actually helps the third node

detect collision for the high aggregated power on the shared subcarriers.

3.4.6 Hidden Terminal

In 802.11 standard [41], the OFDM PLCP (physical layer convergence procedure) preamble is

BPSK-OFDM modulated with coding rate 1/2. The 802.11 standard thus mandates that the CCA

mechanism should indicate busy for the start of a valid OFDM transmission at a power level equal

to or greater than the minimum modulation and coding rate sensitivity (e.g.,−82 dBm for 20 MHz

channel spacing). If the preamble portion was missed, the CCA mechanism should signal busy

for any signal 20 dB above the minimum modulation and coding rate sensitivity (e.g., −62 dBm

for 20 MHz channel spacing). The high threshold ensures that a node does not back off for noise,

but may make two nodes invisible to each other. Because the arbitration preamble shows unique

characteristics in the frequency domain, it is easier to be recognized than the data transmission.

The detection range is larger than the carrier sensing range. Therefore, most hidden terminals can

detect each other’s arbitration preamble.

In addition, we can let the AP rebroadcast whatever it received in the collision probe and bitwise

arbitration phase. To check the delay of rebroadcasting, we conduct the following experiment

with three USRP E110. We implement the rebroadcast function at the very front of the receiving

chain. Node A is connected with both node B and node C through cables. Node B rebroadcasts

whatever it received from node A. Node C compares signals directly received from node A with

signals received from node B. Measurements show that the rebroadcasted signal is only one sample

delayed as shown in Fig. 3.9. With the rebroadcast at the receiver, collision detection is guaranteed

for hidden terminals in the collision probe phase and the arbitration phase. However, once the

data transmission begins, all antennas on the receiver are used for receiving. Hidden terminals

may think that the medium is idle because of the silence at the receiver. To avoid collisions,
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Figure 3.9: Comparing the signal from the original transmitter with the signal from a relaying node

in the time domain.

CDBA lets a node set the medium state to busy for a data transmission period when it detects

an arbitration preamble transmission. Since usually one node survives to data transmission, the

channel utilization is not reduced. Collisions caused by hidden terminals are avoided because

hidden terminals defer their transmissions for a complete data transmission period once they lose

a contention.

3.4.7 Message Prioritization

The BA allows us to assign different priorities to messages. For example, we can reserve the most

significant bit for urgent messages. If a node needs to send an urgent message, it selects a binary

code that sets the most significant bit to 1 (1xxx xxxx). For common messages, a node selects bina-
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ry codes from the remaining pool (0xxx xxxx). When two nodes attempt to send at the same time,

they will detect a collision and enter in the arbitration phase. The node with a common message

will pause its transmission because the most significant bit is 0. On the contrary, the node with an

urgent message will win the medium access immediately. This allows high priority messages to

get through unimpeded, making CDBA suitable for real time prioritized communication. We can

set several levels of priorities with the first m most significant bits.

We can also reserve 1111 1111 for beacons and implement a time slotted network without time

slot assignment. Usually in time division multiple access (TDMA), each node is assigned a slot

and all the slots constitute a time frame to repeat. Wi-Fi does not adopt this scheme because the

traffic is dynamic. If we assign a slot to a node, time slots are wasted if the owner has no data to

send. In CDBA, all time slots are open to any node. A node can stay in the low power sleep mode

if it has no data to send. It may periodically wake up in some slots to check whether or not it has

data to receive. When it has data to send, it initiates the collision probe at the beginning of a slot.

If there is no collision, it transmits the data. If there exists a collision, it enters in the arbitration

phase to resolve the collision. No slot is reserved for any node and there is no underutilization

issue.

3.5 Testbed Results

Some delay measurements show that the delay between GNU Radio and FPGA is about hundreds

of microseconds on USRP platforms [48]. If we implement the CDBA in GNU Radio, the system

delay dominates the total delay before data transmission. To meet the stringent time requirement

of MAC, we implement the collision probe and the bitwise arbitration on FPGA while packet

encoding/decoding are implemented in GNU Radio because they are more complex than spectrum

analysis. When a packet is ready to send, it is buffered on FPGA and triggers the collision probe.

If there is no collision, the packet is sent. If there is a collision, the bitwise arbitration is activated.

Once the collision is resolved, the buffered packet is sent. Because we do not have much space for

buffer, we set packet size to 100 bytes.
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3.5.1 Collision Detection Feasibility

We first use two USRP E110 equipped with WBX transceivers to check the feasibility of collision

detection. The WBX transceiver has local oscillators (LOs) that work independently for trans-

mitting and receiving chains. In the receiving chain, we implemented a 64-point FFT algorithm

to perform spectrum analysis. Before the FFT, a Blackman-Harris window function is applied on

received signals. The outputs of the FFT algorithm are used for active subcarrier detection and col-

lision detection. The results of collision detection are fed to the bitwise arbitration block. The TX

and RX antennas are separated by about 2 feet to reduce self-interference. Many optimizations are

available for reducing the distance [1] [32] [33] [34] [42], but it is beyond the scope of this chap-

ter. With better self-interference cancellation techniques, the performance of collision detection is

expected to be improved.

When there is no transmission, the power spectrum only indicates a peak in the middle (DC

offset) as shown in Fig. 3.10. Magnitudes on all other subcarriers are low. If we use them to

derive a noise threshold, some subcarriers may be regarded as active when there are transmissions

because of transmitter noise and power leakage. Therefore, the noise threshold cannot be obtained

by sampling the channel when there is no transmission.

To identify active subcarriers, we search for the highest magnitude in each FFT frame. If it is

located at the DC offset, the channel is regarded as idle. If it is located at a subcarrier other than

the DC offset, we use it as a reference. We regard that a subcarrier is active if the magnitude on the

subcarrier reaches a certain percent of the highest value. This may prevent a node from detecting

a node that is far away. If a node is receiving an arbitration preamble from a nearby device, it may

not detect a weak signal from a farther node because the signal strength falls out of the dynamic

range. However, as proximate devices detect each other and abort transmissions, devices that are

farther away will soon become detectable. If the farther device has a high priority, it may have not

quit because it has many 1s. A node aborts its transmission only if it detects signals when it pauses

its transmission, which means it has a lower priority compared to another node.

We must make sure that a node can start data transmission if there is no other transmission.
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Figure 3.10: Results of performing 64-point FFT on received signals. The peak in the middle of

each frame is the DC offset. Left frame contains no transmission. Right frame contains transmis-

sions from two nodes.

Therefore, we let one node work in the full duplex mode. Fig. 3.11 shows the detection accuracy

in accordance with different noise thresholds. The result is based on 10,000 FFT frames. When we

take 60% of the highest magnitude in a FFT frame as the noise threshold, we can avoid detecting an

unoccupied subcarrier as active. If we use a lower noise threshold, some unoccupied subcarriers

may be occasionally detected as active, then a node cannot start data transmission immediately

because it believes that there is a collision. If the noise threshold is too high, the detected active

subcarriers do not match the binary code selected by the node. It is also counted as an incorrect

detection here.

When there are other transmissions, it is easy to identify a collision if they are strong. Howev-

er, depending on the adopted self-interference cancellation technique, transmissions from another
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Figure 3.11: Taking a certain percent of the highest magnitude in a FFT frame to determine active

subcarriers.

node may be too weak to be detected. We examine the efficacy of the collision detection at various

SNR values by conducting the following experiments. We separate two nodes by various distances.

Because the noise floor levels at a node increase when the node is simultaneously transmitting and

the increment varies depending on the adopted self-interference cancellation technique, we com-

pute the SNR at a node by setting the node to receive only. Once the SNR is measured, we set the

node to full-duplex and check whether it can detect collision. Fig. 3.12 shows that the collision

detection probability is 100% if the SNR is above 9dB. Note that we do not need to decode any-

thing, we do not require a signal to be located exactly at a subcarrier, and an arbitration preamble

occupies at least two subcarriers. The collision detection is thus reliable as long as the transmission

from another node is not too weak. A better self-interference cancellation technique can further

67



5 6 7 8 9 10
0

0.2

0.4

0.6

0.8

1

SNR (dB)

C
o
lli

s
io

n
 D

e
te

c
ti
o
n
 P

ro
b
a
b
ili

ty

Figure 3.12: Collision detection performance in CDBA.

improve the collision detection performance.

3.5.2 Throughput Gain

Since a node can start data transmission immediately if there is no collision or the BA mechanism

gets involved to resolve the collision in several FFT frames, the channel utilization is significantly

improved. We let three USRP E110 devices keep sending packets to another E110. The USRP

E110 uses 64 Mega samples per second (Msps) ADC and the decimation rate can be set to 2k. We

test different PHY data rates by setting the sampling rate to 0.5 Msps, 1 Msps, 2 Msps, 4 Msps,

and 8 Msps. Using dense modulation schemes requires good channel condition, we thus increase

the data rate by increasing the channel width. Fig. 3.13 shows that the improvement of CDBA over

802.11 increases as the data rate increases, where medium access overhead plays an important role
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Figure 3.13: Throughput gain of CDBA over 802.11.

in determining the efficiency.

In 802.11, two transmissions may collide with each other due to the small CW [0, 15]. The

two nodes then increase their window sizes exponentially, leading to longer backoff. CDBA uses

8 bit binary codes. The medium access arbitration is settled down within 2*8=16 FFT frames. As

analyzed in Section 3.4.5, two nodes have a probability of ( 1
196

)2 to choose the same binary code.

To obtain the same low collision probability, 802.11 needs a fixed window size of 196. Fig. 3.13

shows that the throughput of 802.11 is improved a little bit with a larger contention window but

the throughput is still lower than that obtained in CDBA under the same condition. In addition,

although the larger CW decreases the collision probability when there are multiple nodes contend

for sending, it reduces efficiency when there is only one node that has data to send.

In CDBA, if there is only one node intends to send, it will not observe collision during the

collision probe phase. It starts data transmission 2 FFT frames after the medium is sensed to be
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Figure 3.14: Channel access overhead.

idle. Two FFT frames consume 2∗64 = 128 complex samples. The time used to get 128 samples

decreases as the data rate increases. The collision probe takes 128/8 = 16 µs at 8 Msps. However,

in 802.11 the slot size is fixed at 9 µs. Even with the smallest CW [0, 15], the average backoff is

7.5∗9 = 67.5 µs. With a larger CW [0, 195], the average backoff is 97.5∗9 = 877.5 µs, which is

nearly an order of magnitude greater than the collision probe.

When the data rate is low, the random backoff in 802.11 does not affect the efficiency of Wi-

Fi significantly. As shown in Fig. 3.14, actual packet transmission dominates the air time in a

successful transmission at low data rates. The throughput of 802.11 is similar to that of CDBA at

0.5 Msps. However, when the data rate increases, the time used for transmitting a packet is reduced

but the time wasted on backoff stays the same. The random backoff soon becomes the dominant

portion of a transmission. As a result, the medium access overhead becomes the major factor that

prevents the high PHY data rates from being translated to high throughput.

Because the packet size is small here (i.e., 100 bytes), packet transmission time is around 288

µs at 8 Msps with BPSK. The largest backoff with a contention window [0, 195] is 195 ∗ 9 =

1755 µs, which can accommodate several packet transmissions at high data rates. A node may

grab the channel when others back off. The throughput of 802.11 under contention is thus higher

than that can be achieved by a single node when the data rate is high. To achieve the same collision

probability as CDBA, 802.11 needs a large contention window that is undesirable in single node
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Figure 3.15: Message prioritization in CDBA.

transmission scenarios.

3.5.3 Message Prioritization

CDBA allows high priority messages to get through the arbitration unimpeded. In this experiment,

we let node A and node B choose binary codes from the pool of (0xxx xxxx) and let node C choose

binary codes from the pool of (1xxx xxxx). Node A and node B are placed at different distances

from the receiver to examine the capture effect of radios between near-and-far terminals. First,

node A was turned on and then node B was turned on. Fig. 3.15 shows that they share the channel

fairly with a slightly lower aggregated throughput than that is achieved by a single node. This is

because the bitwise arbitration is activated. Fig. 3.15 also indicates that CDBA is not significantly

biased toward node B, which is closer to the receiver. Soon node C was turned on. Node A and

node B have to back off for node C. When they enter in the arbitration phase, only node C can
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transmit because the most significant bit of its binary code is ‘1’. Nodes A and B have to abort

their transmissions because they detect signal when they pause their transmissions. Although the

bitwise arbitration is involved after collision probe, the collision is resolved in one bit and thus the

throughput is similar to that can be achieved by a single node.

3.6 Simulation Results

In this section, we extend our evaluation of CDBA in larger deployments with simulations. We

compare CDBA with WiFi-Nano [1] to show advantages of CDBA over WiFi-Nano in the pres-

ence of hidden terminals. CSMA/CN [40] is also included for addressing the hidden terminal

problem. CSMA/CN uses the cross-correlation technique to notify transmitters of a collision. If

a receiver detects a collision, it broadcasts a pseudo-random sequence called the receiver’s signa-

ture. Through continuously correlating for the receiver’s signature in the incoming signal, nearby

transmitters will notice the collision notification. All transmitters that are sending data to the re-

ceiver abort their transmissions upon receiving the collision notification. The channel is thus free

for other transmissions.

3.6.1 Simulation Settings

We implement CDBA, WiFi-Nano [1], and CSMA/CN [40] in ns-2.35. We simulate 802.11n data

rates in a 20 MHz channel with 800 ns guard interval. To be fair with WiFi-Nano, we use the same

wireless LAN settings as WiFi-Nano. Multiple nodes communicate with an AP with a transmission

power of 20 dBm. A path loss exponent of 2.27 is used so that the transmission range for the 6.5

Mbps modulation is 100 m. Different from WiFi-Nano settings, we do not avoid hidden terminals

with planned topologies. Nodes are randomly scattered within the AP’s communication range.
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3.6.2 Impact of Contending Transmitters’ Number on Throughput

We first investigate how the number of contending transmitters impact the achievable throughput.

We increase the number of contending transmitters from 1 to 30, simulating both light contention

in a home environment and heavy contention in a conference room. All nodes generate fully

backlogged CBR traffic with packet size of 1500 bytes. For some full-duplex wireless designs, at

least two antennas are required. Suppose both antennas are used for data transmission after the

arbitration. The maximum data rate is 130 Mbps using 64-QAM modulation and 5/6 coding rate

as defined in 802.11 standard [41].

Fig. 3.16 compares the throughput when more and more nodes are deployed with a data gen-

eration rate of 130 Mbps. If there is only one node that has data to send, the throughput of CD-

BA and WiFi-Nano is 30% higher than that of 802.11 because both CDBA and WiFi-Nano have

considerably reduced the medium access overhead. In 802.11, the average random backoff is

7.5×9µs = 67.5 µs with the CW [0, 15]. In CDBA the medium access overhead is a duration of

2×3.2µs = 6.4 µs for collision probe. In WiFi-Nano, the average backoff time is 7.5×0.8µs = 6

µs. With a 4 µs preamble after the random backoff, the average medium access overhead is 10 µs.

The difference on medium access overhead leads to the 30% improvement on throughput. If the

data rate is further increased, the improvement on throughput will be greater because more bits can

be transmitted with the time saved on medium access contention.

When more than one node is deployed, hidden terminals may appear in some scenarios. The

probability of observing hidden terminals in a scenario increases with the number of deployed

nodes. Fig. 3.16 shows that the adoption of tiny backoff slots introduces severe contention in the

presence of hidden terminals. The reason is that WiFi-Nano cannot spread out nodes’ transmissions

with tiny backoff slots and thus hidden terminals may keep colliding with each other.

In 802.11, a collision will increase the CW exponentially. Because the backoff slot size is

9 µs, a larger CW leads to a longer backoff time interval. The long backoff interval is able to

desynchronize hidden terminals. For example, when the CW reaches the maximum value 1023,

nodes’ transmissions are distributed in an interval of 9.207 ms. Even if there are hidden terminals,
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Figure 3.16: Impact of contending nodes’ number on throughput (CDBA-CN overlaps with CDBA,

WiFi-Nano-NAV-CN overlaps with WiFi-Nano-NAV).

nodes can get opportunities to deliver their packets successfully because the time used to transmit

a packet of 1500 bytes is 1.846 ms at the lowest rate 6.5 Mbps. However, with the 800 ns slot size

defined in WiFi-Nano, the longest backoff is 818.4 µs. Hidden terminals will keep colliding with

each other. The throughput of WiFi-Nano drops quickly when more and more nodes are deployed.

As shown in Fig. 3.16, CSMA/CN improves the throughput of WiFi-Nano by 3 times, confirming

the large number of collisions introduced by the tiny backoff slot.

We assume that a pair of transceivers is reserved for collision notification and thus a collision

can be detected and notified whenever it happens. The ideal case may not hold if all antennas

are used for data transmission once the correlation preamble transmission is completed in WiFi-

Nano. Note that even with the help of CSMA/CN, the throughput of WiFi-Nano is lower than

that of 802.11 in the presence of hidden terminals. This is because even if nodes are informed of
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collisions through CSMA/CN, their transmissions are still crowded in a small backoff interval. The

essential problem is that nodes’ transmissions cannot be spread out with the tiny 800 ns backoff

slots. On the contrary, there are fewer collisions caused by hidden terminals in 802.11 because of

a larger backoff time interval. The throughput gain achieved by CSMA/CN over 802.11 is thus

smaller.

Because the pseudo-random preamble in WiFi-Nano can be detected at a very low SNR through

correlation, two nodes that are out of carrier sensing range may detect each other’s correlation

preamble. Therefore, we let a node set the medium state to busy when it detects a correlation

preamble. It is similar to the virtual carrier sensing mechanism known as network allocation vector

(NAV) in 802.11. We present this variant of WiFi-Nano as WiFi-Nano-NAV. With the modification,

it is rare that hidden terminals will cause a collision. Collision notification has minor improvements

on throughput of WiFi-Nano-NAV, which is hard to observe in Fig. 3.16.

Although virtual carrier sensing helps address the hidden terminal problem, channel utiliza-

tion is decreased when all nodes abort their transmissions. In WiFi-Nano, when k nodes initiated

preamble transmission in the same slot, they keep transmitting with a probability of 1/k. It is pos-

sible that all of them abort transmissions. Without virtual carrier sensing, some nodes will grab the

channel soon after all nodes in the last round of contention aborted their transmissions. However,

virtual carrier sensing is needed to address the hidden terminal issue. With virtual carrier sensing,

all nodes have to defer their transmissions for one packet transmission duration as they set the

medium state to busy when they detect a correlation preamble. As more nodes are deployed, it

is more likely that several nodes initiate preamble transmission in the same slot. The throughput

of WiFi-Nano-NAV decreases as shown in Fig. 4.13. Therefore, WiFi-Nano faces a dilemma in

addressing hidden terminal issue. It may need virtual carrier sensing to avoid persistent collision-

s between hidden terminals, but virtual carrier sensing reduces channel utilization in WiFi-Nano

when all nodes happen to abort their transmissions.

In CDBA, the medium state is also set to busy when an arbitration preamble is detected. Be-

cause at least one node will survive to data transmission, preventing other nodes from transmission
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Figure 3.17: Impact of data rates on throughput under light contention.

is reasonable. The problem is that the collision cannot be resolved if two nodes choose the same

binary code. Considering that the random number range is large with the binary mapping, the

collision probability is low. As shown in Fig. 3.16, CSMA/CN has a marginal improvement on the

throughput of CDBA, indicating a low ratio of collisions to the total number of transmissions.

3.6.3 Impact of Data Rates on Throughput

Both CDBA and WiFi-Nano aim at reducing the medium access overhead. The saved time allows

nodes to transmit more data within the same period of time. The throughput gain of CDBA and

WiFi-Nano over 802.11 is expected to increase along with the data rates. In the following simula-

tions, we do not include CSMA/CN. Fig. 3.17 and Fig. 3.18 compare the throughput achieved at

different data rates when there are 5 transmitters and 30 transmitters, respectively.

When five transmitters are deployed, the throughput gain of CDBA and WiFi-Nano-NAV over
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Figure 3.18: Impact of data rates on throughput under heavy contention.

802.11 becomes larger and larger as the data rate increases as shown in Fig. 3.17. This is because

the medium access overhead of 802.11 takes a great proportion of the total time in a transmission

at high data rates.

When thirty transmitters are deployed, the throughput gain of WiFi-Nano-NAV over 802.11 is

not significant as shown in Fig. 3.18. With thirty contending nodes, it is highly possible that all

contending nodes abort their transmissions in a contention. The throughput of WiFi-Nano-NAV

drops quite a lot compared to five-node scenarios. In addition, as the data rate increases, the packet

transmission time decreases, hence there are more rounds of contentions in the same period of time.

More rounds of contentions imply more collisions. The throughput gap between WiFi-Nano-NAV

with 5 nodes and WiFi-Nano-NAV with 30 nodes becomes larger and larger.

When thirty transmitters are deployed, the throughput of CDBA drops a little bit because the

probability that two nodes choose the same binary code increases, but the throughput achieved
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by CDBA is still 40% higher than that can be achieved by WiFi-Nano-NAV and 802.11. In both

WiFi-Nano-NAV and 802.11, the CW starts from the minimum value. If more than one node defers

the transmission to the same slot, there is a collision in 802.11 and there may be no transmission

in WiFi-Nano-NAV. Although a collision in CDBA incurs the same cost of one packet transmis-

sion duration, CDBA has lower collision probabilities because of the large random number range.

Therefore, CDBA provides a great throughput improvement over WiFi-Nano and 802.11.

3.6.4 Fairness

When a collision happens, many off-the-shelf transceivers are able to decode one of the colliding

packets depending on the relative SINR at the receiver. The capture effect unfairly favors nodes that

are closer to an AP. However, if collisions can be detected and resolved before data transmission,

unfairness caused by capture effect of radios can be reduced. Fig. 3.19 shows how the fairness

index [49] changes along with the number of contending transmitters.

When more and more nodes are deployed, the collision probability increases. If a node is close

to the AP, its packet may be decoded in a collision. On the contrary, if a node is at the edge of the

network, its packets may never be captured in a collision. Therefore, capture effect of radios helps

increase throughput but introduces unfairness between near-and-far terminals. Fig. 3.19 shows that

the fairness in 802.11 decreases quickly. CSMA/CN terminates a collision early. As a result, there

are more rounds of contentions in the same period of time. The unfairness between near-and-far

terminals is more severe.

Both CDBA and WiFi-Nano resolve collisions before data transmission, near-and-far terminals

get equal chances to deliver their packets. However, if hidden terminals ignore the collision reso-

lution, both throughput and fairness will be compromised. In WiFi-Nano, the correlation preamble

can be detected at a very low SNR. Collisions are likely to be resolved before data transmission

and only one node starts data transmission. However, because data transmission has no special

characteristics in the time or frequency domain, it cannot be recognized at a very low SNR. S-

ince WiFi-Nano uses tiny backoff slots, a hidden terminal will soon check the medium again and
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Figure 3.19: Impact of contending nodes’ number on fairness.

sense that the medium is idle. The hidden terminal may start a transmission and cause a collision.

Only nodes that are close to the AP may success in data transmission. The fairness index of WiFi-

Nano drops quickly as shown in Fig. 3.19. With virtual carrier sensing, once collision is resolved,

contending nodes will backoff long enough to allow the ongoing transmission to complete. The

fairness index of WiFi-Nano-NAV and CDBA is thus high , both are close to 1.

When data rates increase, a packet transmission can be completed in a shorter time. Because

the backoff time range in 802.11 is large, a short transmission is unlikely to be corrupted by a

transmission initiated later. Even if a node is far away from the AP, it has some opportunities to

deliver its packets successfully. Therefore, the fairness of 802.11 is improved with higher data

rates as shown in Fig. 3.20. CDBA and WiFi-Nano-NAV have resolved collisions before data

transmission. The capture effect of radios thus does not play an important role in affecting fairness.
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3.7 Summary

Collision avoidance (CA) is an effective method to reduce collisions in contention-based wireless

communication, but random backoff used in the method incurs unnecessary underutilization of

channel. This chapter makes collision detection (CD) practical in wireless communication, allow-

ing nodes to transmit immediately when the channel is sensed to be idle. If multiple nodes have

data to transmit, a bitwise arbitration (BA) mechanism is activated to resolve the collision before

data transmission. As long as each node chooses a unique binary code, only one node will be

granted the permission to start data transmission at the end of the arbitration phase. High through-

put is offered with low collision probability achieved in a short bounded arbitration phase. The

BA mechanism also enables message prioritization. Through testbed experiments and extensive

simulations, we show that CDBA is more efficient than current CA and CD designs.

Although CDBA is efficient in coordinating medium access between devices that use the same
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channel width, it does not considered the scenarios where heterogeneous radios may coexist in

a contention domain. In the past few years, wireless devices have been densely deployed. For

example, in a digital home, various wireless devices are simultaneously active to support wireless

LAN, wireless gaming, wireless display, and home security. As these devices target at different

applications, they usually have different traffic loads and thus different requirements on channel

widths. The radio heterogeneity imposes special challenges on medium access coordination. The

next chapter studies the contention issues between wideband devices and narrowband devices.

81



CHAPTER 4

ADAPTIVE CHANNEL BONDING IN MULTICARRIER WIRELESS NETWORKS

Applications such as video conferencing and multimedia streaming demand low-lag gigabit speeds.

The quest for high speed is pushing wireless communication toward wider channels. Channel

bonding, an efficient method that increases data rate regardless of other technologies in use, has

been introduced to the 802.11 standard. However, inefficiency and unfairness issues arise when

heterogeneous radios coexist in a contention domain. When a device operates in a wideband

channel that spans across multiple narrow channels, it has to defer its transmission to the time

when all of the narrow channels are idle. This is inefficient because the device cannot utilize

the other narrow channels when only one narrow channel is occupied. Further, when there are

narrowband devices in more than one narrow channel, the devices that use channel bonding are

harder to win medium access opportunities because narrowband devices may work independently

in different narrow channels.

A natural solution is to revert to narrow channel operations. A recent work WiFi-NC [50] in-

troduces a compound radio design that splits a channel into multiple narrow channels and use them

independently. The strategy is efficient when a device has small packets to multiple devices. How-

ever, when a device has a bulk of data to one receiver, it is more efficient to use multiple narrow

channels as one wide channel to increase spectral efficiency by removing the guard bands between

contiguous narrow channels. Although WiFi-NC reduces the guardbands with sharp filters, sig-

nal spreading introduced by a sharp filter will increase the inter symbol interference (ISI) [50].

Addressing the ISI requires a tradeoff between spectral efficiency and capability of tolerating fre-

quency offset. Further, it demands higher processing power and more resources to support multiple

parallel signal processing flows.

The inefficiency and unfairness issues can be addressed if a device does not need to wait for all

narrow channels to be idle to initiate a transmission. Recent spectrum-agile designs [51] [52] [53]
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have shown that it is practical to aggregate noncontiguous narrow channels as one channel. The

flexibility of spectrum use is thus comparable to WiFi-NC [50]. However, current spectrum-agile

designs are frame-based. Therefore, when a new channel becomes available, it cannot be utilized

until the next frame. An unfairness issue arises as not all nodes get contention opportunities for

the new channel. The new channel is invisible to nodes that are in transmission. Some nodes may

never be able to acquire the channel.

In addition, current spectrum-agile designs are lack of an efficient mechanism to address the

multiple access issue. When a narrow channel becomes available, several nodes may attempt to

acquire it at the same time. Leaving contention resolution to the carrier sense multiple access with

collision avoidance (CSMA/CA) may require a large contention window to reduce collisions. The

high overhead is hard to cut because low collision probabilities are desired. A transmission may

fail even when two nodes have a collision only in a small fraction of the used spectrum.

After a transmitter has won some narrow channels, it needs to inform the receiver of the used

spectrum; otherwise, the receiver is unable to decode packets sent by the transmitter. Using control

packets to achieve spectrum agreement can introduce high overhead because of medium access

contention and physical layer convergence procedure. A better spectrum agreement method is

desired.

To address the inefficiency and unfairness issues in channel bonding, this chapter introduces

an adaptive channel bonding (ACB) protocol in which a node is allowed to initiate a transmission

as long as there exist some idle narrow channels and the node gradually increases channel width

during transmission when new narrow channels are sensed to be idle. The design imposes three

challenges.

First, when some narrow channels become idle, the medium access contention is severe because

a transmitter has to contend with nodes that are within the same band of spectrum and nodes whose

spectrum is partially overlapped with its spectrum. Even if two nodes collide only in a small

fraction of the used spectrum, their transmissions may fail. Therefore, it is critical to address the

contention issue in wideband spectrum sharing, which is the key to ensure that nodes will benefit
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from channel bonding. In this chapter, a compound preamble is designed to probe collisions in

all channels at the same time and a parallel bitwise arbitration mechanism is introduced to resolve

the collisions. Nodes are allowed to contend for different channels simultaneously with different

priorities. A node is unlikely to lose all channels in a contention.

Second, ACB aggregates all narrow channels obtained by a transmitter as one wide channel. A

challenge is the communication over uncertain channel combinations. If the receiver is unaware of

the channels used by the transmitter, the receiver cannot decode any packet sent by the transmit-

ter. To achieve spectrum agreement between the transmitter and the receiver, we design a partial

spectrum correlation that encodes the receiver’s unique signature in the frequency domain in all

channels used by the transmitter. The receiver calculates the expected results when its signature is

present in each channel. Through correlating received signal with all expected results, the receiver

is able to identify channels used by the transmitter. Although there are n expected results when the

target wide band is divided into n narrow channels, the searching for the signature in all channels

can be parallelized.

Third, the transmitter was unable to monitor the medium state while it is transmitting. There-

fore, current designs [51] [35] [52] [53] [54] are frame-based. Each frame will use the available

spectrum fragments detected before transmission. This raises an unfairness issue for sharing chan-

nels. Because a node cannot contend for a channel that becomes available during transmission,

the channel may be acquired by another node. It is possible that channels used by two nodes are

never available to each other because their contentions are not synchronized. With advances in

self-interference cancellation [42], it becomes feasible to detect new spectrum availability even

during transmission without using another antenna. This allows ACB to break the frame-based

structure, changing spectrum use during transmission.

This chapter addresses the three challenges and integrates all components as one complete

system. We prototype it on the GNU Radio / USRP platform to validate its effectiveness. Ex-

perimental results show that the proposed ACB is practical. Extensive simulations in ns-2 further

demonstrate that the ACB can significantly improve the efficiency of wideband spectrum sharing.
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4.1 Related Work

Because different applications have different channel width demands and energy efficiency require-

ments, a variety of channel widths have been defined in different standards. On the one hand, radio

spectrum is a finite resource and certain parts are preferable due to desirable propagation properties

and antenna design constraints. On the other hand, no device will keep transmitting. Therefore,

spectrum sharing is unavoidable and reasonable. Since channel widths are different, it is critical to

address the inefficiency and unfairness issues caused by heterogeneous radio coexistence.

A natural solution is to revert to narrow channel operations based on two observations. First,

wideband devices cannot transmit even when only a small part of the target spectrum is occupied

[50] [53]. The availability of narrow channels is much higher than that of wide channels due to the

presence of many uncoordinated narrowband devices [54]. It is thus attractive to use spectrum in

the unit of narrow channels. Second, high PHY data rates achieved by wide channels increase the

proportion of medium access overhead in data transmission when a node has a small amount of

data to transmit [35]. Motivated by these observations, various designs of using narrow channels

have been proposed.

WiFi-NC [50] introduces a compound radio design where each narrow channel is evaluated

and used independently. It implements multiple receiving chains and transmitting chains in a radio,

which demands a large FPGA. To reduce overhead incurred by setting guard bands between narrow

channels, multiple sharp filters are used. Since a filter relies on spreading (smoothing) signal in

time to shape the spectrum, a sharp filter spreads a sample to several subsequent samples [50]. This

increases the inter symbol interference (ISI). WiFi-NC adopts the orthogonal frequency-division

multiplexing (OFDM) for transmission. A common method to address the ISI is to use the cyclic

prefix (CP). Due to the spreading, WiFi-NC needs a longer CP for each OFDM symbol. The

spectral efficiency is reduced as the CP does not carry data. One way to address the issue is

to increase the number of subcarriers, but it reduces the subcarrier spacing, making WiFi-NC

sensitive to frequency offset and ill-suited for mobile scenarios where Doppler effect is obvious.

Further, it duplicates multiple signal processing flows that would be redundant if data in all narrow
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channels are from the same transmitter to the same receiver.

In a unicast transmission, it is more efficient to bond narrow channels as one wide channel.

This removes guard bands between contiguous narrow channels and reduces the complexity of

wireless communication. However, with a wide channel, the data transmission efficiency decreases

because random backoff for collision avoidance is no longer efficient for small packets in high-

speed transmission. FICA [35] thus allocates channel width according to the typical frame size

and the physical layer (PHY) data rate achieved at a certain channel width. OFDM is employed in

FICA to obtain the flexibility of allocating spectrum resources. In OFDM, a band of spectrum is

divided into multiple closely spaced orthogonal subcarriers. Each of them carries a data stream in

parallel with others. FICA groups subcarriers as subchannels and assigns subchannels to different

nodes. Although in FICA multiple nodes send simultaneously in orthogonal narrow channels,

each narrow channel is a part of a wide band. The entire wide band must be verified to be idle

before a new transmission can be commenced. The method is thus subject to the adverse impact

of heterogeneous radios.

In OFDM we can deactivate some subcarriers by feeding 0 instead of modulation symbols (e.g.,

1+0i, -1+0i for BPSK) to the corresponding subcarriers. The non-contiguous OFDM (NC-OFDM)

technique allows a node to use some but not all subcarriers. As a result, instead of waiting for

the entire wide band to be idle, a node can utilize spectrum fragments that are currently available.

However, communication over uncertain subcarriers imposes a spectrum agreement challenge. The

transmitter interleaves bits across all used subcarriers and the receiver reconstructs the original

packet by extracting bits from all used subcarriers. If the receiver does not know what subcarriers

are used, it may get insertions or deletions of bits from the data stream. The unknown insertions

and deletions of bits make it impossible for the receiver to decode the packet sent by the transmitter.

Therefore, it is critical to achieve spectrum agreement between the transmitter and the receiver.

To address the issue, early spectrum-agile designs [51] [52] use control packets. This means

a dedicated control channel must be available, or the control packets can be send only when the

entire wide band or a specific channel becomes available, which works against the spectrum-agile
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feature. The exchange of control packets also introduces high overhead because of the random

backoff in collision avoidance and the preamble overhead in physical layer convergence procedure

(PLCP).

RODIN [54] divides a wide band of spectrum into n nonoverlapping narrow channels and

reshapes the spectrum of a frame to n f (< n) of these narrow channels. RODIN supports direct

connection to commercial off-the-shelf (COTS) devices but it has overhead of setting guard bands

similar to WiFi-NC [50]. Because narrow channels are isolated in RODIN, the transmitter transmits

a set of sequences simultaneously in all used channels. Each sequence is unique in a narrow

channel. The receiver can identify the channels used by the transmitter through time domain signal

correlation. RODIN needs multiple filters to isolate each channel, and it is not easy to determine

how many narrow channels are used by the transmitter. RODIN thus fixes the number to n f . The

receiver must identify the n f narrow channels in each transmission. The method does not adapt to

a node’s traffic where fewer or more channels are needed.

4.2 Adaptive Channel Bonding

Adaptive channel bonding (ACB) imposes three challenges: how to detect newly available chan-

nels during transmission, how to contend for the available channels, and how to achieve spectrum

agreement between transmitter and receiver. In this section, we present our design that addresses

these challenges.

4.2.1 Overview

We assume that a wide band of spectrum is divided into n narrow channels of equal size for inde-

pendent evaluation (e.g., 6 MHz channels in the TV bands). In the remaining part of the chapter, a

channel means a narrow channel unless otherwise stated. Before commencing a transmission, the

transmitter checks what narrow channels are available in the target wide band. The clear channel

assessment (CCA) can be done through checking the power spectral density (PSD) of the wide
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band [52] [53]. Once available channels are identified, the transmitter needs to contend for these

channels. Because there may exist many contending transmitters in a wide band of spectrum, medi-

um access contention based on carrier sense multiple access with collision avoidance (CSMA/CA)

may need a large contention window (CW) to ensure low collision probabilities. However, a large

contention window leads to a long average backoff time, significantly reducing the efficiency. We

thus introduce a parallel bitwise arbitration mechanism to reduce the medium access overhead and

provide low collision probabilities. In addition, the bitwise arbitration allows a node to contend for

different channels with different priorities. A node is unlikely to lose all channels in a contention.

After a transmitter wins some narrow channels, it needs to inform the receiver of the used

channels; otherwise, the receiver is unable to decode packets sent by the transmitter. To achieve

fast spectrum agreement between the transmitter and the receiver, we introduce partial spectrum

correlation. With the partial spectrum correlation, the receiver is able to identify channels used by

the transmitter and filter out unwanted signals in other channels, allowing the receiver to restore

standard preamble detection on clean signal from the transmitter.

Once a node starts transmitting, it was unable to receive other signals simultaneously with the

same RF front end and antenna because the self-interference is so strong that it buries other signals.

However, recent advances in self-interference cancellation [32] [42] show that new radio designs

will allow simultaneous transmission and reception even with the same antenna. Therefore, a

transmitter can monitor the medium state even when it is transmitting. This allows all nodes to

perceive a newly available channel. All nodes get equal chances to acquire the new channel.

The contention is resolved through bitwise arbitration. The winner piggy-backs the new spectrum

use via data to inform the receiver of increased channel width and then bonds more channels for

subsequent data transmission.

4.2.2 Spectrum Contention

ACB employs OFDM to opportunistically utilize spectrum fragments in a wide band of spectrum.

Besides contending transmitters in the same band of spectrum, there are transmitters contending for
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Figure 4.1: Binary code mapping with NC-OFDM for collision detection.

partially overlapped spectrum as shown in Fig. 4.1 (difference applications may choose different

center frequencies and bandwidths). A collision in a small fraction of the used spectrum may

cause the entire transmission to fail. The cost is high and thus a large contention window may

be needed in CSMA/CA to reduce the collision probability. However, using a large contention

window increases the average backoff time. A parallel bitwise arbitration mechanism is introduced

in this chapter to provide low collision probabilities with low overhead.

The bitwise arbitration relies on collision detection. When a node has data to send, it first

checks what channels are available. It then transmits a compound preamble that occupies all of

the channels but the preamble is designed to set some subcarriers to inactive as shown in Fig. 4.1.

First, some channels are busy, hence all subcarriers in these channels are set to inactive. Second,

we intentionally deactivate some subcarriers in available channels for collision detection.

4.2.2.1 Compound Preamble Design

In the frequency domain, a compound preamble occupies the entire wide band with some subcar-

riers set to inactive as shown in Fig. 4.1. In the time domain, a compound preamble is one OFDM

symbol that consists of N samples when a N-point IFFT is used. Suppose the target wide band is

composed of n narrow channels. Each channel contains k =N/n subcarriers. A unique sequence of
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k symbols {p1 p2 p3...pk} is assigned to each node. For collision detection, the actual sequence is

of no meaning. We thus postpone the discussion about the sequence to the introduction of spectrum

agreement. Here we focus on how to create high magnitudes at some but not all subcarriers.

If a node repeats its unique sequence by n times (k× n = N symbols) and performs N-point

IFFT, it generates a compound preamble that causes high magnitudes at all N subcarriers. To

deactivate some subcarriers for collision detection, a node draws a random number from a uniform

distribution over the interval (0,2k) for each available channel. For busy channels, the number 0 is

used. Because each number can be represented by a k bit binary code, the binary code is bitwise

AND with the node’s unique sequence. As we feed some 0s to the IFFT, not all subcarriers in

each available channel are used and all subcarriers in busy channels are set to inactive as shown

in Fig. 4.1. The binary representation of each number is essentially a map of active and inactive

subcarriers in the corresponding channel with ‘1’ indicating active and ‘0’ indicating inactive.

With the compound preamble design, a collision is detectable if a node observes high magni-

tudes at subcarriers that are deactivated by it. The collision detection fails only when two nodes

choose the same random number, but the probability is low as it decreases exponentially along

with the increased subcarrier number k. For example, assuming a 64-point IFFT is performed on

a 20 MHz band that comprises four 5 MHz channels, each channel contains 16 subcarriers. With

the binary mapping, in total 216− 1 random numbers can be represented (0 is excluded) in each

channel. The probability that two nodes choose the same number for a channel is low. To get the

same low collision probability in CSMA/CA, the contention window (CW) will be too large to be

practical.

Because collisions are detectable in the frequency domain, instead of deferring nodes’ trans-

missions randomly for collision avoidance, we allow a node to transmit immediately when some

channels are identified as idle. To check whether the bold attempt will cause a collision, a node

performs spectrum analysis on received signal while it is transmitting its compound preamble. The

simultaneous transmission and reception relies on recent advances in self-interference cancellation.
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4.2.2.2 Collision Detection

As discussed in the previous chapter, recent studies in self-interference cancellation have reached

at least 45 dB cancellation in practice [42] [32]. The self-interference cancellation is sufficient to

prevent ADC saturation. Although we need more self-interference cancellation to enable simul-

taneous transmission and reception of packets in the same channel, our collision detection does

not require such a perfect cancellation. In our design, each node sets some subcarriers to inactive,

leading to zero power at these subcarriers. As long as the self-interference does not cause ADC

saturation, a node can detect signals at inactive subcarriers if there is a collision. The collision

detection does not incur additional cost of an additional antenna. To enable real full duplex wire-

less communication, the transmitting antenna and the receiving antenna may be separated to obtain

more self-interference cancellation [32].

4.2.2.3 Medium Access Control

As collisions are detectable, it is important to determine which node is the winner of a narrow

channel in a contention. Note that each node generates different random numbers for different

channels. This gives a node higher chances to win some channels. Fig. 4.2 shows an overview of

medium access procedure in ACB. Although the example shows three nodes, the principle applies

to any number of contending nodes.

There are two phases: collision probe and bitwise arbitration. When a node has data to send, it

checks what channels are available. Once the CCA is done, the node transmits its first compound

preamble to check whether there is a collision in any of the channels. We call this phase collision

probe.

If there is no collision in a channel, the node wins the channel immediately. It uses all subcar-

riers in the channel to transmit the destination’s unique sequence, which will be discussed soon.

If there is no collision in all contending channels, the bitwise arbitration is skipped. However, if

there is a collision in any of the channels, the bitwise arbitration is triggered.
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Figure 4.2: The initial three phases in adaptive channel bonding.
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In the bitwise arbitration phase, the compound preamble of a node is updated to consider three

conditions. First, for busy channels, all subcarriers are set to inactive. Second, for a channel that

is won by the node, the destination’s unique sequence is mapped to all subcarriers. Third, for a

channel in which the winner has not been determined, the ith bit of the corresponding binary code

is checked for constructing the ith compound preamble in the bitwise arbitration phase.

The compound preamble is used to contend for all channels at the same time. If we focus

on one arbitrary channel, a node traverses the corresponding binary code starting from the most

significant bit. If the ith bit is 0, all subcarriers in the channel are set to inactive in the ith compound

preamble. If the ith bit is 1, the node maps its unique sequence to active subcarriers according to

the binary code.

While a node is transmitting its compound preamble, it also performs spectrum analysis on

received signal. If it sets all subcarriers in a channel to inactive but observes high magnitudes at

subcarriers in the channel, it loses the channel. On the contrary, if the channel is idle, the winner

has not been determined and it needs to check the next bit. If a node uses some subcarriers in a

channel and the collision still exists (detecting high magnitude at subcarriers that are deactivated

by it), it proceeds to check the next bit too. On the contrary, if the frequency spectrum of the

channel matches its corresponding binary code, the collision has been resolved and the node wins

the channel. Once a node wins a channel, all subcarriers in the channel are used for the destination’s

unique sequence. The node should occupy the channel to prevent other nodes from taking it. When

collisions in all channels are resolved, the node initiates the spectrum agreement.

The time length of a compound preamble is equivalent to one OFDM symbol, which contains

N samples when a N-point IFFT algorithm is used. Meanwhile, the spectrum analysis needs N

samples when a N-point FFT algorithm is used. The simultaneous transmission and reception of

a compound preamble takes N/B seconds where B is the bandwidth. For example, assuming a

64 point IFFT/FFT algorithm is adopted, it takes 3.2 µs to complete the preamble transmission at

20 MHz. In the same 3.2 µs, the receiving chain completes the collection of 64 samples for the

spectrum analysis.
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4.2.2.4 Case Study

Fig. 4.2 shows how bitwise arbitration gradually determines the winner of each channel. Collided

transmissions are implicitly synchronized by the collision. Nodes detect collisions in the 1st com-

pound preamble. In the 2nd OFDM symbol, the compound preamble sent by a node is updated

according to the first bit of each binary code. For node A, the first bit for channel 1 is 1. It occupies

some subcarriers according to the binary code. On the other hand, the first bit of the binary code

for channel 3 is 0. All subcarriers in channel 3 are set to inactive. Following the same principle,

node B and node C get a binary map where all subcarriers are set to inactive because the first bit of

their binary codes is 0.

While nodes are transmitting the compound preamble, they also perform FFT on received

signal. For channel 1, node A notices that there is no collision and thus it wins the channel. Node

B and node C notice that channel 1 is busy when they have no active subcarrier in the channel.

They lose the channel. The arbitration for channel 1 is done. For channel 3, all nodes detect an

idle channel. The winner has not been determined. They must check the next bit to determine the

winner.

In the 3rd OFDM symbol, node A has won channel 1 and it uses all subcarriers in channel 1 for

the destination’s unique sequence. In channel 3, both node A and node C have no active subcarrier

because the 2nd bit of their binary codes is 0. Node B and node C have lost channel 1. They set all

subcarriers in channel 1 to inactive. The 3rd compound preamble sent by node B occupies some

subcarriers in channel 3 according to its binary code. Since there is no collision, node B wins

channel 3.

The example shows that as long as two nodes do not choose the same binary code for a channel,

the collision will be resolved within k OFDM symbols where k is the number of subcarriers used

for medium access contention in a narrow channel. Note that the bitwise arbitration may end earlier

without traversing all bits. Therefore, the overhead is upper bounded by k but most of the time it

is lower.
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Figure 4.3: Time domain signal correlation.

4.2.3 Spectrum Agreement

After the spectrum contention, a transmitter has won some narrow channels. However, the receiver

is unable to decode any packet sent by the transmitter if the occupied spectrum is unknown. To

achieve spectrum agreement, we introduce partial spectrum correlation.

4.2.3.1 Cross-correlation

In signal processing, cross-correlation is an efficient way to measure the similarity of two wave-

forms. The transmitter transmits a sequence of complex symbols that is known at the receiver. The

receiver simply correlates the received signal with the complex conjugate of the known sequence.

If a high correlation peak occurs, it means the known sequence is present in the received signal.

The cross-correlation can be used as an in-band signaling. Let the transmitter transmit a known

sequence s of length L. The receiver searches for the known sequence by correlating the received

signal y with the complex conjugate of the known symbol sequence, which is denoted by s∗. The

cross-correlation value C(s,y) = ∑L
k=1 s∗[k]y[k] is low if s is not present in y. The reason is that the

noises and the other signals are supposed to be independent of s, and thus the similarity identified

by the cross-correlation should be low. As shown in Fig. 4.3, the L samples of y are extracted by a

sliding window. The cross-correlation value stays low until the sliding window is aligned with the

s. When all samples of s are included in the sliding window, we get the highest correlation value

C(s,y)peak = H ∑L
k=1 |s[k]|2 where H is the channel impulse response.
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When a node wins m channels out of n narrow channels, it may transmit the destination’s

unique sequence in the m narrow channels. The receiver keeps correlating received signal in each

of the n channels with its own unique sequence. If a high correlation value occurs, the receiver

knows that a channel is used by a node to send data to it. The method, however, requires that

each channel is isolated by multiple filters. We use all available channels as one channel, aiming

at removing the guard bands. We thus exploit the orthogonality between subcarriers in OFDM to

remove the need of using sharp filters.

4.2.3.2 Partial Spectrum Correlation

Each node has been assigned a unique sequence as its signature. The signature is known to its

neighbors through neighbor discovery (routing also requires neighbor information).

To indicate channels that are used for the receiver, the transmitter encodes the receiver’s signa-

ture in the frequency domain. A node maps the receiver’s signature to subcarriers of each channel

that is occupied by it. Suppose a narrow channel contains L subcarriers. We design a signature

sequence of length L for each node. The signature of a node cannot result in high correlation values

with other nodes’ signatures. Some polyphase codes possess such good correlation properties and

we use the Zadoff-Chu (ZC) sequences [55], which is currently employed in LTE PHY layer for

synchronization. The transmitter uses the signature of the receiver to modulate all L subcarriers in

each obtained channel while in other channels it feeds 0s to the corresponding subcarriers.

In OFDM, the mutlicarrier modulation is efficiently accomplished through IFFT, which yields

the sum of all modulated subcarriers. If the receiver is synchronized with the transmitter and

knows the start of each OFDM symbol, the ZC sequence in each channel can be recovered by

performing FFT on the right OFDM symbol. However, the receiver cannot be synchronized with

the transmitter without knowing the occupied spectrum. We thus let the receiver generates the time

domain signal by calculating the expected IFFT result when its signature is presented in a channel.

If the used channels are known, the receiver can construct the exactly same OFDM symbol

generated by the transmitter. A high correlation value should be observed when the sliding win-
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dow is aligned with the right OFDM symbol because they are similar to each other. However, the

receiver does not know the channels used by the transmitter. We thus let the receiver calculate the

expected IFFT results assuming its signature is present in each of the n channels. The receiver then

correlates received signal with all expected IFFT results in parallel. When the sliding window is

aligned with the right OFDM symbol, a correlation peak will be observed for each used channel

but the value is 1/m of the correlation peak observed when all m channels are correctly used to

reconstruct the OFDM symbol. The reason is that the expected result is only partially similar to the

transmitted signal. We normalize the correlation value of the ith channel to C(si,y)/∑L
k=1 |si[k]|2.

Experiments in performance evaluation show that when the signature is indeed present in a chan-

nel, correlating the received signal with the corresponding expected result will yield a high peak.

Although the received signal is the sum of all subcarriers, the orthogonality means that the cross-

talk between subcarriers sums up to zero. Only the interference in the channel that we are trying

to identify has a significant impact on the partial spectrum correlation of the channel. However,

the interference in the channel should be low because the transmitter has won it through bitwise

arbitration. The transmitter would not choose to use the channel if the interference is strong in

the channel. With the partial spectrum correlation, the receiver can identify channels used by the

transmitter.

4.2.4 Synchronization Preamble Detection

Cross-correlation works without knowing the boundary of each OFDM symbol. To decode a packet

sent by the transmitter, however, the receiver must synchronize to the start of each OFDM sym-

bol and estimate the frequency offset. Encoding synchronization preamble over non-contiguous

bands imposes a challenge of preamble detection at the receiver. OFDM is designed to work in a

contiguous band. The preamble detection is based on a time domain delayed correlation property

embedded in the preamble [56] [57]. Because some narrow channels in the wide band are occupied

by other transmissions, the delayed correlation property may not hold on this mixed signal. There-

fore, it is important to filter out unwanted signals in channels that are not used by the transmitter
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Figure 4.4: Cross-correlation of received signal with expected IFFT results.
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so that the preamble detection can be successful on a clean signal.

As shown in Fig. 4.2, once the transmitter wins a narrow channel, it uses all subcarriers in the

channel for the receiver’s signature. The receiver learns that there is an incoming transmission

through high correlation peaks. These correlation peaks also indicate the channels used by the

transmitter. The arbitration phase ends when collisions in all narrow channels are resolved. One

more OFDM symbol is used to complete the spectrum agreement so that the transmitter can inform

the receiver of the last gained channel. After the spectrum agreement, the transmitter transmits a

reserved ZC sequence in all gained channels to indicate the end of the arbitration. If the receiver

gets a high correlation value for this end-of-arbitration signaling, it starts to filter out signals that

are not transmitted by the transmitter. This allows the receiver to detect the OFDM synchronization

preamble and then it follows the standard OFDM transmission procedure.

4.2.5 Changing Channel Width

As discussed before, the node can monitor the medium state even during transmission as long as

the ADC is not saturated. Therefore, when new channels become available, the node performs the

medium access contention in new channels without interrupting the current transmission. Since

the receiver filters out signals that are not in currently used channels. Even if the transmitter is

sending some symbols in other channels for contention, the current reception will not be affected.

When the transmitter wins some other channels, it inserts a control message in the current data

transmission. The control message specifies the new spectrum use. The receiver then changes to

receive data in a wider bonded channel.

4.3 Performance Evaluation

We evaluate the adaptive channel bonding (ACB) through both GNU Radio experiments and ns-2

simulations. The first step is to evaluate the collision detection and bitwise arbitration. We com-

pare them with CSMA/CA to demonstrate that the bitwise arbitration is more efficient in medium
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access contention. We then evaluate the spectrum agreement design, verifying that the receiver

can be informed of used channels through partial spectrum correlation. Finally we evaluate the

performance of ACB using simulations over various network configurations.

4.3.1 Medium Access Contention

There is a delay up to hundreds of microseconds between GNU Radio and USRP platforms as

measured in some studies [48]. We can hardly see the difference between bitwise arbitration

and random backoff if the system delay dominates the total delay. Therefore, we implemented

the collision detection and bitwise arbitration in Verilog / VHDL on the FPGA of USRP E110.

Because packet encoding and decoding are more complex, we implement them in GNU Radio. A

packet is buffered on FPGA before transmission. Due to the limited FPGA resources, each packet

is set to 200 bytes and the modulation scheme is QPSK.

To obtain full duplex wireless communication, we use the WBX transceiver, which has inde-

pendent local oscillators (LOs) for transmitting and receiving chains. To reduce self-interference,

we simply separate the transmitting and receiving antennas by about 2 feet. The performance of

collision detection will be improved with better self-interference cancellation techniques [42] [32].

4.3.1.1 Reliability of Collision Detection

When a node is transmitting the compound preamble, it should not falsely detect noises as colli-

sions; otherwise it may defer its transmission unnecessarily. We set one USRP E110 to the full

duplex mode. Fig. 4.5 shows that when the node is transmitting, the noise floor is increased. If a

node measures the noise floor during the interval when there is no transmission and uses the noise

floor to determine whether there is a signal at a subcarrier, it may incorrectly regard that there is a

collision. To reduce false alarm rate, the noise threshold is increased slightly.

A node first measures the noise floor when the channel is idle. Fig. 4.5 shows that there is

a DC offset at the middle of the spectrum in USPR. If the DC offset has the highest magnitude,

we regard that the channel is idle. When only one node is transmitting, it should not identify
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Figure 4.5: Results of performing 64 point FFT on received signal (left: no transmission; right:

transmitting preamble).

inactive subcarriers as active. We set the noise threshold slightly higher than the measured noise

floor. A subcarrier is considered active if its magnitude is above the threshold. To get the detection

accuracy, we compare the indices of detected active subcarriers with the indices of actually used

subcarriers. As shown in Fig. 4.6, if the noise threshold is increased by 7 dB from the measured

noise floor, it is unlikely to mistake an inactive subcarrier as an active subcarrier.

Once the noise threshold is determined, we study whether a node can detect the collision from a

weak signal. We start another USRP E110 and gradually increase the transmission power. Fig. 4.7

shows that a node is unlikely to miss the detection of another node’s compound preamble if the

SNR is above 9 dB.

The design of the compound preamble makes it easy to detect. Normally, when two trans-
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Figure 4.6: Setting noise threshold slightly higher than the noise floor to increase detection accu-

racy.

missions collide, the weak signal is buried under the strong signal. However, when two compound

preamble transmissions collide, they do not affect each other because they use different subcarriers.

As long as the SNR is above 9 dB, a collision is detectable. If two nodes use the same subcarriers,

the aggregated power increases the collision detection probability at a third node. A collision is

undetectable only if two nodes choose the same binary code, but the probability is reduced expo-

nentially with the length of the binary code. If the self-interference cancellation is good enough,

the collision is detectable even when two nodes choose the same binary code.

4.3.1.2 Throughput Gain

The bitwise arbitration reduces the medium access overhead, leading to higher throughput. We

make three USRP E110 keep sending packets to a E110. The sampling rate of ADCs in a E100 is
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Figure 4.7: The misdetection rate is reduced with higher SINR.

64 Mega samples per second (Msps). Because the decimation rate can be set to the multiples of 2,

we evaluated the throughput at data rates of 0.5, 1, 2, 4, and 8 Msps. To compare with CSMA/CA,

we use the parameters defined in 802.11n [41]. Fig. 4.8 shows the improvement of ACB over

802.11n.

We implemented a 64 point IFFT/FFT algorithm on FPGA of USRP E110. Because the middle

part is affected by the DC offset, we only use 4 subcarriers at each side of the DC offset for

medium access contention. With 8 subcarriers, the collision probability between any pair of nodes

in bitwise arbitration is C(n,2)× ( 1

28−1
)2 = C(n,2)× ( 1

255
)2. On the contrary, in CSMA/CA

the collision probability may be high with the small initial CW [0, 15]. To obtain the same low

collision probability, 802.11 needs a fixed CW size of 255. Fig. 4.8 shows that the throughput of

802.11 is improved a little bit with the larger contention window, but the throughput is still low
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Figure 4.8: Throughput improvement with bitwise arbitration.

because the average backoff time is increased with a larger contention window.

The throughput improvement of ACB over 802.11 is more significant at high speeds as shown

in Fig. 4.8. At high speeds, the medium access contention is a large portion of a transmission

where the actual data transmission is completed in a short time. The overhead of medium access

contention in 802.11 is invariable to the physical layer (PHY) data rate. The throughput is thus

constrained by the medium access overhead. On the contrary, in the bitwise arbitration, the time

used to collect samples is reduced with higher data rates. The collision detection and bitwise

arbitration is upper bounded by (1+ k) FFT frames when k bit binary codes are used for medium

access contention. Suppose each FFT frame consumes a vector of 64 samples. When the data rate

is 4 Msps, each FFT frame takes 16 µs. When the data rate is increased to 8 Msps, each FFT frame

takes only 8 µs. The channel access overhead is thus reduced with higher data rates, allowing high

PHY data rates to actually improve the throughput.
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4.3.2 Spectrum Agreement

Once a node wins some narrow channels, it needs to inform the receiver of the occupied channels.

To validate the effectiveness of partial spectrum correlation, we use 128 point IFFT/FFT on a band

of 4 MHz. The band is divided into four channels of 1 MHz and each contains 32 subcarriers. The

transmitter encodes the receiver’s signature in channel 1 and 3. Fig. 4.9 and Fig. 4.10 show the

correlation results when the receiver expects its signature to be present in channel 1 and channel

2, respectively. Because the receiver’s signature is indeed present in channel 1, each time the

sliding window is aligned with the signature, the receiver identifies a correlation peak. On the

contrary, the receiver’s signature is not encoded in channel 2. There is no significant correlation

peak. Experiments prove that although the time domain samples are the sum of all modulated

subcarriers, the receiver is still able to identify whether a subset of subcarriers are modulated with

a known sequence.

The partial spectrum correlation takes all signals in the entire band for process. Although the

transmitter does not encode the receiver’s signature in channel 2, the correlation value may be

high when the interference transmission in channel 2 is strong. This is because the correlation

value C(s,y) = ∑L
k=1 s∗[k]y[k] is also related to the received energy of y[k]. When the interference

transmission is strong, the correlation value is increased but no obvious pulse is present. To detect

a real peak in correlation, we calculate the moving average while performing the correlation. A

threshold that is x dB above the moving average is used to determine whether a real peak occurs.

Fig. 4.11 shows that 5 dB can exclude false detections of correlation peaks.

With the threshold discovered above, we check the required SINR for detecting the correlation

peaks. We reduce the transmitter’s transmission power to obtain the desired SINR. Each experi-

ment checks the number of missed detections in 1000 compound preambles. An accurate detection

should indicate that both channel 1 and channel 3 are used. Fig. 4.12 shows that the detection of

used channels is reliable even at low SINR. Note that the transmitter has won these channels in

bitwise arbitration phase, the interference from other nodes is expected to be low.
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Figure 4.9: Partial spectrum correlation for channel 1 at SINR of 0 dB.
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Figure 4.10: Partial spectrum correlation for channel 2 at SINR of 0 dB.
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Figure 4.11: Setting threshold for correlation peak indication.
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Figure 4.12: Probability of missing detections of occupied channels.
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4.3.3 Simulation Results

We evaluate the performance of ACB using simulations in ns-2.35. We simulate a scenario where

several pairs of nodes contend for a band of 40 MHz and the band is divided into 8 channels of 5

MHz. With one antenna, the maximum data rate is 135 Mbps using 64-QAM modulation and 5/6

coding rate as indicated in 802.11 standard [41]. To study the difference between bitwise arbitra-

tion and random backoff, we do not add narrow channel interferers at the beginning. We increase

the number of wide band transmitters from 1 to 30. All transmitters generate fully backlogged

CBR traffic with packet size of 1500 bytes. Fig. 4.13 shows the throughput gain of ACB over

802.11.

If there is only one pair of nodes, the transmitter can transmit immediately after collision probe

in ACB. Performing 128 point FFT needs 128 samples per frame. It takes 3.2 µ s to collect 128

samples at 40 MHz. The channel access overhead is a duration of 3.2 µs. In 802.11, the average
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Figure 4.14: The throughput of a wideband device is affected by the number of

interference-free narrow channels.
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channel access backoff is 7.5×9µs = 67.5 µs with the contention window [0, 15]. The difference

in channel access overhead leads to the difference in throughput.

When more nodes are contending for medium access opportunities, collisions and enlarged

contention window contribute to the decrease of throughput in 802.11. A node can infer a colli-

sion only after it completes the transmission. To enhance 802.11, we implemented the collision

notification (CN) mechanism introduced in [40]. We assume an ideal case where a collision can

be detected and notified whenever it happens. Fig. 4.13 shows that CN improves the throughput of

802.11 by 30% but has a marginal improvement over ACB. The result shows that the number of

collisions in ACB is few due to the binary mapping and efficient bitwise arbitration.

When all nodes have the same channel width, they have equal chance to win in medium access

contention. When some nodes change to use narrow channels, they get more medium access

opportunities. To study the impact of narrow channel interference, we add narrowband devices to

the 8 channels one by one. Because narrowband devices work independently in the 8 channels,

they are likely to win medium access as they do not contend with devices in other channels. On

the contrary, a channel bonding device in 802.11 has to contend with all narrowband devices. If

any channel is occupied, the channel bonding device cannot transmit. As shown in Fig. 4.14, when

all eight narrow channels are occupied by narrowband devices, the channel bonding device nearly

has no chance to transmit.

In frame-based channel bonding, a wideband device keeps counting down the random number

as long as one channel is available. When the random backoff is completed, the wideband device

transmits in all channels that are still idle. Fig. 4.14 shows that the method allows a wideband

device to survive in a network where many uncoordinated narrowband devices exist. The spectrum

resource, however, is not fully exploited. ACB lets a wideband device monitor the state of the

entire band even when the device is transmitting. Whenever a channel becomes available, the

wideband device will participate in the contention and it may win the channel for further bonding.

In joint with the efficient parallel bitwise arbitration, the throughput of channel bonding is the

highest under the severe narrow channel interferences.
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When there exist narrowband devices in all eight narrow channels, the 802.11 channel bond-

ing can still provide service if the narrowband devices are not very active as shown in Fig. 4.15.

However, if narrowband devices always have data to transmit, the wideband device can hardly find

a gap when all narrow channels are idle. ACB allows a wideband device to initiate a transmission

as long as some channels are available. The chance to deliver a packet is higher. ACB also bonds

other channels whenever they become available. The throughput is thus higher than frame-based

channel bonding where new channels can be used only in the next frame.

4.4 Summary

In this chapter we introduce an adaptive channel bonding (ACB) protocol to address the inefficien-

cy and unfairness issues caused by coexistence of heterogeneous radios. The ACB introduces a

parallel bitwise arbitration mechanism to address the severe contention in wideband spectrum shar-

ing and a partial spectrum correlation method to achieve fast spectrum agreement. Experiments

on testbed validate the effectiveness of ACB. Extensive simulations show that ACB allows a wide-

band device to obtain medium access opportunities even under intense narrowband interferences

and the throughput is improved by 20% over current frame-based channel bonding.

Since the contention issue between devices is addressed, we move forward to improve data

transmission when a node is granted the permission to transmit. As nodes contend for wide chan-

nels, it is unavoidable that they will experience frequency diversity. The next chapter discusses

rich information brought by diversities.
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CHAPTER 5

EXPLOITING MODULATION DIVERSITY IN MULTICARRIER WIRELESS

NETWORKS

The previous chapter shows that a trend in wireless communication is to opportunistically aggre-

gate unused spectrum fragments to obtain wider spectrum bands for higher data rates. However, a

rapidly modulated wideband signal is subject to severe intersymbol interference (ISI).

Orthogonal frequency division multiplexing (OFDM) addresses the ISI problem by dividing

available frequency spectrum into many closely spaced orthogonal subcarriers and transmitting

data on each of them at a lower symbol rate in parallel. The low symbol rate makes the guard

interval between symbols affordable because the guard interval is relatively short compared with

the symbol duration. Because OFDM is robust to harsh channel conditions such as narrowband

interference and frequency-selective fading, it is employed in many wireless communication sys-

tems.

As wireless networks move toward wider channels, it is common that each subcarrier experi-

ences a different fade. Some protocols propose to adapt rate and power based on subcarrier channel

quality [58] [59]. Since there are several different modulation schemes, the modulation diversity

contains rich information to exploit.

In this chapter, we propose encoding modulation schemes to utilize the modulation diversity

to increase network throughput. In an OFDM system, data bits are allocated to subcarriers and

mapped to modulation symbols (e.g., 00 is mapped to− 1√
2
− 1√

2
j in QPSK). Different modulation

schemes can deliver different number of bits with a single modulation symbol. We encode each

modulation scheme with a few bits (e.g., BPSK: 1001, QPSK:1100). When data bits are allocated

to a subcarrier, we first check whether the bits to be transmitted match the code defined for the

modulation scheme on the subcarrier. If it is true, we do not map bits to a modulation symbol on

the subcarrier. Instead, we alternate the subcarrier state to inform the receiver of the condition. If

the receiver detects the subcarrier state change, the receiver knows that a predefined sequence of
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bits should be inserted into the data stream. The receiver does not need to estimate the symbol

transmitted by the transmitter.

One challenge is to find the optimal code for each modulation scheme so that the code can be

used multiple times in the process. Suppose k bits can be represented by a symbol in a modulation

scheme (e.g., 2 bits per symbol in QPSK) and the modulation scheme is encoded with l bits. Each

time the code is used, the speed on the corresponding subcarrier is increased because more bits are

transmitted if l > k. In addition, the detection of a subcarrier state change is much reliable than

decoding a modulation symbol. Therefore, the known sequence of bits helps eliminate incorrect

paths in decoding convolutional codes, leading to a lower bit error rate (BER). Because fewer error

bits need to be retransmitted, the throughput is increased.

The rest of the chapter is organized as follows. Section 5.1 summarizes related work. Sec-

tion 5.2 introduces the modulation scheme coding and Section 5.3 presents how to utilize the mod-

ulation scheme codes. The evaluation results are reported in Section 5.4 and we finally conclude

the chapter in Section 5.5.

5.1 Related Work

Many measurements [58] [60] [61] have demonstrated the existence of frequency diversity in RF

spectrum. FARA [58] exploits the frequency diversity by adapting bitrate based on the subcarrier

SNR reported by the receiver. It calibrates each node to find the minimum required SNR for a

particular bitrate. When a node receives a packet, it estimates the SNR and selects an appropriate

bitrate for each subcarrier. The node tells the transmitter to move up or move down to the next

bitrate or stay at the current bitrate by using the ACK. The method, however, needs a lot of work

for calibration.

JPRA [59] further combines rate adaption with power allocation based on the error vector

magnitude (EVM) measured on each subcarrier. It performs calibration measurements to find the

relationship between power change and average EVM change for a particular link. To reduce the

EVM on a subcarrier, JPRA allocates more power to the subcarrier under the constraint that the
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total power budget is fixed. JPRA proposes an algorithm to ensure that the minimum supported

bitrate can be increased after the power redistribution. It also proposes an algorithm to minimize

the transmission time by concentrating power on some subcarriers to support higher bitrates. Same

as FARA, the calibration for each link makes it suitable only for static networks.

Bhartia et al. [62] leverage the Channel State Information (CSI) to find reliable subcarriers

and map important symbols to them. This helps increase throughput because more useful bits are

received. This work also leverages CSI for partial FEC group recovery. Even when an FEC group

fails, it extracts data symbols whose SNR is sufficiently high. In addition, they add an extra MAC-

layer FEC on top of physical layer FEC. One limitation is that the work is only compatible with

block FEC schemes.

The diversities on subcarriers motivate us to exploit them to increase data rate and improve

channel decoding. Several protocols have been proposed to exploit source redundancy or protocol

signature to improve the performance of channel decoding such as SoftCast [63], ParCast [64], and

LEAD [65]. Different from these schemes that search for useful bits between packets, we utilize

useful bits within a packet.

5.2 Modulation Scheme Coding

Many studies have revealed that different subcarriers exhibit very different signal-to-noise ratios

(SNRs) due to frequency-selective fading [58] [59] [62]. Rate adaption [58], power allocation [59],

and bit interleaving [62] are developed to be smart on subcarrier SNR variation. The diversity

brings another dimension to deliver data.

In a typical OFDM system, data bits are allocated to subcarriers and mapped to modulation

symbols. The number of bits that can be represented by a modulation symbol depends on the

adopted modulation scheme. One subcarrier may adopt BPSK (1 bit per symbol) while the other

subcarrier may adopt 64-QAM (6 bits per symbol). The choice is usually determined based on the

subcarrier SNR [58].
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To represent these modulation schemes, we encode each modulation scheme with l bits. When

allocating bits to a subcarrier, we first check whether the next l bits match the code defined for

the modulation scheme on the subcarrier. If it is false, k bits are allocated to the subcarrier and

mapped to a modulation symbol as usual. On the contrary, if it is true, we define it as a hit on the

code. Instead of mapping k bits to a symbol on the subcarrier, l bits are allocated to the subcarrier

for transmission. The l bits are transmitted through subcarrier state change as introduced in Sec-

tion 5.3. Because l− k more bits are transmitted, the speed is increased. The improvement lies on

the difference between l and k and the frequency of having a hit on the code. A longer modulation

scheme code has a lower hit probability. Therefore, there is a tradeoff between modulation scheme

code length and hit probability.

5.2.1 Challenge

The challenge is to find the optimal code for each modulation scheme. To increase the hit prob-

ability, we need to find bit patterns (i.e., sequences of bits) that appear frequently in data bits. A

problem is that when a bit pattern is assumed to be the code for a modulation scheme, the allocation

of data bits to subcarriers is completely changed.

An example is illustrated in Fig. 5.1. In a typical OFDM system, the first two bits are assigned

to the first subcarrier because it adopts QPSK. The third bit is assigned to the second subcarrier,

which uses BPSK. Suppose “1100” appears the most often when allocating bits to a subcarrier that

uses QPSK. We may encode QPSK as “1100”. The encoding means that 4 bits instead of 2 bits

will be assigned to the first subcarrier if we employ the modulation scheme coding (MSC). The

consequence is that all of the bit allocations have to be changed. The fifth bit instead of the third

bit should be assigned to the second subcarrier. If previously “0011” appears the most often when

allocating bits to a subcarrier that uses BPSK, the discovery may not hold any more. Due to the

shift in bit allocation, the code identified for each modulation scheme may not be the optimal one

based on the new assignment. Therefore, assuming a bit pattern will be the code for a modulation

scheme will change the entire assignment and impact the result discovered earlier.
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Figure 5.1: OFDM Transmitter.

5.2.2 Splitting to Sets

The code selected for a modulation scheme impacts the code choice for the other modulation

schemes, which in turn puts doubt on the code choice for the current modulation scheme. To

address the problem, we spit data bits into sets. Data bits that are assigned to subcarriers with the

same modulation scheme are organized in the same set. The code for each modulation scheme is

then selected independently.

Taking Fig. 5.1 as an example, no matter which code will be used for QPSK, the third bit is

assigned to the second subcarrier that uses BPSK. The code used for QPSK will not affect the code

choice for BPSK.

In decoding, the receiver understands that the additional bits represented by modulation scheme

code are taken from subcarriers that use the same modulation scheme. For example, suppose l = 4

bits are assigned to a subcarrier that uses QPSK. When the receiver decodes 4 bits instead of 2 bits

from the subcarrier, it knows that the first two bits are from the current subcarrier and the additional

2 bits are taken from the next subcarrier that use the same modulation scheme. It uses the right

order to organize bits into bytes.

5.2.3 Identifying Modulation Scheme Code in a Set

After data bits are split into sets, the bit pattern that appears the most often in a set is identified

as the code for the corresponding modulation scheme. Suppose the number of bits that can be
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Figure 5.2: The code length for a modulation scheme impacts the shift in bit allocation.

represented by a symbol in a modulation scheme is k. We require that the length of the code must

be an integer multiple of k. This ensures that the shift in bit allocation is an integer multiple of k,

and thus the bits assigned to subcarriers do not change. The same segment of bits just move from

one subcarrier to another subcarrier.

Fig. 5.2 shows an example for QPSK. Normally two bits are assigned to a subcarrier. Suppose

the bit pattern “0011” appears the most often. It is selected as the code for QPSK. The decision

does not change the pairing of bits. If a pair of bits is assigned to the ith subcarrier, once the

modulation scheme code is determined, the two bits are shifted to another subcarrier together. The

shift does not change the fact that “0011” appears the most often when allocating bits to subcarriers

with the same modulation scheme.

However, if the code length is not an integer multiple of 2, the bits assigned to subcarriers will

change and the selected code may not be the optimal one any more. In the example illustrated

in Fig. 5.2, the bit pattern “001” appears when allocating bits “00” to the second and the sixth

subcarriers. It appears twice in total. Suppose “001” is selected to be the code for QPSK. The

pairing of bits is changed. The bit pattern “001” only appears one time when allocating bits to

subcarriers, which implies that the selected code may not be the optimal one after the change of

bit allocation. Therefore, the code length constraint enables us to find the optimal code without

examining too many possibilities.

The modulation scheme code length and the hit probability together affect the total number

of bits that can be exploited. If the code length is long, the improvement on speed is larg in a
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single hit (l− k more bits are transmitted). However, the hit probability is lower for a longer code.

Therefore, the code length is selected to maximize the total number of additional bits that can be

transmitted through the modulation scheme coding. It is to find a length-l bit pattern that appears

the most often in a set of bits. This can be obtained by scanning the set of bits to count the number

of occurrences of patterns. The pattern mining algorithm is summarized in Algorithm 5.

Algorithm 5: Frequent Bit Pattern Mining

Input : A set of bits S

Output: A bit pattern P

k← number of bits represented by a symbol;

L← size(S);
m← 1;

n,n′← 0; // number of additional bits represented by modulation scheme

code

P′← empty string;

while n’ >= n do

n← n’;

P← P′;
C← empty key/value container;

m← m+1;

l← k ∗m; // code length must be an integer multiple of k

i← 0;

while i < L− l do

s← S[i : i+ l];
if s in C then

if s not overlap with the previous segment that has the same bit pattern then

C[s]←C[s]+1 ;

end

else

C[s]← 1 ;

end

i← i+ k;

end

sortedC← sort(C);
P′← the key of sortedC[0];
n′← (l− k)∗C[P′];

end

return P;
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5.3 Subcarrier Nulling

Fig. 5.1 shows that when data bits flow into an OFDM system, they are allocated to each subcarrier

according to the adopted modulation scheme. On each subcarrier, the bits are mapped to a modula-

tion symbol (e.g., 0 is mapped to−1+0 j in BPSK, 00 is mapped to− 1√
2
− 1√

2
j in QPSK). When

all subcarriers get the symbols, an inverse discrete Fourier transform (IFFT) algorithm is used to

obtain orthogonality between subcarriers. The input of the IFFT block is N modulation symbols

from the N subcarriers, and the output is N complex numbers that are referred to as one OFDM

symbol.

After modulation schemes are encoded, subcarrier nulling is employed to inform the receiver

that the code is used on a subcarrier in a particular OFDM symbol. When the transmitter allocates

bits to a subcarrier, it may detect that the next l bits match the modulation scheme code. Instead

of mapping k bits to a symbol on the subcarrier, the transmitter nulls the subcarrier by inputting

the complex symbol 0+0 j to the subcarrier. Since no signal is transmitted on the subcarrier, the

power on the subcarrier is 0. If the receiver detects the state change, it inserts the known l bits in

the data stream instead of trying to decode a symbol on the subcarrier.

When a radio signal radiates away from the transmitting antenna, it spreads out in different

directions. Parts of the spreading wave may reflect off objects and arrive at the receiving antenna

from different paths. The received signal is thus subject to multipath interference. The received

symbol is not identical to the transmitted symbol on a subcarrier. Both the power and the phase

are changed due to the multipath interference. In addition, because the transmitter and the receiver

may not be perfectly synchronized on the frequency, the frequency offset also contributes to the

accumulated phase shift of the received symbol. Fig. 5.3 shows that the received symbol may be

closer to a constellation point that is not the one transmitted. Error bits are introduced.

On the contrary, if no signal is transmitted on a subcarrier, the receiver just detects white noise.

It is less susceptible to multipath interference. In decoding, the receiver will notice that the received

symbol on the subcarrier is very close to the origin of the constellation diagram. It thus knows that

the subcarrier is deactivated and a known sequence of bits should be inserted. Although the nulling
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Figure 5.3: Constellation Diagram with Subcarrier Nulling.

is subject to interference from other transmissions, we consider that the contention issue has been

addressed by the MAC protocols [35] [1] [36] [66]. We reduce error bits caused by multipath

interference and attenuation.

5.4 Performance Evaluation

In this section, we first study whether there are bit patterns that can be used as modulation scheme

codes in real-world network traffic. We then validate the efficacy of subcarrier nulling in inform-

ing the receiver of the need to insert a known sequence of bits. We finally evaluate the benefits

introduced by using the modulation scheme codes.
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5.4.1 Modulation Scheme Code Abstraction

The first question is how many bits can be utilized with the modulation scheme coding (MSC). To

obtain real-world traffic data, we use the SIGCOMM’08 trace [31] that records wireless network

activities in the conference. Because the trace does not contain the complete content of a packet,

we use Wireshark network protocol analyzer [67] to capture Wi-Fi traffic in a home network.

The measurement collects traffic caused by video streaming, online music, web browsing, email

service, wireless printer, and etc. in a home network. The captured packets are scrambled and

encoded with a convolutional encoder to get the raw bits to be transmitted at the physical layer.

Although frequency diversity has motivated some frequency-aware designs, current implemen-

tations specified by the IEEE standard [41] use the same bitrate for all subcarriers and evenly dis-

tribute the transmission power across all subcarriers. Therefore, although some subcarriers may

support higher density modulation schemes, all subcarriers have to adopt the modulation scheme

that is supported by all subcarriers. If one subcarrier can only support BPSK, all subcarriers have

to adopt BPSK. In such a system, Fig. 5.4 shows that there is a potential to transmit 7% ∼ 26%

more bits through MSC when a low density modulation scheme is used. When a high-density

modulation schemes is used, the number of bonus bits introduced by MSC is small. The reasons

are twofold.

First, as shown in Fig. 5.5, before bits are assigned to a subcarrier, a segment of bits is extracted

to check whether or not it matches the modulation scheme code. If it is false, only one bit is

assigned to the subcarrier in BPSK but four bits are assigned to the subcarrier in 16-QAM. The

window is then moved by a different number of bits. It is obvious that there are more opportunities

to have a hit on the modulation scheme code in low-density modulation schemes. Second, when

we have a hit on the modulation scheme code, l− k more bits are transmitted in comparison with

the symbol modulation. Given a code length of l, the number of bonus bits is larger when k is

smaller in a lower density modulation scheme. For instance, suppose the code length is five. If we

have a hit on the modulation scheme code, 5−1 = 4 more bits are transmitted in BPSK whereas

only 5−4 = 1 more bit is transmitted in 16-QAM. Due to the two reasons, the number of bonus
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Figure 5.4: The percentage of bonus bits and the percentage of total bits that can be represented by

modulation scheme codes.
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Figure 5.5: There are more opportunities to use the modulation scheme code when a low-density

modulation scheme is used.

bits that can be introduced by MSC is small in high-density modulation schemes.

Although a transmission may not benefit from the bonus bits when a high-density modula-

tion scheme is used, the transmission can benefit from the known bits that are represented by the

modulation scheme codes. When the subcarrier state changes, the receiver knows that a prede-

fined sequence of bits, which is the corresponding modulation scheme code, is transmitted by the

transmitter. The known bits help improve decoding performance.

Fig. 5.4 shows that there are abundant known bits when low-density modulation schemes are

used because of the high probability of having a hit on the modulation scheme code. In high-density

modulation schemes, the opportunities to use modulation scheme codes are few. The number of

known bits that can be exploited is small. To increase the number of known bits, we use more than

one code for a high-density modulation scheme.

Instead of trying to deliver more bits when having a hit on the modulation scheme code, we

increase the probability of having a hit on the modulation scheme code in high-density modulation

schemes (i.e., any scheme higher than QPSK). If k bits are represented by a symbol in a high-

density modulation scheme, we fix the code length to k for the modulation scheme. On each

subcarrier that adopts the modulation scheme, a code is selected with a target to maximize the

number of bits that can be represented by the code. Fig. 5.6 shows that the number of bits that can

be exploited by MSC is increased to above 10 percent even in high-density modulation schemes.
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Figure 5.6: The percentage of total bits represented by modulation scheme codes when more than

one code is used for a high-density modulation scheme.
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When modulation schemes are selected independently for each subcarrier, the number of bit-

s that can be exploited through MSC is impacted by the ratio between high-density modulation

schemes and low-density modulation schemes. The 802.11 standard [41] specifies 48 data subcar-

riers for the 20 MHz channel spacing. Fig. 5.7 shows that when most subcarriers adopt the low-

density modulation scheme, more bits can be exploited. When high-density modulation schemes

dominate, there are still at least 10% bits that can be exploited by MSC.

In summary, when channel quality is good and high-density modulation schemes are used on

most subcarriers, MSC introduces at least 10% known bits to help decoding. When the channel

quality degrades and low-density modulation schemes are used, more bits are available to improve

decoding and the transmission time is shortened because a modulation scheme code represents

more bits than a symbol in a low-density modulation scheme.

5.4.2 Subcarrier Nulling Performance

The subcarrier state change is indicated through subcarrier nulling. It is the method to inform

the receiver that a known sequence of bits should be inserted. If the receiver fails to recognize

a nulled subcarrier, it may result in deletions of bits from the data stream. Conversely, if the

receiver recognizes a modulation symbol as a nulled subcarrier, more bits may be inserted to the

data stream. The unknown insertions and deletions together with the error bits introduced by

the subcarrier nulling will make the error correction harder to implement. It is thus important to

recognize nulled subcarriers reliably.

Because the noise is scaled by the channel impulse response estimation, a lower SNR will

lead to a higher error rate in detecting nulled subcarriers. To get the minimum required SNR for

reliable detection of nulled subcarriers, we conduct experiments on USRP1 with WBX transceiver.

We gradually increase the SNR by increasing the transmitting and receiving gains. Fig. 5.8 shows

that when the detection error rate is reduced to below 0.001, the bit error rate is still above 0.1

at the same SNR. Therefore, when the subcarrier nulling becomes a reliable way to inform the

receiver of subcarrier state change, there is still a large potential gain in reducing bit error rate.
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Figure 5.7: The percentage of total bits represented by modulation scheme codes when different

modulation schemes are used for different subcarriers (BPSK:QPSK:16-QAM:64-QAM).
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Figure 5.8: At the same SNR, the detection error rate is much lower than the bit error rate.

5.4.3 Bit Error Rate Reduction

To reduce the BER, we use the proposed MSC to assist decoding. On the one hand, some bits are

reliably transmitted to the receiver by subcarrier nulling. On the other hand, the known bits are

able to eliminate some incorrect decoding paths, and thus more bits can be decoded correctly.

To study the decoding performance, we compare the BERs of packets decoded by the standard

BCJR algorithm [68] and MSC. Fig. 5.9a shows that MSC reduces more than 90 percent bit errors

when BPSK is adopted. This is because there are many opportunities to utilize the modulation

scheme code. When high-density modulation schemes are used, the MSC is still able to reduce

30 percent to 50 percent bit errors. When all modulation schemes are mixed, the performance is

averaged to around 40 percent reduction in BER.

Usually when the BER is too high, the rate adaption algorithms will adjust the modulation to

a lower density modulation scheme. To study the MSC performance in a rate adaption system, we
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Figure 5.9: The BER is reduced due to the known bits introduced by MSC.
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increase the SNR to maintain the BER around 0.01. Fig. 5.9b shows that 30 percent to 80 percent

bit errors are reduced depending on adopted modulation schemes.

5.4.4 Throughput Improvement

The MSC introduces some bonus bits for low-density modulation schemes, which enable the trans-

mitter to shorten the transmission time. Each time when the modulation scheme code is used, more

bits are transmitted in an OFDM symbol. Since a modulation symbol in a low-density modulation

scheme can only represent one or two bits, a few bonus bits transmitted through subcarrier nulling

can reduce a large number of OFDM symbols. For example, there are 48 data subcarriers in 802.11

for 20MHz channel. One OFDM symbol can transmit 48 bits in BPSK and 48∗2 = 96 bits in QP-

SK. Therefore, if there are 192 bits are transmitted as bonus bits in MSC, the transmission time is

shortened by two OFDM symbol duration (i.e., 8 us) in QPSK but four OFDM symbol duration

(i.e., 16 us) in BPSK.

For high-density modulation schemes, the transmitter mainly benefits from the error correction

introduced by MSC. Because fewer error bits need to be corrected, the throughput can be increased.

We integrate MSC with Maranello [69], which is a block retransmission based partial packet re-

covery protocol. In Maranello, a packet is divided into blocks and the receiver uses NACKs to

inform the transmitter of corrupted blocks. The transmitter retransmits only the corrupted blocks

instead of the entire packet.

Fig. 5.10 shows that the lower BER in MSC leads to fewer blocks to be retransmitted. The

throughput is improved by 4 to 7 percent when QAM is used. When BPSK and QPSK are used,

the throughput gains are 1.59x and 1.27x, respectively. Part of the gain is from the shortened

transmission time. In low-density modulation schemes, a number of bonus bits are transmitted

through subcarrier nulling. If they were modulated as symbols, a few more OFDM symbols are

needed and the transmission time would be longer.
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Figure 5.10: The throughput gains introduced by MSC.

5.5 Summary

This chapter views the opportunity of utilizing modulation scheme diversity as another dimension

to increase network throughput. We propose a method to find the optimal code for each modulation

scheme. The subcarrier nulling is employed to inform the receiver of the subcarrier state change so

that the receiver understands it needs to insert the modulation scheme code to the data stream. The

real 802.11 traffic data are used to validate that there exist chances to utilize modulation scheme

diversity for throughput gain. The performance study shows that the modulation scheme coding

method increases the throughput by reducing both transmission time and bit errors.

So far we assume that the spectrum availability is consistent between the transmitter and the

receiver. In dynamic spectrum access, it is highly possible that the transmitter and the receiver have

different available spectrum fragments. The next chapter studies the spectrum disparity problem,

making the transmitter use the spectrum fragments that are also available at the receiver side.
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CHAPTER 6

EFFICIENT BROADCAST ON FRAGMENTED SPECTRUM

Current spectrum-agile designs [51] [52] [54] assume that the spectrum availability is the same

between the transmitter and the receiver. We consider that the spectrum resources at the two com-

munication sides may be different, especially in broadcast-based communications where different

receivers may obtain different spectrum fragments to use at different locations. The nonuniform

spectrum availability imposes special challenges on broadcast.

In a network, broadcast is a fundamental mechanism for route discovery, code update, dissem-

inating control information and alarm to all nodes. In a traditional single-channel or multi-channel

network, a control channel can be reserved and all nodes tune to the control channel for broadcast.

In a cognitive radio network (CRN), a common control channel is not guaranteed to be available

due to the nonuniform spectrum availability. As a result, a node may have to broadcast multiple

times in different channels to reach all neighbors. The scheduling of broadcast usually targets at

minimum latency to reach all nodes [70] [71] [72]. If the channel to which the target receiver

listens is unknown, channel rendezvous designs are also necessary [73] [74].

When a device operates in a wideband channel, it is beneficial to view the wideband channel

as an aggregation of multiple narrow channels. Fast growing deployment of wireless devices urges

heterogeneous radios to coexist with each other. It is difficult to obtain a wide band of spectrum

for exclusive use. Dividing a wideband channel into multiple narrow channels for independent

evaluation can increase the flexibility of spectrum use. As long as the available spectrum fragments

in a wideband channel can meet the bandwidth demands, nodes can stay in the channel. This avoids

frequent channel switch and the associated overhead of blind channel rendezvous. However, the

dynamic spectrum access requires that the transmitter and the receiver can efficiently reach an

agreement on how to use the spectrum fragments.

Moreover, the transmitter should be aware of the receiver’s spectrum availability. In a broad-
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cast, the spectrum resources at different receivers may be different. Most of existing studies assume

that a dedicated control channel can be used to collect the information or channel hopping patterns

can be designed to guarantee rendezvous. It is not always practical to have a common control

channel, and the broadcast based on channel rendezvous is not efficient. This chapter introduces a

Spectrum Fragment Agile Broadcast (SFAB) protocol that exploits the partial spectrum correlation

to achieve spectrum agreement between the transmitter and the receivers efficiently. Based on the

collected spectrum availability information, the transmitter determines how to divide a packet into

segments and allocate them to different narrow channels to maximize the throughput. In summary,

our contributions are:

• We introduce an efficient handshake mechanism for fast spectrum agreement between the

transmitter and the receivers.

• We introduce an efficient interleaving mechanism for maximizing the bandwidth used for

broadcast to improve the throughput.

• We evaluate the performance of the Spectrum Fragment Agile Broadcast (SFAB) through

both experiments and simulations.

The rest of the chapter is organized as follows. In Section 6.1, we discuss related work in

broadcast and spectrum-agile designs. Section 6.2 outlines the problem and challenges in support-

ing broadcast on fragmented spectrum. The detailed design is presented in Section 6.3. Following

the performance evaluation in Section 6.4, we conclude this chapter in Section 6.5.

6.1 Related Work

Most studies on broadcast in CRNs consider a channel as a contiguous band of spectrum for exclu-

sive use. In [70], the topology and the available channels of each node are assumed to be known.

By introducing the concept of minimal neighbor graph, the work selects the minimal set of chan-

nels to reach all neighbors. As a result, the transmitter only needs to broadcast a packet in each of
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the channels sequentially instead of broadcast the same packet in all channels. However, the work

does not consider the possibility that the neighbor may not listen to the channel selected by the

transmitter. A jump-stay sequence is proposed in [75] to ensure channel rendezvous in broadcast.

To deliver a message to all nodes with the minimum latency in a multihop CRN, the work

in [76] formulates the Minimum-Latency Broadcast Scheduling (MLBS) problem as an Integer

Linear Programming (ILP) problem and proposes two polynomial-time heuristic solutions. A

recent study in [77] further reduces the latency and redundancy in delivering a message to all

nodes in a multihop CRN.

For CR devices that operate in a wideband channel, several spectrum-agile designs have been

proposed to efficiently utilize the spectrum fragments [51] [52] [54]. Both SWIFT [51] and Jel-

lo [52] exploits the non-contiguous orthogonal frequency division multiplexing (NC-OFDM) to

support communication over fragmented spectrum. However, control packets are needed to let the

transmitter and the receiver agree on what spectrum fragments will be used. RODIN [54] intro-

duces spectrum-shaping for general wireless devices so that NC-OFDM is not required for DSA.

By using filters, each spectrum fragment can be used as an independent channel. In each channel,

cross-correlation is used to achieve fast spectrum agreement.

Cross-correlation is an efficient technique to identify the presence of a signal buried under

noise. It has also been used as a way to indicate collisions [40] and replace traditional control

messages [78]. In these unicast communication designs, the spectrum availability between the

transmitter and the receiver is assumed to be the same. In broadcast-based communication, mul-

tiple receivers may obtain different spectrum fragments to use as they are distributed at different

locations. A spectrum fragment agile broadcast protocol is thus desired.

6.2 Overview

Many spectrum-agile designs have demonstrated that it is feasible to communicate over fragmented

spectrum [51] [52] [54]. The communication, however, gets complicated when available spectrum
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Figure 6.1: Broadcast on fragmented spectrum. Shaded channels are occupied.

resources are different at different nodes. This is highly possible in broadcast-based communica-

tions in CRNs where spectrum is opportunistically utilized.

6.2.1 Broadcast Problem

Fig. 6.1 illustrates the challenges of supporting broadcast over fragmented spectrum. Suppose n-

odes can operate in a wideband channel. We divide the wideband channel into multiple narrow

channels for independent clear channel assessment (CCA). The CCA for multiple narrow channels

can be done simultaneously through checking the power spectral density (PSD) of the entire wide-

band channel [52]. In the remaining part of the chapter, a channel means a narrow channel unless

otherwise stated.

Fig. 6.1 shows that there exists a common channel. The case is trivial if we are only interested

in finding one narrow channel to broadcast the message. However, node A can divide a packet into

three segments (e.g., P1, P2, and P3) and transmit them simultaneously to increase the throughput.

Node A can broadcast P1 in channel 3, P2 in channel 1 and channel 5, P3 in channel 2 and channel

4. All nodes can receive all of the segments and the throughput is tripled if each receiver knows

from which channel it should decode the packet. In addition, the common channel may not exist.

The transmitter has to rely on channel combinations.

When the transmitter broadcasts in a channel that is not available to all nodes, the transmission

may cause interference to the original channel occupant at some receivers’ locations. Power con-

trol and other interference-cancellation techniques [79] can be used to limit the interference. For
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example, the work in [79] successfully enables Wi-Fi to work properly under the interference of

baby monitors and cordless phones. In addition, beamforming can be effectively used to reduce

the interference to the original channel occupant.

6.2.2 Challenges

To provide spectrum fragment agile broadcast, three major challenges need to be addressed. First,

the sender needs to inform the receivers of the channels that are available at the sender side. Sec-

ond, each receiver should respond with the narrow channels in which it is able to receive data

without interference. Third, the sender needs to determine how to divide a packet and allocate

them to different narrow channels. The sender should find the best channel combination scheme in

which all receivers can receive data with the maximum channel width.

In the example illustrated in Fig. 6.1, node A may first identify channels that cover all receivers

(i.e., channel 3). Further, Node A may identify the next channel that covers the most number

of nodes (e.g., channel 1) and check which channel can be used as a complement to cover all

receivers. In the example, although both channel 4 and channel 5 can be used along with channel

1 to cover all nodes, channel 5 should be selected in order to obtain the best channel combination

scheme. The cost of taking a channel at a certain step includes the effect on other possible channel

combinations.

In the example illustrated in Fig. 6.1, using either channel 4 or channel 5 contributes to deliver

data to one node (i.e., node C) but wastes spectrum for other nodes (note that they can obtain data

from channel 1). The profit/cost ratio seems to be equal for using channel 4 or 5, but we cannot

draw the conclusion without examining the effect on all other possible channel combinations.

In fact, a channel that does not cause any waste of spectrum should be selected first. Fig. 6.2

shows a extended example where it is better to use channel 6 along with channel 1. However,

similar to the example in Fig. 6.1, we may need to consider the consequence if we use the chan-

nel at this step. An efficient broadcast mechanism in CRNs has to identify spectrum availability

efficiently and utilize them wisely.
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Figure 6.2: A extended example of broadcast on fragmented spectrum.

6.3 Design

This section presents the design of the Spectrum Fragment Agile Broadcast (SFAB) protocol.

6.3.1 Spectrum Agreement

To establish communication, the sender and the receiver need to agree on narrow channels that will

be used. This is vital for unicast in CRNs too. SFAB achieves the efficient spectrum agreement

through partial spectrum correlation. We first introduce a method that is easy to understand but re-

quires more resources to implement, and then discuss how partial spectrum correlation can reduce

the complexity.

6.3.1.1 Correlation

Correlation is an efficient technique to detect a known waveform in random noise. Let t[m] denote

the target signal that contains N values, and x[n] denote the received signal. Correlation uses the

two signals to produce a third signal y[n], which is called the cross-correlation of the two input

signals [45]. The cross-correlation y[n] can be written as

y[n] =
N−1

∑
m=0

t∗[m]x[m+n] (6.1)

where t∗[m] is the complex conjugate of t[m].

If a node is expecting a known pseudo-random noise (PN) sequence, it may keep correlating

the known sequence with the received signal to check the presence of the known sequence. If
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the known sequence is not present in the received signal, low cross-correlation values should be

observed because other signals are supposed to be independent of the sequence and the similarity

identified by the cross-correlation should be low. If a neighboring node indeed transmits the se-

quence, the receiver can detect the presence of the sequence when a high cross-correlation peak

is detected. The cross-correlation value is maximized when the signal of interest is aligned with

the matching waveform in the received signal. The technique can be used to achieve fast spectrum

agreement.

To detect potential simultaneous broadcasts from different nodes, we need a set of sequences to

differentiate broadcast intentions from different nodes. Each broadcast intention sequence should

have a high correlation value with itself and low correlation values with others. One candidate

sequence is the Zadoff-Chu (ZC) sequence [80], which is currently employed in LTE PHY layer

for synchronization.

A ZC sequence sγ [m] is defined as [80]

sγ [m] = e
(− j

γπm(m+(L mod 2))
L

)
(6.2)

for m = 0,1, ...,L−1, where L is the length of the sequence, and γ is a positive integer (called the

root index) relatively prime to L. Given a ZC sequence, we can create L−1 more ZC sequences

by cyclically shifting the sequence. The cross-correlation of the original ZC sequence and any of

the L−1 cyclically-shifted versions is zero. Only when the ZC sequence is correlated with itself, a

high correlation value of L occurs. The root index γ can be adjusted to create more ZC sequences,

but the cross-correlation of two prime length ZC sequences is increased to 1/
√

L, which is small

if L is large.

6.3.1.2 Broadcast Intention and Broadcast Identification

Given a root index γ , a set of cyclically shifted ZC sequences {bs0,bs2, ...,bsL−1} are predefined

as broadcast intention sequences. When a node has data to broadcast, it randomly selects a se-
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Figure 6.3: The cross-correlation value is maximized when the base sequence is aligned with itself

at a certain time lag of the received signal.

quence to use. In transmission, the transmitter extends the selected sequence to the length of 2L

by repeating the sequence.

At receivers, the base broadcast intention sequence bs0 is correlated with the received signal.

No matter which broadcast intention sequence is transmitted, a high correlation peak will be ob-

served. Keep in mind that any broadcast intention sequence is a cyclically shifted version of bs0.

The bs0 will align with itself at a certain time lag of the received signal as shown in Fig. 6.3.

If the transmitter does not repeat the sequence, the receiver will still observe correlation spikes.

The shape, however, is confusing because the tail part is aligned with noise. The transmitter thus

repeats the sequence in transmission.

6.3.1.3 Partial Spectrum Correlation

SFAB utilizes multiple narrow channels at the same time. The aforementioned method requires the

transmitter to implement multiple transmitting chains to transmit the broadcast intention sequences

independently in each channel. The receiver also needs to rely on sharp filters and guardbands to

isolate each narrow channel. To reduce the complexity and overhead, we employ NC-OFDM to

transmit data in multiple channels at the same time and encode the broadcast intention sequence in

the frequency domain instead of the time domain.

To utilize a wideband channel with NC-OFDM, a node employs an N-point IFFT/FFT algo-

rithm to modulate/demodulate N subcarriers that span the entire wideband channel. Suppose a

wideband channel is divided into M narrow channels. Each narrow channel contains L = N/M
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Figure 6.4: Construct a broadcast intention OFDM symbol through IFFT.

subcarriers. When a node tries to avoid causing interference to an occupied narrow channel, it

maps zeros to all subcarriers in the channel, leading to zero power on them.

When a node has data to broadcast, it identifies channels that are available at its side and ran-

domly chooses a broadcast intention sequence bsk to map to subcarriers of each available channel

as shown in Fig. 6.4. All subcarriers in unavailable channels are fed with 0s. After performing the

N-point IFFT, the OFDM symbol that consists of N complex numbers is transmitted with a cyclic

prefix of itself (in total 2N values).

To extract sequences from each channel, the receiver needs to obtain a complete OFDM sym-

bol. Since the transmitter and the receiver have not been synchronized, the receiver needs to per-

form the N-point FFT each time a new sample is obtained and then correlate the decoded sequence

with the base sequence bs0, which incurs high overhead.

To reduce the overhead, adaptive channel bonding introduced in chapter 4 uses correlation to

calculate similarity between two signals. Here, we employ a common Fourier transform pair: the

rectangular function and the sinc function. Given a general rectangular function X [m] in which

N samples contain K unity-valued samples from index −no to −no + (K − 1) in the frequency

domain, we can get the corresponding time domain expression through the inverse discrete Fourier
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transform (IDFT) :

x[n] =
1

N
·

N
2

∑
m=−N

2
+1

X [m] · e j 2πmn
N

=
1

N
·
−no+(K−1)

∑
m=−no

1 · e j 2πmn
N

=
1

N
·

sinπnK
N

sinπn
N

· e j 2πn
N

(K−1
2
−no). (6.3)

The function has a main lobe that is centered at n = 0 as shown in Fig. 6.5b. The ratio of sine terms

is the amplitude of x[n] and the exponential term is the phase angle of x[n].

To get a spike that is similar to the sinc function in the time domain, we need to create a

rectangular function in the frequency domain. The method is to assume that the complex conjugate

of the base broadcast intention sequence bs0 is present in a channel and calculate the expected

IFFT result as shown in Fig. 6.6. The receiver then correlates the expected OFDM symbol with

the received signal.

A trick is that the base broadcast intention sequence bs0 is symmetric. Flipping the sequence

left to right does not change the sequence. The correlation of the expected OFDM symbol and the

received signal is the same as the convolution of the expected OFDM symbol and the received sig-

nal. Because the convolution in the time domain corresponds to the multiplication in the frequency

domain [45] [44], we actually obtain a rectangular function in the frequency domain as shown in

Fig. 6.7 when performing the correlation.

Suppose the transmitted broadcast intention sequence in channel i is bs0, we have bs∗0[m] ·

bs0[m] = e j0. Because the multiplication forms a rectangular function in the frequency domain,

the correlation in the time domain results in a sinc function that provides a detectable spike. The

assumption of having a broadcast intention sequence in channel i is thus confirmed.

Suppose the transmitted broadcast intention sequence is any cyclically shifted version of bs0.
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(b) The corresponding sinc function in the time domain.

Figure 6.5: A rectangular function in the frequency domain matches a sinc function in the time

domain. The Duality property of the Fourier transform provides that the reverse is also true.
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Figure 6.7: Identify whether or not a broadcast intention sequence is present in a narrow channel.
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When L is an even number, we have

bs∗0[m] ·bsk[m] = e
( j

γπm2

L
) · e(− j

γπ(m−k)2

L
)

= e
j
γπ(m2−(m−k)2)

L

= e j0 · e j
γπ(2km−k2)

L . (6.4)

Equation 6.4 shows that the rectangular function is multiplied by a linear phase shift e
j
γπ(2km−k2)

L

(note that m is the variable and k is a constant for a given bsk). When L is odd, it can be proved

that the phase shift is also linear. The shifting theorem of DFT states that a constant phase shift of

X [m] corresponds to a circular shift of the output sequence x[n] [44]. Therefore, the receiver can

still observe a spike during correlation. The spike of the sinc function is just shifted in the time

domain.

Consequently, we let the receiver assume that the complex conjugate of bs0 is present in each

narrow channel and calculates the expected OFDM symbol. For all of the expected OFDM sym-

bols, the receiver correlates them with the received signal in parallel. The receiver learns that a

broadcast intention sequence is transmitted in a channel when a spike occurs. In this way, all

receivers learn the channels that are available at the sender side.

Suppose two nodes broadcast at the same time and the signal strengths are similar when the two

transmissions arrive at a receiver. The receiver can observe two spikes in L correlation values if

the two transmitters choose different broadcast intention sequences. The receiver learns that there

is a collision. If they choose the same broadcast intention sequence, an aggregated spike with a

higher peak value will be observed. If the peak value exceeds the maximum normalized value of

1.0, the receiver learns that there is a collision. Even if the aggregated spike does not exceed 1.0,

because the two transmitters may not collide in all channels as they may have different available

channels, a peak value difference between an aggregated spike and a normal spike can be detected.

The receiver learns that there is a collision. The receiver should respond with a special collision

notification sequence to let transmitters back off.
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6.3.1.4 Respond to Broadcast Intention

Through the partial spectrum correlation, a node learns channels that are available at the sender

side. Each receiver needs to confirm the channels that are also available at the receiver side.

To uniquely identify a node, each node v is assigned a unique unicast sequence (ucv) of length

L at least locally. The unicast sequence of a node should not create a sinc function in the time

domain when using the partial spectrum correlation with another node’s unicast sequence. We can

adjust the root index of ZC sequences, γ , to meet the requirement. If two nodes use ZC sequences

that have different root indexes, the phase shift is no longer linear as shown below (assuming L is

even).

s∗γ0
[m] · sγ1

[m] = e
( j

γ0πm2

L
) · e(− j

γ1π(m−k)2

L
)

= e
j
π(γ0m2−γ1(m−k)2)

L

= e
j
π(γ0−γ1)m

2+γ1(2km−k2)
L (6.5)

Because the phase shift is no longer linear, the multiplication does not correspond to a shifting of

the sinc function in the time domain. The spike no longer exists. Similar to having a routing table,

we assume that a node maintains the unicast sequences of its neighbors (e.g., the unique node ID

may be used as the root index).

For a simpler case, unicast, the sender can transmit the target receiver’s unicast sequence in

each available channel and the receiver correlates its unicast sequence with the received signal

to detect any transmission intention to it. Upon detecting the transmission intention, the receiver

responds with its unicast sequence in each channel that is available at its own side. Due to the

temporal relationship, the transmitter correlates the receiver’s unicast sequence with the received

signal once it finishes the transmission of the target receiver’s unicast sequence. Through the partial

spectrum correlation, the transmitter learns the channels that are confirmed by the receiver. The

normal data transmission can be initiated.

In broadcast, however, the SINR is too low to recognize some receivers’ responses if all re-

ceivers respond at the same time. Given a node, we give each neighbor a different priority to
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respond (e.g., based on node ID). A node thus maintains more entries in its routing table. For any

neighbor, it knows its priority to respond. A broadcast initiator transmits its unique unicast se-

quence immediately after it sends a broadcast intention sequence. Once a node detects a broadcast

intention sequence in a channel, it checks which neighbor is the broadcast initiator. If the node

has the highest priority to respond, it responds with its unicast sequence in each available channel

immediately; otherwise, it should defer its response by k ∗ 2 OFDM symbols if it should respond

in the kth slot. If the broadcast initiator detects a collision notification sequence, the broadcast

initiator should back off randomly and re-initiate the broadcast later.

6.3.2 Dividing a Packet and Interleaving

After the sender obtains the node list in each channel, it decides how to divide a packet. It needs to

find the best channel combination scheme that provides the maximum channel width for broadcast.

When a channel is considered for combination, the sender needs to estimate the profit/cost ratio of

using the channel and the effect on other channel combinations.

We consider that the profit of using a channel is the number of uncovered nodes that can be

covered by the channel and the cost is the number of nodes that can receive data in the channel.

To maximize the profit/cost ratio of using a channel, the sender needs to group channels with the

minimum overlap. Before determining the best channel combination, we first need to find the

channel combinations that can cover all nodes. It is a set cover problem to solve.

The set cover problem is: Given a set of elements U = {u1,u2, ...,un} and a collection S of

subsets of U , S = {S1,S2, ...,Sm}, find a least-cost sub-collection C such that
⋃

Si∈C Si =U . In an

unweighted set cover problem, the cost of a collection C is the number of sets contained in it. A

constrained variation is to find a sub-collection C of size k such that their union contains as many

elements as possible. Both problems are NP-hard [81] [82] [83].

In our application, U is the set of nodes to be covered, U = {u1,u2, ...,un}. We first identify

channels that can be used by all nodes. They will definitely be used in a broadcast. Each remaining

channel can cover a subset of nodes. We have S = {ch1(ui, ...,u j), ...,chm(up, ...,uq)}. Same as
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the set cover problem, the problem is to select k channels from S such that every node is reachable

through at least one of the k channels and the goal is to minimize the value of k.

The possible minimum set cover size is k = 2. To identify 2-channel combinations that can

cover all nodes, we may solve the set cover problem with the constraint k = 2, which is NP-hard.

There may exist multiple solutions. We need to decide which two channels can be combined to

get the best profit/cost ratio. The selected channels are then removed from S, and the constraint is

relaxed to k = 3. The procedure continues until there is no more channel to use or k = |S| (i.e., all

remaining channels are combined together). Each phase includes a NP-hard set cover problem to

solve without considering how to choose between the solutions. Therefore, we introduce a greedy

algorithm to find the channel combinations.

As shown in Fig. 6.8, the sender organizes neighbors and available channels into a matrix.

For each channel, the sender identifies nodes that can receive data in the channel and marks the

corresponding positions with 1. The sender counts the number of nonzero values in a column and

the sum of all values in a column.

Assuming there are n neighbors to cover, we have a constraint COUNT = n. All single chan-

nels that can meet the requirement are put into a valid channel grouping set Fg and marked as

unavailable in the matrix M1. Let Mk represent the node-channel matrix where k channels are

grouped.

After single channels that cover all nodes are picked up, the sender needs to identify channel

combinations that cover all nodes. It first obtains candidate channel combinations of 2 channels

(i.e., M2) based on M1. For each available channel in M1, the sender combines it with any other

available channel in M1 to construct the M2.

In M2, the sender identifies all valid channel combinations and puts them in the valid channel

grouping set Fg in a decreasing order in terms of profit/cost ratio. When identifying valid channel

combinations in the Mk, all channel combinations that meet the constraint COUNT = n are valid.

However, we want to maximize the profit/cost ratio of using a channel (i.e., channels with the

minimum overlap). Therefore, among all valid channel combinations, the one with the minimum
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Figure 6.8: Identify the best channel combination to cover all nodes.

sum is selected. All related channel combinations are removed from Mk and all related channels

are marked as unavailable in M1. The sender then finds the next channel combination that has

the minimum sum until there is no more channel combination that holds COUNT = n. If the Mk

still contains more than one column, the sender proceeds to the next level. Candidate channel

combinations with k+1 channels (i.e., Mk+1) are created based on Mk and M1. The search ends

when all columns are removed from a matrix Mk or there is only one column remains in Mk and it

fails to meet the requirement COUNT = n. It means that even all remaining channels are combined

together, the combination cannot cover all nodes.

Finally, a packet is divided into |Fg| segments where |Fg| is the number of sets in Fg. The

channel grouping ensures that each segment will be delivered to all nodes. To decode the packet,
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Figure 6.9: An example to show channels in which a node should receive data. ‘x’ means the

channel is unavailable at the node.

each node needs to know in which channel it should receive the data and how to de-interleave all

segments. For example, in the example illustrated in Fig. 6.9, the node B should decode the packet

from the channels 3, 1, 2 while the node C should decode the packet from the channels 3, 5, 4.

6.3.3 Establishing Communication

Once the scheme for the packet segment interleaving is determined, the broadcast initiator needs

to let each receiver know the channels in which the receiver should decode the packet. The sender

constructs the selective broadcast sequence (sbs) of each used channel. Essentially, the sbsi is the

combination of unicast sequences of all nodes that should receive a segment from the ith channel.

If a channel is not used for broadcast, a length-L vector of 0s is used as the selective broadcast

sequence. All selective broadcast sequences are mapped to subcarriers of corresponding channels.

After performing IFFT, the time domain symbols are transmitted as a preamble before the OFDM

synchronization preamble.

Each node correlates its unicast sequence with the received signal using the partial spectrum

correlation. If a spike is detected in a channel, the node learns that it should receive data in the

channel. Once the channels to which it should listen are identified, it filters out signals in other

channels so that it can detect the NC-OFDM synchronization preamble. Because unwanted signals

are filtered out, the communication is the same as standard NC-OFDM communication. Once the
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receiver is synchronized with the transmitter, the receiver is able to get bits from OFDM symbols.

The bits in all channels are grouped together to get bytes. In SFAB, the receiver needs to know

how to organize bits from different channels.

In the standard NC-OFDM communication, the receiver can follow a general rule to organize

bits. For example, the receiver can organize bits in an OFDM symbol from left to right (lower index

channel to higher index channel). In SFAB, however, the sender interleaves bits according to the

collected spectrum availability information. The receiver needs to know the rule to deinterleave

the bits. In the example illustrated in Fig. 6.9, node B should put bits extracted from channel

3 before bits extracted from channel 1. We let the sender use the first OFDM symbol after the

synchronization to indicate the order.

As shown in Fig. 6.4, a number of bits can be extracted from one OFDM symbol. Suppose

each channel contains L subcarriers, βL bits can be extracted from each channel in one OFDM

symbol where β is determined by the modulation scheme. The value of L is usually large enough

to create at least one byte. The first byte in each channel is used to represent the index of the

channel for deinterleaving. Once the receiver learns the indexes, the receiver can organize bits in

the right order in each OFDM symbol. The overhead incurred by diving a packet into segments is

thus one OFDM symbol.

6.4 Performance Evaluation

We use the GNU Radio/USRP platform to validate the efficacy of partial spectrum correlation.

The partial spectrum correlation is the basis for identifying a broadcast intention sequence that

may appear in any channel. It is also used to confirm channels that are available at the receiver

side. After the spectrum availability information is collected, it is used to inform the receivers of

the final decision.

With collected spectrum availability information, the sender uses a greedy algorithm to find the

best channel combination scheme to divide a packet and interleave bits. To demonstrate the ad-

vantages of performing spectrum fragment grouping, we need many nodes with different spectrum
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resources. The spectrum diversity is simulated in ns-2 where we study the impact of fragmented

spectrum on broadcast.

The baseline is the traditional broadcast paradigm in which a node waits for the entire wideband

channel to be idle to broadcast a packet. An improvement is to use current spectrum-agile designs

in which a node is able to use spectrum fragments that are available at broadcast time. However,

they do not consider that the spectrum availability may be different between the transmitter and

the receiver. We compare SFAB with them to show how broadcast can benefit from the spectrum

agreement and the spectrum fragment grouping.

6.4.1 Spectrum Agreement

To validate the efficacy of partial spectrum correlation, we conduct experiments with 128 point

IFFT on a band of 4 MHz. The band is divided into four channels of 1 MHz and each channel

contains 31 subcarriers, leaving 2 unoccupied in the middle and 2 unoccupied at two edges. As in-

troduced in Section 6.3.1, 31 cyclically shifted ZC sequences are created as the broadcast intention

sequences. One USRP2 randomly selects a broadcast intention sequence and transmits it in two

of the four channels. To create a collision, we let another USRP2 randomly select a sequence and

transmit it in one of the two occupied channels. One USRP2 is transmitting data in all channels as

noise and one USRP2 is used as the receiver.

To detect the broadcast intention sequence in a channel, the receiver assumes that the complex

conjugate of the base sequence is mapped to the subcarriers of the channel and calculates the

expected IFFT result. If a spike is detected in the correlation of the expected OFDM symbol and

the received signal, the receiver learns that a neighboring node is going to broadcast in the channel.

Fig. 6.10a shows the correlation result for the channel in which a broadcast intention sequence

is indeed transmitted. The x-axis is the temporal progression of collected samples and the y-

axis is the correlation value normalized to the expected correlation value of the base broadcast

intention sequence. The figure shows that a node can easily detect a broadcast intention sequence

in a channel through the correlation spikes. The correlation spikes are clear even at a signal-to-
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interference-plus-noise ratio (SINR) of 0 dB. Note that Wi-Fi requires a minimum SINR of 4∼ 5

dB to decode the lowest rate packet [84]. Therefore, if the broadcast intention sequence cannot be

detected in a channel, the channel should not be used for data transmission. For any channel that

is available for data transmission, the SINR is expected to be high enough for the identification of

a broadcast intention sequence in the channel through the partial spectrum correlation.

Two nodes may broadcast at the same time. If the receiver can detect the collision in the spec-

trum agreement phase, it can notify the transmitters to prevent collision in data transmission. One

OFDM symbol consists of 128 complex numbers when a 128-point IFFT algorithm is used. All

possible values are represented in 128 correlation values. When two nodes collide in a channel,

Fig. 6.10b shows that two correlation spikes are observed in an arbitrary segment of 128 corre-

lation values. This happens when the two transmitters selected two different broadcast intention

sequences. As analyzed in Section 6.3.1, the sinc function formed by the correlation results is

shifted by different amount. As a result, more than one spike is observed.

If two nodes choose the same broadcast intention sequence, the two spikes are aggregated as

a higher spike. The peak value is much greater than that observed in a channel where only one

node is transmitting. As long as transmitters do not collide in all channels, the receiver can detect

the collision through the peak value difference. Moreover, if a peak value exceeds the maximum

normalized value of 1.0, the receiver also learns that there is a collision. In any of the conditions,

the node should respond with a collision notification sequence to to let transmitters back off.

If no broadcast intention sequence is transmitted in a channel, the receiver should not detect

one. Fig. 6.10c shows that if no broadcast intention sequence is transmitted in a channel, there is

no spike during correlation. Although the absolute magnitudes of correlation values may increase

with the interference and noise, there is no abrupt change of correlation value. We can calculate

the moving average during correlation and used it as a reference to identify real spikes.

After the sender decides how to arrange packet segments, it has to inform each receiver of

channels in which the receiver should decode the packet. Different from the broadcast intention se-

quence, the sender encodes multiple unicast sequences in a channel. In this experiment, the sender
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(a) Broadcast intention from one node.
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(b) Broadcast intention from two nodes.
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(c) No broadcast intention.

Figure 6.10: An example of partial spectrum correlation for broadcast intention at 0 dB.
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encodes four different unicast sequences (e.g., uc1, uc2, uc3, and uc4) in channel 2. Fig. 6.11a

shows the correlation results when the receiver expects the unicast sequence uc4 to be present in

the channel. Because the sequence is indeed present in channel 2, high correlation spikes are ob-

served. Although four unicast sequences are encoded in the channel, only one spike exists in any

segment of 128 correlation values. Two nodes’ unicast sequences do not cause high correlation

peaks with each other. This is different from Fig. 6.10b where each broadcast intention sequence

is the shifted version of the other.

The sequence uc5 is not encoded in channel 2. Fig. 6.11b shows that there is no obvious

correlation spikes even though the absolute magnitudes of correlation values are high. The moving

average method is used to detect real spikes.

6.4.2 Simulation

To show the advantage of SFAB, we need more nodes to create the spectrum diversity. We con-

duct simulations in ns-2.35 to study how narrowband interference affects both the medium access

opportunity at the senders and the packet decoding at the receivers.

6.4.2.1 Simulation Setup

Considering the current channel bonding in 802.11n, each node operates in a band of 40 MHz.

The 40 MHz band is divided into 8 narrow channels of 5 MHz. Each narrowband device has

a bandwidth of 5 MHz and can switch to any channel. The narrowband devices are randomly

distributed around the wideband devices as interference sources.

With one antenna, the 40 MHz channel can provide a raw data rate of 135 Mbps using 64-QAM

and 5/6 coding rate as defined in the 802.11n standard [41]. Suppose the raw data rate supported

by each 5 MHz channel is about 16 Mbps. To create medium interference, we let each narrowband

device generate packets at a rate of 8 Mbps.
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(a) The expected sequence is indeed encoded in the channel.

100 200 300 400 500 600
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Sample Number

N
o
rm

a
liz

e
d
 C

o
rr

e
la

ti
o
n
 V

a
lu

e

(b) The expected sequence is not encoded in the channel.

Figure 6.11: An example of partial spectrum correlation for spectrum notification at 0 dB.
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6.4.2.2 Efficiency of Partial Spectrum Correlation

Although we target at a more complex problem of broadcast, the partial spectrum correlation is

also useful for unicast in CRNs. In CRNs, the transmitter and the receiver need to agree on narrow

channels that will be used for data transmission.

Because the transmitter does not know which channel is available at the receiver side, it may

have to transmit a control packet in each narrow channel to make sure that the receiver is informed

of the transmission. Sending a short control packet in each narrow channel is less efficient than the

proposed partial spectrum correlation.

As defined in 802.11n standard [41], the PLCP preamble is 64 us and the SIGNAL symbol is

16 us when using OFDM in an independent 5 MHz channel. Each OFDM symbol contains 48

data subcarriers and lasts 16 us. Suppose at least three OFDM symbols are needed to transmit the

control message with headers and cyclic redundancy check (CRC). The overhead incurred by the

control packet is 128 us.

On the contrary, the partial spectrum correlation only incurs an overhead of two OFDM sym-

bols. The partial spectrum correlation does not need the receiver to decode a packet. The transmit-

ter simply performs 256 point IFFT on the 40 MHz channel so that each 5 MHz channel can map

a unicast sequence of length 32. The time used to transmit the OFDM symbol with a cyclic prefix

of itself is 256∗2/40 = 12.8 us, which is one order of magnitude less.

We set 10 wideband devices to communicate with each other. Four narrowband devices are

placed to occupy narrow channels randomly. When packets are transmitted at high speeds, the

actual data transmission time is short. For example, the time used to transmit a 1500 byte packet at

1 Mbps is 12 ms, but the airtime is reduced to 20 us at 600 Mbps in 802.11n. The control overhead

thus significantly impact the communication efficiency. We reduce the packet size to shorten the

airtime of a transmission. Fig. 6.12 shows that the proposed partial spectrum correlation can help a

CR device reduce the overhead introduced by dynamic spectrum access. When the packet is small

or the data rate is high, the control overhead plays an important role in determining the efficiency.

Compared with the spectrum agreement based on control packets, the partial spectrum correlation
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Figure 6.12: The control overhead has a significant impact on the throughput in high speed trans-

missions.

improves the throughput by 3 times when the airtime of a transmission is short.

6.4.2.3 Broadcast

We model three different types of broadcast. The first one is the typical 802.11 device that uses a

contiguous band of spectrum for transmission. The broadcast initiator has to defer its transmission

to the time when all narrow channels are idle. The second type is to use current spectrum-agile de-

signs that utilize all available narrow channels detected before transmission. The method increases

the medium access opportunities of a wideband device. The third one is the proposed SFAB.

We deploy 10 wideband devices and each device may broadcast to the others. Fig. 6.13 shows

the results of adding narrowband interference sources. In 802.11, the broadcast initiator broadcasts

a packet if it detects that the entire 40 MHz wideband channel is idle. Because narrowband devices

work independently in different narrow channels, the wideband devices have fewer medium access
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Figure 6.13: Throughput comparison with different number of narrowband interference sources.

opportunities. In addition, some narrow channels may be available at the sender side but unavail-

able at some receivers. These receivers cannot decode the packet. The throughput drops quickly

because of the nonuniform spectrum availability caused by narrowband interference.

When more narrowband devices are deployed, the broadcast initiator becomes harder to win

medium access opportunities because two narrowband devices do not contend with each other if

they are in different narrow channels. Fig. 6.13 shows that a spectrum-agile design can increase

the medium access opportunity. However, it cannot address the spectrum disparity problem. When

the sender broadcasts a packet, it may not be decoded at some receivers. SFAB collects informa-

tion of receivers’ spectrum availability, and arranges transmission based on the agreed spectrum

availability. By allocating packet segments to the right spectrum fragments, SFAB maximizes the

channel width used for broadcast and the throughput is significantly increased.
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Figure 6.14: Throughput comparison with different data rates of narrowband interference sources.

The impact of narrowband interference on broadcast also depends on how active the narrow-

band devices are. Even with 4 narrowband devices, the throughput is high when they are not active

as shown in Fig. 6.14. However, when the narrowband devices become active, wideband devices

suffer from two major issues. First, the sender can hardly win medium access opportunities for the

entire wideband channel because narrowband devices work in different narrow channels indepen-

dently. Second, the receivers may not be able to decode the broadcasted packet in channels that are

interfered by the narrowband devices. Current spectrum-agile designs can address the first issue

but not the second one. SFAB uses partial spectrum correlation to achieve spectrum agreement

between the transmitter and the receivers efficiently. With collected spectrum availability informa-

tion, SFAB also divides a packet into segments and allocates them to multiple channels for parallel

transmission.
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6.5 Summary

In this chapter, we extend broadcast from a single channel to spectrum fragments. A spectrum frag-

ment agile broadcast (SFAB) protocol is proposed to address the broadcast challenges imposed by

CRNs. To address the spectrum diversity, an efficient spectrum agreement mechanism based on

partial spectrum correlation is proposed. The spectrum agreement ensures that the broadcasted

packet will not be corrupted at the receiver side. With collected spectrum availability information,

SFAB divides a packet into segments and allocate them to different channels in a way that maxi-

mizes the channel width for broadcast. Experiments and simulations show that the proposed SFAB

provides higher throughput than other broadcast schemes under active interference.
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CHAPTER 7

CONCLUSIONS AND FUTURE WORK

In this chapter, we conclude the work presented in this dissertation and discuss a few promising

future directions to extend this dissertation.

7.1 Conclusions

Fast growing demand for wireless broadband has drawn great research interest in dynamic spec-

trum access which is enabled by the emerge of cognitive radios. The new technology brings us new

perspectives and new challenges in designing wireless communication protocols. In the disserta-

tion, we identify several problems introduced by the flexible spectrum use. Since non-contiguous

orthogonal frequency division multiplexing (NC-OFDM) is widely adopted in dynamic spectrum

access, we propose several techniques that exploit the subcarriers in NC-OFDM to address the

aforementioned problems.

When licensed frequency bands are open for opportunistic use, a primary issue is to ensure

that the licensed users do not experience undue interference. A predictive method that infers the

availability of spectrum holes can help reduce the interference. In the dissertation, OFDM is em-

ployed to measure a wide band of spectrum and subcarriers are grouped to subchannels based on

similar spectrum use activities. In each subchannel, a spectrum occupancy prediction model based

on partial periodic pattern mining (PPPM) is introduced to identify frequent spectrum occupancy

patterns that are hidden in the spectrum use of a channel. Due to noise, sensing errors, and irreg-

ular user behaviors, the periodicity of a spectrum occupancy pattern may be partially observable.

The mining is thus tailored for identification of real patterns that exhibit partial periodicity only.

The mined frequent patterns are then used to predict whether or not the next slot will be available

and for how long a channel will be available. Using real-world network activities, we demonstrate

that the prediction performance is better than the traditional frequent pattern mining (FPM) and the
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fixed-order hidden Markov model (HMM). With the spectrum hole prediction, we show that un-

licensed users can aggressively utilize spectrum holes without introducing significant interference

to licensed users.

In addition, timely estimation of spectrum availability is also critical in dynamic spectrum

access. To speed up the mining process, an index list structure along with an Apriori-like property

and a backward-extension rule is introduced. The index list structure allows us to avoid scanning

the entire database to count the occurrences of each pattern, the Apriori-like property reduces the

number of candidate frequent patterns by identifying patterns that cannot yield longer frequent

patterns, and the backward-extension rule allows us to avoid redundant mining on two branches

that produce identical frequent patterns. Performance evaluation shows that the three designs make

PPPM the fastest prediction model among FPM and HMM.

In the spectrum holes discovered above, we need to address the contentions between devices.

We have investigated both single-channel contention and multichannel contention.

• For single-channel contention, we consider contention efficiency. The high physical layer

data rates have resulted in very short transmission time of a typical data packet. The trans-

mission time is expected to be further shortened as wireless networks move toward wider

channels. The random backoff for collision avoidance arises as a major factor that causes

the low efficiency in contention-based wireless communication. To reduce the medium ac-

cess overhead, we propose a collision detection and bitwise arbitration (CDBA) mechanism

that takes advantage of self-interference and subcarrier nulling to achieve collision detection

in the frequency domain. Essentially, each node chooses a different subset of subcarriers to

transmit arbitration preamble and performs spectrum analysis on received signal at the same

time. If it detects signals on subcarriers that are deactivated by itself, it learns that there is

a collision. As collisions are detectable, collision avoidance is no longer mandatory. All n-

odes can transmit immediately if the channel is detected to be idle. If a collision is detected,

a bitwise arbitration mechanism is introduced to efficiently determine the winner between

contending transmitters. The bitwise arbitration makes a node abort its transmission when
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detecting a higher priority transmission. At the end of the arbitration phase, usually only

one node survives to data transmission. Compared with widely adopted collision avoidance

protocols, we show that CDBA significantly reduces the medium access overhead and the

collision probability, making devices actually benefit from the high physical layer data rates

introduced by advancements in wireless technologies. In addition, the fairness is improved

because collisions are resolved before data transmission and the impact of radio capture ef-

fect is reduced. Further, the CDBA facilitates real time prioritized communication by making

high priority messages get through the arbitration unimpeded.

• In single-channel contention, all devices use the same channel width. However, different

applications have different requirements on channel width. When wideband devices contend

with narrowband devices, wideband devices can hardly win medium access opportunities

because they have to wait for the entire wide band of spectrum to be idle but narrowband

devices can work independently in different narrow channels. To address the contention

problem when heterogeneous radios coexist in a contention domain, we propose an adaptive

channel bonding (ACB) protocol, in which a wideband device contends with narrowband de-

vices in each narrow channel independently. In ACB, a wideband device is allowed to start a

transmission with available narrow channels detected before transmission and gradually ag-

gregates more narrow channels during transmission. Because a wideband device evaluates

each narrow channel independently, a wideband device is able to contend with narrowband

devices in each narrow channel fairly. To increase the chance to win some narrow channels, a

wideband device contends in each narrow channel with a different priority. This is achieved

by mapping different priority sequences to subcarriers of different narrow channels. In each

narrow channel, the CDBA introduced above is employed to determine the winner based

on the priority sequences of contending transmitters. After a transmitter wins some narrow

channels, it encodes spectrum agreement sequences on subcarriers of each occupied narrow

channel to inform the receiver of narrow channels from which the receiver should expect

data. At the receiver side, correlation is used to detect spectrum agreement sequences. Ex-
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periments show that the correlation-based spectrum agreement is effective and more efficient

than the control packet based spectrum agreement. Because the adaptive channel bonding

fully exploits spectrum opportunities, it achieves the highest throughput in comparison with

current static channel bonding and spectrum-agile designs.

After the contention problem is addressed, we study the impact of multipath interference on

transmission. We observe that if a subcarrier is deactivated, it is less susceptible to multipath

interference because no signal is transmitted. We thus employ subcarrier nulling to inform the

receiver of subcarrier state change. The state change implies that a known sequence of bits should

be inserted to the data stream. We propose a modulation scheme coding (MSC) method to find

the representative sequence of bits for each modulation scheme so that the number of known bits

is maximized. Because the subcarrier nulling represents more bits than that can be represented

by a symbol in low-density modulation schemes, the transmission time is reduced. In both low-

density and high-density modulation schemes, the known representative sequence of bits for each

modulation scheme help improve decoding performance. Performance evaluation shows that MSC

improves the throughput due to reduced transmission time and bit error rate.

In wireless networks, broadcast is a fundamental mechanism for route discovery, code update,

disseminating control information and alarm to all nodes. Because devices may experience dif-

ferent narrowband interference at different locations, they may have different available spectrum

fragments. The broadcast in dynamic spectrum access needs to consider the diversity of spectrum

availability. We propose a spectrum fragment agile broadcast (SFAB) protocol that employs partial

spectrum correlation to achieve fast spectrum agreement between the transmitter and the receivers.

The partial spectrum correlation employs a common Fourier transform pair to help detect unique

sequences encoded on subcarriers of each narrow channel. The spectrum agreement mechanism

enables low-overhead exchange of spectrum availability information between the transmitter and

the receivers. With collected spectrum availability information, SFAB divides a packet into small

parts and allocate them to different narrow channels in a way that maximizes the aggregate chan-

nel width for broadcast. Experiments and simulations are conducted to show that SFAB provides
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higher throughput than other broadcast schemes under active narrowband interference.

Dynamic spectrum access is envisioned to be the key to relax the exclusive licensing constraint

on spectrum access. This dissertation contributes in designing efficient algorithms and protocols

to support dynamic spectrum access. By exploiting subcarriers in multicarrier modulation, various

designs have been presented in this dissertation with a goal to break barriers for implementing dy-

namic spectrum access. Spectrum prediction helps relieve concerns about interference introduced

to licensed users. Spectrum contention protocols are prepared for severe contention introduced by

radios’ flexible change of frequency bands and unfair contentions between heterogeneous radios.

As dynamic spectrum access enables wireless networks to move toward wider channels for higher

speed, frequency diversity and spectrum disparity are also considered in this dissertation. While

this dissertation in general builds a practical dynamic spectrum access system, it can definitely be

extended.

7.2 Future Work

In spectrum prediction, we need to capture the regularity of licensed users’ spectrum use activi-

ties. However, we are lack of knowledge about licensed users’ communication strategies. If the

measurement granularity is not appropriately set, it is hard to identify the real patterns of licensed

users’ spectrum use activities. For example, suppose a slot of 600 µs is used in a time frame

of 5 ms. If we set measurement granularity to 10 ms, we may always detect busy state. On the

contrary, if we set measurement granularity to 10 µs, we may discover many patterns that always

give busy state or idle state. Useful patterns that indicate state change are buried by long periods

of busy state or idle state. It is desirable to have the measurement automatically converge to the

appropriate measurement granularity. This helps identify regularity of spectrum use activities.

This dissertation has studied the spectrum disparity problem between the transmitter and the

receiver. It ensures that the spectrum fragments used for transmission are available at both the

sender side and the receiver side. However, it does not guarantee that the transmission will not

cause interference at neighboring nodes. Most studies in dynamic spectrum access only focus on

164



communication success between the transmitter and the receiver. It is a potential research area to

study spectrum disparity in a larger scope. The spectrum agreement mechanism developed in our

SFAB may be used to collect spectrum availability information from neighboring nodes. With the

spectrum availability information, the transmitter can avoid interference to neighboring nodes.

The spectrum disparity problem also leads to a security question. Unlicensed users should

vacate the channel upon licensed users’ return. How do we identify and discourage malicious users

that misuse spectrum resources? Without a protection for legitimate transmissions, the licensed

users will soon become conservative about opening their licensed bands. The secure spectrum

access of licensed users is a critical issue to ensure successful adoption of dynamic spectrum

access.
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