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ABSTRACT
COMMUNICATION PERFORMANCE OF MULTICOMPUTERS

By
Suresh Suryanarayana Chittor

Massively-parallel distributed-memory concurrent computers or multicomputers
are beginning to dominate the supercomputing arena. The continued success of mul-
ticomputers has resulted in an ever increasing demand on their communication per-
formance. In this thesis, we perform theoretical, experimental and simulation studies
to understand and improve the communication performance of large multicomputers
that use direct networks. We show that 2D/3D mesh networks provide much higher
performance than popular hypercube networks, when the effect of contention is neg-
ligible. The performance improvement is due to higher bandwidth channels, and the
ability of the switching technique to efficiently handle communication over long paths.
However, in the case of large multicomputers that use mesh networks, contention for
network channels can be significant which will lower the performance. We study the
effect of contention for a given mapping of parallel tasks on a set of multicomputer
nodes. A metric called path contention level is introduced as a measure of contention
and quality of mapping. The results of our studies have been used to implement a
tool that helps users predict the effect of contention, identify communication bottle-
necks and to evaluate the adequacy of a mapping for a given application. We also
show that random mapping is not advisable for large multicomputers that use mesh
networks. We illustrate in several cases that careful mapping and routing can mini-
mize contention which in turn can significantly improve communication performance.
Theoretical results are supported and complemented by experimental results on a Sy-
mult 2010, and simulations that give the performance of large multicomputers not yet
available. We conclude that mesh networks will replace hypercube networks as they
can provide better performance under contention-free conditions, and that research

interest will shift from minimizing path length to minimizing contention.
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Chapter 1

INTRODUCTION

Rapid progress has been made in concurrent computing technology, and the result is

increased interest in this technology. Some important reasons for this interest are

o Feasibility : Large systems are becoming viable and cost-effective due to rapid
advances in VLSI technology. Available systems have demonstrated remarkable

performance for various applications.

e Supercomputing : Concurrent systems that use more than one computing ele-

ment are already capable of providing 1-10 Gflops peak performance, and are

expected to reach a teraflop speed in the near future.

o Scalability : The performance of concurrent systems is scalable in the number of
computing elements. Real systems in the supermini range have demonstrated
that the capacity of the systems can be easily increased by adding processor
boards. Large systems having hundreds of processors have shown that the
performance can be directly proportional to the the number of processors used

for various scientific applications.

The architecture of concurrent systems varies widely and is changing rapidly, as
the technology is far from maturity. There are many research problems and issues

that need to be investigated.

1.1 Concurrent Computers

A concurrent computer consists of a set of nodes connected by a communication
network (Figure 1.1). Individual nodes may have a processor or memory or both.

In addition, nodes will have communication hardware that will provide the interface

1
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Figure 1.1: Overview of a concurrent computer

to the network. Concurrent computers can be divided into three broad categories

depending on the organization of the memory and access to it by various processors.

1. Shared Memory systems : In these systems any processor can access any part

of the memory with the same latency. The entire memory is global as it is
physically and logically shared. Individual nodes will be either a processor or
a memory, each with a communication interface to the network. The size of
such systems tend to be small, at most 20-30 nodes, due to limitations of the
communication network technology. Sequent’s Balance and Encore’s Multimax

are examples of such commercially available systems.

2. Non-Uniform Memory Access (NUMA) systems : In these systems, as in shared

memory systems, any processor can access any part of the memory. There is,
however, a difference in access times to various parts of the memory. Each node
has a processor and some memory called local memory. Access to the memory
of another node, called remote memory, is slower than access to the local mem-
ory. The memory is physically distributed, but logically shared. Medium sized
NUMA systems are available which have hundreds of nodes. BBN’s Butter-
fly GP1000 [1] or its successor the TC2000 are examples of such commercially

available systems.

3. Distributed memory systems or Multicomputers : In such a system, memory is

physically and logically distributed. Each processor can only access its local
memory. Interaction between processors is by passing messages. The systems

are also known as message-passing concurrent computers or multicomputers [5].



Some of the largest parallel systems available belong to this category such as

NCUBE/1 [48], iPSC/1 [67], Symult-2010 [74], iPSC/2 [4] etc.

Large multicomputers are gaining interest as they already have achieved some of
the fastest computing rates, and seem to be the way to design a teraflop ! computer
in near future. A critical architectural component of all concurrent systems, including

multicomputers, is the communication network.

1.2 Communication Networks

The network provides a means for the various nodes in a concurrent system to com-
municate, exchange information and coordinate their activities. The performance of
the communication network is essential to the success of any concurrent computer.
Extensive research has explored alternate network architectures over the last ten to
fifteen years. Ideally one wants a completely-connected network where each node
has a dedicated communication link to every other node. Implementation difficulties,
however, prevent one from using such a network. The goal is therefore to design a
network that is feasible and cost-effective, and can provide a performance comparable
to that of a completely-connected network. Four types of networks have dominated
current concurrent systems.

1. High-speed time-shared bus : In such a network a single bus, typically, connects

all the nodes in the system [51]. As a result, communication time will be same for any
pair of nodes. The main disadvantage is that the single bus becomes the bottleneck
when the number of nodes or the size of the system reaches a certain threshold (20-
30 for current technology). For large systems, we have to modify the network. One
possibility is to use more than one bus. Researchers have proposed various ways of
using more than one bus such as the hierarchically organized buses [78, 63], multi-
dimensional structures as in Hyperbus [7] and so on. In spite of those modifications,

contention for the bus continues to be a major problem with bus-based networks.

1A computing rate of 10!2? floating point instruction per second.






2. Crossbar network : Here, a crossbar switch of N2 cross points is used to connect
N nodes to one another [51]. Such a network allows any node to communicate to
any other node, and the time taken will be same for any pair of nodes as in bus
based systems. One major advantage of the crossbar over the bus is that all the
nodes can communicate simultaneously without any contention, provided that no
two nodes communicate to the same node. However, the cost of a crossbar increases
quadratically with the size of the system. In addition, power and pinout problems
make a crossbar network unattractive for large systems.

3. Indirect or Multistage Interconnection Network (MIN) : These networks strike

a compromise between the price/performance alternatives offered by the bus and the
crossbar networks. An N x N MIN network connects N nodes to one another by
employing multiple stages of banks of switches in the interconnection pathway. One
approach possible with N as a power of 2 is to use lg N stages of N/2 switches,
each switch being a 2x2 crossbar. Different ways of connecting successive stages of a
network have been proposed, such as Omega, indirect binary n-cube and so on, with
some of them shown to be equivalent. One advantage of a MIN is its expandability,
since the number of stages increases only as lg/N. There are also disadvantages.
Contention for paths such as the hot-spot problem can degrade the performance
significantly. The network cost increases with the system size as the number of
switches increases as NIlg N. Communication time remains the same for different
pairs of nodes, provided there is no contention for resources within the network.

4. Direct or Point-to-point networks : In direct networks, nodes are connected

by high-speed communication links. Each node is connected to only a small number
of other nodes. Two nodes that are connected directly by a communication link are
called adjacent nodes. The communication hardware in each node, called the router,
is used to support communication between two non-adjacent nodes. If each node
is connected to only a fixed number of other nodes irrespective of the system size,
then we have N routers, one in each node, and O(N) total communication links
connecting the N routers. The cost of the network increases only as O(N). Direct

networks are therefore much simpler to build than either MINs or crossbars. In
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earlier direct networks, the communication time depended on the relative position of
the communicating nodes. Communication between adjacent nodes was much faster
than the communication between non-adjacent nodes. However, with recent advances
in technology, the dependence of the communication time on the position of the nodes
has been significantly reduced.

Shared memory systems use a bus-based network or a crossbar network. NUMA
systems use MIN networks, where as direct networks seem to be the choice for multi-
computers. The performance of direct networks has dramatically improved recently
due to advances in technology, so they have become competitive to other networks.
Direct networks can be used for both small and large concurrent systems. In this
thesis, we study the performance of direct networks when used for message-passing
in multicomputers. Such a performance study will be useful even if systems using
direct-networks are organized as a shared-memory or a NUMA system at the user

level.

1.3 Direct Network Architecture

Direct networks have four main characteristics: the switching technique, the routing
scheme, the network topology and the channel bandwidth. The switching technique
determines how communication takes place between two non-adjacent nodes. The
routing scheme decides the sequence of channels, the path, used for communication
between any two nodes. The network topology determines the set of adjacent nodes
for any given node in the network. The bandwidth of a network channel depends on
the width of the channel and the maximum rate at which the channels can transmit
bits. The bandwidth will put an upper limit on the communication performance.
The last few years have witnessed changes in all the four main characteristics of
a direct network used by a multicomputer. Current series of multicomputers such as
the iPSC/2 [4, 28, 66] and the Symult-2010 [74] are called second-generation multi-
computers, while earlier systems such as the Cosmic-cube [73], the NCUBE/1 [48],
and the iPSC/1 [67] are called first-generation multicomputers [5]. The technology






of the networks used by second-generation systems differs significantly from that of

the first-generation multicomputers.

Switching Routing Network Channel
Technology Scheme Topology Width
Fi”t. Generation Store-and-forward Fixed Hypercube 1-bit wide
Multicomputers ' ' ) '
v v v v
.Second Generation Circuit Switching Figcred 2D 1(\)4resh 8-32 bit
Multicomputers Wormbhole routing ~ Adaptive 2D Torus wide
Figure 1.2: Trends in direct networks

The trends in network characteristics from first to second-generation multicom-
puters are shown in Figure 1.2. It is necessary to understand the changes in network
features, as they have a significant influence on the network behavior and perfor-
mance. As we see later, changes in one network characteristic influence changes in
other network characteristics. We now discuss the four main network characteristics

and trends in more detail.

1.3.1 Switching Technology

The three common switching techniques used in current multicomputer networks
are shown in Figure 1.3. First generation multicomputers used store-and-forward
switching which is common in wide-area and local-area networks. A message is split
into packets if necessary. Each packet is then sent completely to an adjacent node
that is nearer to the destination than the source. This adjacent node, called an
intermediate node, relays the message to one of its adjacent nodes and the process
repeats. Each transmission takes the message nearer to the destination until the

message finally reaches it.

Definition 1 Path length is the number of hops a message travels, and is denoted by
D.
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Path length depends on the routing scheme which determines the channels used
for a communication. First generation multicomputers used fixed routing schemes,
and path length was equal to the shortest distance between the communicating nodes.
The total communication time, ¢,, is proportional to the number of hops. The time
taken for one hop, t5, is a linear function of message length L, i.e. t, = a+ bL. Here,
a and b are system-dependent constants. The fixed overhead is denoted by a, and b

denotes the effective message transmission rate. Hence, total communication time is
tse =D x*tp=D(a+bL)=0O(DL) (1.1)

Processors at each intermediate node are involved in processing messages passing
through the node. Software control at each intermediate node slows communication
significantly as the number of hops, D, increases. Typical values for a and b for first

generation computers are 1000 us and 1 us/byte.

source intir}leéz.te nodes destination

~<—— path length (D) = 3—

th =
-n-a-’;-bL-— —t, —
s AT _header flits bod 0Onn G
i i defic W @I I
i2 BRI o | ST
d i T iy
SE— - — ¢ I
_.,
time
store-and-forward switching circuit switching wormhole-routing

Figure 1.3: Common switching techniques

The switching technology has changed in second-generation multicomputers. In-
stead of store-and-forward switching, circuit switching or wormhole routing is used.
Also, each node has dedicated communication hardware to process the messages pass-
ing through the node. In circuit switching, a header (one or two words) is sent from

the source, and the header reserves channels on its way to the destination node thereby






establishing a physical communication path between the source and the destination
nodes. Once the path is established, it takes the same time to send the message to
the destination as it does to an adjacent node, t;,. Hence the total communication

time for a circuit switched network is
to=CiD+t,=CiD+a+bL=0(D+1L) (1.2)

Here, C, is a system dependent constant that represents the time taken per hop to
establish the path. One example of a second generation multicomputer that uses
circuit switching is iPSC/2 for which C; is 10-30 us, and a and b are 660 us and
0.36 us respectively [13].

Wormbhole routing has also been used in commercial, second-generation multicom-
puters [32]. Wormhole-routing is a modified form of virtual cut-through switching
proposed earlier for computer networks [54]. It is similar to circuit switching as the
header reserves channels establishing a dedicated path for the message. However,
words, called flits, of a message follow the header in a pipelined fashion instead of
waiting until the entire path is established as was done in circuit-switched networks.
The last message word, called the tail flit, automatically releases the channels as
it moves towards the destination. This switching appears to be similar to packet
switching where the packet size is reduced to one flit. There is, however, an im-
portant difference between this level of packet switching and wormhole routing. In
packet switching, it is possible for several packets to accumulate in an intermediate
node which requires each node to have a sufficient number of buffers for packets and
to manage these buffers. In contrast, there is no need for a large number of buffers
in wormbhole routing. A flit is not sent to a subsequent node unless the previous flit
has left that node. Hence, if a message header is blocked due to a reserved channel,
then the entire flit stream following it stops progressing, with typically one flit in
each intermediate node. Hence, one buffer that can hold a flit is enough per channel

per node. Details of wormhole routing and actual implementations can be found in
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[37, 77, 32, 40, 35]. For wormhole routing, the communication time needed is
twn =a+C2D +b(L—-1)=0(D + L) (1.3)

Once again, C; is a system dependent constant that represents the time taken per
hop to establish the path. Current technology is quite impressive as the lowest values
claimed for C; and b is about 20 ns for NDF [77] and 13 ns/byte for iWarp [14]
respectively. However, a is still high for currently available systems as the lowest
value claimed is 177 psecs for Symult 2010 [75]). Systems are being designed to have
low overheads such as the iWarp [14] and the J-machine [29, 30].

Note that all the three equations above for t,;,t., and ¢, gives the communica-
tion time under contention-free conditions. We see that both circuit switching and
wormbhole routing used in second-generation multicomputers take O(L + D) time in-
stead of the O(LD) time required by the store-and-forward switching used in the
first-generation multicomputers. Since, L > D, O(L + D) ~ O(D), and hence com-
munication time is not sensitive to D, the distance between the two communicating
nodes. However, in both circuit switching and wormhole routing channels need to be
reserved. The resulting contention for channels can become a serious problem and
affect network performance. Hybrid switching schemes have also been suggested such

as Staged Circuit Switching [3] which is similar to virtual cut-through.

1.3.2 Routing Scheme

The routing scheme decides the path taken by a message, and is another main feature
that can significantly affect the network’s performance. Multicomputers put a tight
constraint on the time spent in deciding routing. We need to implement all routing
functions in hardware to keep the processing times at an acceptable level. Hence,
routing schemes should be simple. At the same time, it should ensure freedom from
deadlocks and utilize the channels as best as possible.

Routing schemes can be divided into two main classes.

o Fixed routing schemes : In such schemes, the choice of a path depends only
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on the communicating nodes. A message between two given nodes always uses
the same path. The choice of the path does not change with time or current

utilization levels of various network channels.

e Adaptive routing schemes : These schemes tend to be smarter as the choice of

path depends on the network state or the state of various network channels.
The choice of a path taken by a message between a given pair of nodes may
change with time. Adaptive routing schemes attempt to avoid already congested
channels, strike a balance in the utilization of the channels and improve the

communication times.

The routing scheme depends on the switching technology used. In first-generation
multicomputers which used store-and-forward technology, it was essential to minimize
the path lengths. Hence, the routing scheme was designed to select the shortest
path possible between the communicating nodes. The routing decision was made by
processors in each node by software, and hence the overheads were high. Network
channels were never a bottleneck as messages were not injectéd fast enough to increase
their utilization to high levels. Hence, fixed routing scheme were used and were
sufficient.

Second-generation multicomputers use circuit switching or wormhole routing
which, as explained in the previous section, are not sensitive to path lengths. Hence,
routing schemes are not constrained to choose the shortest path possible. The routing
overheads are significantly reduced as all routing decisions are made by the hardware,
and the utilization of the channels can become quite high. Hence, network channels
can become a bottleneck as individual communications reserve channels. Routing
schemes may have to choose a path that reduces contention and balances the utiliza-
tion of channels [10, 8]. Simple adaptive routing schemes may increase the network
performance appreciably .

We see that the challenge is to design a routing scheme that is simple enough to
be implemented in hardware, but at the same time good enough to keep the network

performance at a high level. Both fixed and adaptive routing schemes have been
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proposed that are simple and avoid deadlock for modern networks [36, 60]. However,
we do not have much information on the relative performance of various routing

schemes to make a correct choice for the routing scheme.

1.3.3 Network Topology

The network topology defines the way nodes are connected; the topology determines
the set of adjacent nodes for any given node. It is represented by the graph obtained
when each node is defined as a vertex and each physical channel between two nodes
is represented by a directed edge between corresponding vertices. The topology is
represented by G(V,E), where V is the set of vertices and E is the set of edges. Two
important features of a topology are

Degree : The degree of any node is the number of its adjacent nodes. The degree
of a topology is the maximum degree of any node, i.e. max,ev d(V).

Diameter : The shortest distance between any two nodes u, v is denoted by I(u, v).
The diameter of a topology is the maximum value of the shortest distance over all
pairs of nodes, i.e. diameter = max, vev {(u,v).

The network topology should have a small number of edges, a fixed degree (degree
does not increase with the system size), regular (all vertices have the same degree),
a low diameter, symmetric (network looks alike from each node), and fault-tolerant
(a.lterna:te paths between vertices). Various network topologies have been suggested
(16, 42, 50, 64, 71, 43, 38, 53], and compared [2, 56, 70]. Since an increased number of
hops slowed communication in first-generation multicomputers, low diameter topolo-
gies were suggested and used [27, 39]. The hypercube topology was the most popular
(Figure 1.4), which is a member of k-ary n-dimensional topology. In such a topology,
the vertices can be numbered by a n-digit k-radix number d = d,d,-; ...d;, where
0 < d;i < k. Two verticesa = @n,ap-1...a; and b = byb,_1...b, are adjacent if
a; = b; for all i except i =1, and @; = b; £1. Hypercube topology is obtained when
k =2, and n =1g N. The diameter and the degree of a hypercube are both Ig N, and
the number of edges increases only as O(/N1g N). The hypercube topology was also

shown to have other topologies such as meshes and trees as subgraphs. Even though
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the degree and the number of edges are reasonable when compared to a completely
connected network, they are still quite high for large systems having hundreds or
thousands of nodes. The large number of edges results in increased wire densities and

pin-outs, making network implementation difficult.

N=16
Hypercube 2D Mesh
Figure 1.4: Two common network topologies

In the second-generation multicomputers, the distance between communicating
nodes is no longer a serious problem, and hence a low diameter topology is no longer
necessary. Simpler topologies such as the 2D mesh or torus (mesh with wrap-around
edges) are worth consid<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>