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ABSTRACT
BOOTSTRAP ESTIMATES OF CONFIDENCE INTERVALS FOR

PARTIAL SURVEY INPUT-OUTPUT MODELS:
A FOREST PRODUCTS EXAMPLE

By

Rodney Lee Busby

Analysts do not commonly provide information about the
statistical precision of the input-output multipliers they develop due
to the lack of theory relating the variability of the input data with
the input-output multipliers generated. Previous work in this area
relies upon the incorrect assumptions that the input data are normally
distributed and independent of one another.

The bootstrap procedure is a means of estimating the statistical
precision of a measure from a single sample of the data that does not
rely upon the limiting assumptions of the input data. The idea is to
mimic the process of picking many samples from the sample frame by
choosing many artificial samples from the original sample data set.

The bootstrap procedure has been found to be effective and was
efficiently used to generate measures of precision for multipliers

from a partial survey input-output model for Michigan.



Rodney Lee Busby

Results vary depending upon both the sector and the multiplier
examined. The sawmill sector’s output multipliers were precisely
defined in the analysis. The bootstrap standard deviation is by far
the smallest generated. The next best sector is the wood pallet
sector followed by the paperboard sector.

Results for the employment multipliers were different than those
of the output multipliers. Employment multipliers are very close,
with the wood pallet sector providing the best estimate, followed by
the paperboard sector, then the sawmill sector.

Results for the income multipliers show that again the
reliability of the multipliers were similar, the paperboard sector
edged out the wood pallet sector, followed closely by the sawmill
sector.

One pattern did emerge, however, the millwork sector had by far
the highest standard deviation estimates of the sectors studied. Its
average bootstrap standard deviation was two to three times those of
the other sectors.

Sample sizes do matter. For example, the standard deviation for
one multiplier was reduced by 29 percent when the sample size was
increased by 50 percent, it decreased 42 percent when the sample size

was doubled.
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CHAPTER 1

INTRODUCTION

Despite the fact that the parameters of input-output models are
not known with certainty, the results from most input-output analyses
are provided without any information regarding their reliability.
This deficiency has been due to a lack of theory linking errors or
variability of the input data to the input-output model generated.
Fortunately, recent decreases in the cost of computing has spawned
development of computational intensive techniques that use brute
computing power to overcome the limiting assumptions required by

existing theory.

Objective

The primary objective of this report is to test the
effectiveness of using one such technique, the bootstrap procedure, to
generate estimates of the statistical precision of input-output
multipliers using a partial-survey input-output model. This study
will use bootstrap methods to estimate average multiplier values,
standard deviations, and confidence intervals for each input-output
multiplier generated. A recent partial-survey input-output model for

Michigan (Chappelle et al., 1986) will be used in the analysis.



Hypothesis

The hypothesis of this report is that the bootstrap procedure
can be effectively and efficiently used to generate confidence
intervals and other measures of precision for input-output
multipliers.

The evaluation criteria used in this analysis are: (1) the
assumptions of the model used to generate the results must be valid;
(2) the results must be useful to analysts; (3) the results must be
useful to decision-makers; and (4) the approach must be cost
effective.

The second chapter contains a review of the literature in this
area. First the chapter defines input-output analysis, and describes
how each multiplier is typically calculated. The chapter also
contains a discussion of three areas that bear upon the problem: (1)
aggregation, (2) reconciliation, and (3) stochastic input-output
analysis.

The third chapter contains the methods used to conduct the
analysis. The chapter starts with a discussion of the data sources
used in the analysis. The partial-survey input-output model is
discussed next followed by a discussion of the bootstrap confidence
intervals and probability functions. This chapter also describes the
three tests conducted in this analysis.

The fourth chapter contains the results of the analysis, and
contains an example of how the results of the analysis may be used.
This chapter also contains an examination of the evaluation criteria

and a decision as to whether the hypothesis is accepted or rejected.
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The summary and conclusions of the analysis are in the last

chapter.



CHAPTER 2

REVIEW OF LITERATURE

Input-Output Analysis!

Input-output analysis studies the economic interdependencies
within or between nations or regions. Input-output analysis uses a
model generated from a flow based accounting system to conduct these
analyses. The information is gathered into input-output accounts that
provide a quantitative representation of the national, regional, or
interregional economy. The information needed for these input-output
accounts may be collected using a variety of techniques. Richardson
(1985) classifies the data collection techniques into four broad
categories: (1) conversion of national coefficients; (2) short cuts;
(3) hybrids; and (4) "pure" survey techniques.

There are a variety of techniques to adjust the national
input-output model and use the results in regional analysis. Short
cuts are techniques to estimate regional input-output multipliers
without producing full regional coefficient matrices. Hybrids, or

mixed data based models, make the use of some survey information or

! For a more detailed look at input-output analysis see Miller and
Blair (1985), Richardson (1972), or Miernyk (1965).
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other reliable information in addition to adjusted national coeffi-
cients. The last category is the "pure" survey model.

Jensen and MacDonald (1982:page 34) conclude that the consensus
among economists is that "there is no substitute for a good
survey-based input-output table." The problem is the cost and time it
takes to construct such a model. Richardson (1985: page 618) calls
the pure survey based model "an extinct animal on the grounds of time
and cost..."

Jensen and MacDonald (1982:page 38) declare that:

...the future of regional input-output lies in the

development of 'hybrid’ tables, i.e. tables which seek to

combine the advantages of the expected accuracy of the

survey table and the relative speed of construction of the

non-survey table.

Richardson (1985:624) agrees, calling the hybrid model "...the
wave of the future."” This study will use a hybrid input-output model.

As mentioned above, input-output accounts contain flow
information that include all of the monetary transactions occurring in
a region or between regions for a certain period of time, typically a
year. These input-output accounts divide information into three
categories: processing sectors, final demand, and the payments or
value added sector.

Processing sectors are the intermediate sectors in the economy.
These accounts contain information about the purchases and sales among
and between firms in the region, rather than final sales, or purchases
of inputs from factors of production such as owners of the land,
capital, or labor. Final demand accounts contain information about

the final sales of goods in the region. The accounts typically divide

the information into a number of categories including personal
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consumption expenditures, exports, and government purchases. The
payments or value added accounts contain information about imports,
tax payments, wage payments, and capital payments.

Input-output accounts measure flow data. Not all of the
information important to a region can be transformed into flow
information. Stock information like the land, natural resources,
buildings, factories, inventories, and human capital are vitally
important to understanding the regional economy. Despite their
importance, stock amounts are not captured in most input-output
models. Changes in the stocks levels may be incorporated into the
model. For example, capital investment or net changes in inventory
level may be included as a types of final demand.

The transactions matrix summarizes the information contained in
the input-output accounts. The purchases and sales among the
institutions inside and outside a region are listed. The transactions
table details purchases from: (1) other firms in the region (z), (2)
wage payments (L), (3) imports (M), and (4) other value added (V).
The total amount of purchases are called total gross outlay (X).

The transactions table also summarizes sales information. This
includes sales to: (1) other firms in the region (again z); (2)
personal consumption (C), and (3) other final demand (Y). Total sales
are called "total gross output" and since total gross output is
assumed to be equal to total gross outlay, total gross output is also
referred to as X.

Sales to other firms in the region are called interindustry
sales. Other final demand (Y) includes governmental purchases,

investment, net change in inventory levels, and export sales. Other
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value added (V) includes indirect business taxes, and capital
payments.

The transactions of establishments are aggregated into "sectors"
in the transactions table. Equation 1 displays a "n" row and column
transactions matrix (T). The sales of each sector may be read by
reading across the row. The purchases of each sector may be observed

by reading down the column.

(1)

where all variables have been previously defined.

The transaction matrix may be converted into a useful model by
first estimating the technical coefficients matrix (A-matrix) for the
region. These technical coefficients show the production function or
recipe for producing a dollars worth of output. A fundamental
assumption in input-output analysis is that the interindustry flows
from sector i to j depend entirely and exclusively on the total output
of sector j. The technical coefficients (direct coefficients) may be

computed as follows (Miller and Blair, 1985: page 11):



1, = %, and (2)

where the a;; are the technical coefficients, the 1; are the per unit
payments to labor, and the c; are industry specific distribution of
personal consumption expenditures, and the remaining variables are as
previously defined.

The production function that is assumed to exist in input-output

analysis is as follows:

X, = (ii Zy, ﬁl) (3)
a4 Ay Apy

the production function uses fixed proportions of inputs to produce a
given level output. Additional input of a single commodity would not
be sufficient to produce an increase in output. All inputs would have
to be increased in the proportion represented in Equation 3 to
increase output.

Assuming that consumption expenditures are combined with other
final demand expenditures, Equation 2 may be solved for z;; and

substituted into Equation 1, the result is Equation 4 below:



a;,X;, + - +ayX, + - +a,X +Y = X
ag,Xy + - v aggXy v v aX +Y o= X (4)

an Xy + - ¢ anjxn + o v agpX, v Y, = X,

In more compact matrix notation and solving for X, the set of

equations in 4 are the following:

X=AX +Y, (5)

where A refers to a "n by n" matrix of technical coefficients, X is a
"n by 1" vector of total gross outputs, and finally, Y is a "n by 1"
vector of final demands. The A matrix or technical coefficients are

vital to all input-output calculations, the matrix is as follows:

A=|ay, - aij ~ aynl. (6)

Equation 5 may be manipulated as follows:

X = (I -Aa)y, (7

where (I - A)"! is called the Leontief inverse or the table of total
requirements. In the case of a demand driven input-output model,
changes in final demands (Y;) are predicted, and the Leontief inverse
is used to the results are used with Equation 7 to predict new levels

of total gross output (X;). Several assumption are made when using
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this relationship, they are: (1) no changes in relative prices of the
products in the region, (2) no new industrial sectors appear in the
region, (3) no change in the technology for producing the product.
The Leontief inverse matrix is sometimes called the B matrix and the

term may be substituted into Equation 7 as follows:

X = BY. (8)

The Leontief inverse is a matrix where each column represents
the total impact of each industry j. The matrix may be represented

as:

B = |by; - byy - by, 9)

where b,; represents the impact on industry i of an unit change in
final demand of industry j.

Input-output multipliers are a very important tool used in
regional analysis. There are three industry-specific types of input-
output multipliers commonly used, they are output, income, and
employment multipliers. There are other multipliers that are possible
to construct but these multipliers are not as commonly used. Output,
income and employment multipliers measure the total impact on output,
income, and employment given an initial expenditure change. The
multipliers are specific to the industry and vary depending upon the

degree of model closure. For example, the A matrix in Equation 6 does
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not include either the labor income coefficients (1;) or the personal
consumption coefficients (c;) which are called the household sector.
Therefore the calculated B matrix does not measure the effect of
increasing income to the workers in a region, and its effect on total
output. Output, income, and employment multipliers that are
calculated without the household sector in the A matrix are called
Type I multipliers. The Type I output multiplier for sector j (OUTyy)

is simply the sum of the j*® column of the B matrix:

n
OUTyy = 3 by (10)

The Type I income multiplier may also be calculated using the
information in the B matrix. The multiplier is defined as the ratio
of the total income change to the direct income change resulting from
a change in final demand. The Type I refers again to the fact that
household sector is not incorporated into the model, i.e. the
household sector is taken as part of Y, and is fixed exogenously. The

Type I income multiplier for sector j (INCy;) is calculated as

follows:
n
ey, = 3 _z—biljli. (11)

The employment to output ratio for each sector j (=) is needed
to calculate the remaining type of multiplier, the employment
multiplier. The employment to output ratio is simply defined as the

ratio of total employment in the sector to total output:
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xg = % (12)

where E; is the total employment in sector j.

The Type I employment multiplier for sector j (EMPyy) is defined
similarly to the income multiplier, that is, EMP;, is defined as the
ratio of total to direct employment change resulting from a change in
final demand. Again, since the household sector is not enclosed in
the A matrix, the effects of respending income of households in
response to changes in income in the economy are not captured in this

multiplier. EMP;y is calculated as:

2 b,.xw
EMP., = et & Rk N (13)
13 2-1: %,

The input-output model may be built incorporating the household
sector into the model. The labor input, and personal consumption
coefficients are added to the A matrix and the resulting matrix is as

follows:
Q7 ™ 814 "t Q4 &

A® - 311 aij ~ 8yp Cy

3 : : (14)
Qny anj * 8npn Cp
. ]_1 11 ln lc

Equation 5 may be manipulated using this augmented A matrix (A")
and the Leontief inverse calculated. The resulting matrix may be

referred to as the B* matrix, as follows:
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X = (I -A°)'Y, or (15)
X = B°'Y.

Finally, the Type II output, income, and employment multipliers,
OUTyyy, INCypy, and EMPryy, respectively, may be calculated using the

B* matrix:

n
OUTIIj - g bi.jl

5 il (16)
INCypy g 1, and

2 bn

13%4
EMPnj - ;:_,
-l “j

where b*;; refer to the entries of the Leontief inverse matrix that

included the induced effects of the household sector.

Aggregation

Aggregation affects the results of input-output analysis. A
sector is an aggregation of the establishments in a region. A
completely disaggregated input-output model could, theoretically,
identify each individual in the economy! Analysts aggregate to make
the modeling task feasible, to provide confidentiality to individual
firms in the region, and still provide a meaningful model of the
economy.

While Miller and Blair describe the theoretical input-output
production function in Equation 3 above; Karaska (1968: page 215)

describes the production function actually estimated:
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...each industrial sector as defined must be some

combination of production functions. Thus coefficients in

the input-output matrix are not ’‘real’ technological

coefficients, but are averages of production functions

from many different firms.

Aggregation in the directly impacted sector has more effect on
economic impact analysis results than aggregation in other sectors.
Katz and Burford (1981: page 54) write that:

...we have shown that the major problem of aggregation is

not a loss of accuracy from aggregation in industries

other than the one of interest, but rather, the loss of

detail for the specific industry or firm of interest ...

In general it can be concluded that accurate information

is needed for the specific industry or firm of interest

but the multipliers are little affected by aggregation or

error for other industries in the matrix.

The seriousness of the aggregation problem is also a function of
the variability in the production function and purchasing patterns of
firms in the sector. Aggregation of similar firms causes no harm.
Aggregation of dissimilar firms in sectors of direct interest causes
loss of precision of the economic impact analysis.

Aggregation of dissimilar firms increases the variability of the
regional direct coefficients. Karaska (1968: page 223) concludes that
"...variation increased with the level of aggregation.”

The establishments in a region may be aggregated in accord with
any sectoring scheme that might meet the needs of the decision-maker
and the data constraints that exist. Disclosure rules forbid the
release of individual firm survey data. Generally, data from at least
three firms must be aggregated to prevent inadvertent disclosure of
individual establishment data.

The aggregation problem and the problem of estimation of

confidence intervals around input-output coefficients can be
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separated. The problem may be studied for any proposed aggregation
scheme. In the interest of clarification of the confidence interval
problem, the existing aggregation scheme in Chappelle et al. (1986)

will not be altered.

The Reconciliation Debate

Chappelle et al. (1986) asked each of the establishments
surveyed to detail their purchases and sales. The results were two
estimated transactions matrices, one based upon purchases and one
based upon sales. Reconciliation techniques were used to force the
two estimates to agree. Chappelle et al. (1986) used a reconciliation
technique suggested by Miernyk et al. (1970).

In total, three transactions matrices were proposed: (1) the
purchases; (2) the reconciled; and (3) the sales transactions
matrices. Income multipliers were estimated using each of the three
transactions matrices.

The purchases and sales income multipliers ranged from 9.7
percent below to 25.5 percent above the reconciled matrix (Chappelle
et al., 1986: page 15).

To focus study on the confidence interval question, this study
will use only the purchases transaction matrix. The result will be a
set of confidence intervals for the purchase-based transactions
matrix. A similar study could be made for a sales-based transactions
matrix or the reconciled matrix. The key requirement in order to make
the process work for the reconciled matrix would be the use of some

automatic decision rule that would make the reconciliation process
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automatic. Procedures are available to accomplish this and are
discussed in Miller and Blair (1985). The reconciliation problem
limits the usefulness of the confidence interval estimation technique
used here but the problems can and will be separated to focus

attention on the primary goal of this paper.

Stochastic Input-Output Analysis

One important question in input-output data collection efforts
is--what are the important data items to collect? Should the analyst
collect data on regional technical coefficients, regional purchase
coefficients, household consumption coefficients, and/or labor input
coefficients? Can national input-output coefficients be used instead
of regional data for some data items?

Analysts may make the distinction between regional technical
coefficients and regional purchase coefficients. Regional technical
coefficients are the technical requirements for producing a product,
no matter where produced. Regional purchase coefficients (RPCs) are
the proportion of the technical requirements that are purchased
locally. For example, suppose that for each dollar of output of the
sawmill sector, the sawmill sector purchases twenty five cents from
the logging sector. In a particular region, sixty five percent of
such purchases are done locally. The technical coefficient would be
.25, the RPC would be .65. The regional direct coefficient that
details the sawmill purchases from the local logging sector would be
.1625 (.25 times .65). The household consumption coefficients list

purchases of households from each sector in the region. The labor
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input coefficients are the amount of each dollar spent on labor in
each sector.

Stevens and Trainer (1978) conclude that first priority should
be given to collection of regional purchase coefficient data. In fact
they state that:

It is possible that system errors due to A-matrix errors

are likely to be so small that it would be difficult ever

again to justify constructing a regional table based

entirely on survey data (Stevens and Trainer, 1978: page

28).

Park et al. (1981) studied the impact of four types of error:
(1) technical coefficient error; (2) household consumption coefficient
error; (3) labor input coefficient error; and (4) regional purchase
coefficient error. Random, additive errors of 10, 20, 30 and 40
percent were introduced to a survey based matrix for each type of
error. The random error assumed to have a distribution with a mean of
zero and a standard deviation of one half the error percentage (10,
20, 30 and 40 percent, respectively). Park et al. (1981:page 335)
concluded that:

Our results reconfirm the main finding of the ST [Stevens

and Trainer, 1976] and other studies in this area that

errors in sectoral output and multipliers calculated from

the nonsurvey I-0O table tend to be far more sensitive to

errors in the regional purchase coefficients than to

errors in the technical coefficients. Moreover, the

effect of errors in the technical coefficient matrix is

surprisingly negligible...

In contrast, Garhart (1985:page 364) concluded that:

Rather than completely neglecting technical coefficients

on the grounds that their inaccuracy will do little or no

harm to multiplier accuracy, the regional analyst should

recognize that technology can vary across regions, just as
regional trade patterns can vary. Depending on the nature

of the error and the type of multiplier being considered,
errors in the A matrix can cause even greater errors in
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multipliers than can r.p.c. [regional purchase
coefficient] errors.

If Garhart is correct, all sources of error may potentially be
important. An analyst interested in the effects of error on
multiplier accuracy cannot focus on any single element to the
exclusion of other sources of possible error. Note that for
extractive industries, such as forestry, technology may differ greatly
from region to region.

Park et al., Stevens and Trainer, and Garhart'’s analyses were
made by introducing random errors into a pre-existing "A" matrices.
Sampling variability was ignored.

Gerking developed a notion of a stochastic input-output model,
he (1976a: page 1) had protested that:

. the problem of calculating standard errors for the
parameter estimates in a static, open input-output model

has been virtually ignored. In fact, the need for

calculating standard errors had seldom been recognized

even though input-output models are often implemented from

sample rather than census data.

Gerking defines the input-output production function in

stochastic terms as the following:

X, = (&1 Zy, iu) . u,. (17)
83 Ay By

Equation 17 is the same as Equation 3 except an error term u; has been
added.

Gerking (1976a:page 22) uses the following assumption, not
typically made in input-output analysis:

To implement the cross-sectional approach to estimating

the technical coefficients, a new assumption is required
which is typically not made in input-output analysis. In
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particular, all firms in each sector must have the same
production function.

The stochastic properties that are assigned to input-output models are
made by assuming that the intersectoral flow and total output
variables are subject to "measurement error." Gerking admits that
this assumption is a strong one. He argues that (Gerking, 1976a:page
22):

...it should not be judged in terms of its lack of

attention to reality. Instead, it ought to be judged

according to the value of the results which it makes

possible.

Gerking (1976a) examined five techniques to estimate the
regional technical coefficients from survey data. They are: (1) ratio
estimation, (2) ordinary least squares (OLS), (3) two-stage least
squares (2SLS); (4) Wald-Barlett (WB); and (5) Durbin (DM).

Ratio estimation was defined in Equation 2 above. OLS and 2SLS
are parametric regression techniques; WB and DM are nonparametric
regression techniques.

Ratio estimation gave biased but consistent estimates of
regional technical coefficients (Gerking, 1976a: page 24). Gerking
claims the resulting input-output model is deterministic since (page
21):

...only one observation can be obtained on the ratio

Z,,/X, from one set of cross-sectional data. In other

words, after the technical coefficients have been

determined there is no remaining information from which

their standard errors may be calculated.

Gerking also claims that OLS will yield biased and inconsistent

results. 2SLS does yield consistent estimators when applied to

cross-sectional data to obtain: (1) estimates of the technical
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coefficients, and (2) estimates of the standard error for those
estimates. Hanseman (1982), however, says that the 2SLS are biased.
The technical coefficients may be estimated by the following

2SLS model (Gerking, 1976a: page 27):

X (x) - = z (r)
3 g 13

+

Rvj(r) + WS3 ) . PG,‘”

(x)
z“ - alej + 61; (18)
(r) (r) 0(:)
229 a3y 23
z!(:'x) - a-.jxj(x’ + eg)
Rv (r) - X (x) + e(!)
a-‘lpj j .’ltj ’

where X,;‘*) is the total output of firm r in sector j. RV,‘®) is a
symbol for the residual value added. WS;‘*) and PG;'*) are firm r's
wages and taxes paid, these items are assumed to be known with

certainty. The term z,;*’

are firm r'’s purchases from sector i, note
that firm r is classified in sector j. Finally, 6(;‘*)) are the error
terms. Note that the final equation states that the term for residual
value added is a stochastic variable. Note that Gerking uses a
different classification scheme than the one presented in Equation 1
above, Gerking divides value added into wages, taxes, and residual
valued added. Equation 1 divided value added into wages, imports and
other value added.

A key limitation of Gerking'’s approach is the requirement to
view each firm’s contribution to the industry’s technology
coefficients as being the same. Each firm’s contribution to the

industry’s coefficients should be weighted by firm output. If the

sawmill sector in a region consists of six sawmills: (1) one a world
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class sawmill that produced 99 percent of total production, and (2)
five small portable one-man sawmills that together produce only 1
percent of total output. It would be folly to fit an equation using
each firm data equally in the analysis.
Gerking (1976a:page 28) reports that the 2SLS estimator for the

3“ can be simplified as follows:

X5Q, (05'0;) 052y,
X570y (05°04) 04X, (19)

a“ (1) =

where X; and Z,; are n; x 1 vectors containing the sample information
on total gross output and interindustry purchases. Q; is an ny x 2
matrix composed of the firm specific wage and tax payments. The
superscript T refers to a transformed matrix.

Gerking (1976a:page 28) indicates that the asymptotic variance
of the coefficient &,;(1) is as follows:

o, (20)
X505 (05°0) 05"y,

2
8311 (1) =

Hanseman and Gustafson (1981:page 469) reformulated Gerking's
2SLS model. They point out that:

Actual inputs are always in fixed ratios to output. On

top of this relation we add measurement errors ... the

equation for X,;*) in Gerking's system [Equation 18]

leads one to believe that the value of X;*) depends on the

errors in all the input variables. Actually, ... RV,® is
the variable measured as a residual...

Modifying the 2SLS equations allows the estimator to be simplified
from Gerking’s Equation 19, to Equation 21 below (Hanseman and

Gustafson, 1981, page 470):
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. 042y (21)
05X, .

aij

Hanseman used a simulation study to examine how each of the five
estimation techniques worked under "small sample" situations rather
than the looking at the "asymptotic" properties of the estimators.

The five methods were the ratio, OLS, 2SLS, WB, and DM. Hanseman
(1982: page 1433-1434) concludes that under conditions of very
heteroskedastic errors the ratio estimator yields the best estimators,
while under less heteroskedastic and homoskedastic conditions, OLS
performed best.

Hanseman (1982: page 1434) concludes that: "Although the ratio
estimator seems to perform well, its sampling distribution is unknown
and hence confidence intervals cannot be constructed." This paper
will argue that analysts can use a simulation technique to take
hypothetical samples from the population, and the distribution of the
hypothetical samples could be used to form confidence intervals.

Brown and Giarratani (1979: page 621) criticized Gerking (1976a,
1976b) in the following three areas:

(1) the nature of the distribution of stochastic
disturbances has not been adequately explored, (2) the

unique nature of regional input-output models makes

application of stochastic techniques particularly

difficult, if not impossible, (3) the estimator of major

interest in Gerking’s article produces parameter values

that are not constrained to satisfy input-output

identities ... the finite sample distribution does not

possess moments.

Input-output analysts may stratify firms in a sector, producing

sub-strata that may be homogeneous and exhibit constant variance but
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this would be unlikely across a sector, according to Brown and
Giarratani. The authors also say that they must know about the
non-sampled establishments in their sample frame and use this
information to weight the establishments in the sample. Finally,
adjustments of the coefficients for trade and transportation ratios,
secondary products (etc.) cause the authors to conclude (Brown and
Giarratani, 1979: page 622):

Each of these adjustments will affect the distribution of

stochastic errors. We should not, on this account, expect

constant variance across establishments nor should we

expect the distribution of errors in any sector is

independent of that in all other sectors.

The second issue discussed by Brown and Giarratani was the
unique nature of regional input-output models. The region’s "direct”
coefficients are a mixture of "technical" and "trade" coefficients.
Brown and Giarratani (1979: page 622) say:

It is conceivable that all establishments share a Leontief

production function. It is not possible in a

space-economy that they share common regional input-output

coefficients. Each firm, depending on its location in the

region, will require a different mix of domestic and

imported inputs. The problem may be seen as denying the

validity of stochastic methods that assume constant

parameters across establishments, or, perhaps, as a

problem in ’'spatial’ heteroscedasticity.

A third issue made by Brown and Giarratani is that stochastic
estimators must be meaningful in small-sample situations if they are
to be useful in input-output analysis. Note that Hanseman (1982)
examined the behavior of several estimators in a hypothetical small
sample situation.

Brown and Giarratani also noted that Gerking’s model did not

constrain the coefficients to conform with the assumptions used for

input-output analysis. The sum of the direct, import, and value added
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coefficients were not constrained to be equal to one. Gerking (1979a)
later corrected this deficiency.
Finally, Brown and Giarratani (1979:page 623) say that since:

For the case of a structural equation with two included
endogenous variables—precisely the case examined by

Gerking—... moments of the finite-sample distribution for
the TSLS estimator exist only up to the number of
overidentifying restrictions ... It follows that none of

the moments of this distribution exist. One may make
parameter estimates, but associated tests of significance
are simply not meaningful.

Gerking (1979b: page 625) responds that "among available estimators
for a certain equation, one without moments may be most suitable.”
Gerking accepted the fact that Brown and Giarratani made a valid point
about the lack of moments, but reject their conclusion that the
technique "fails". That is just an undesirable feature of such
estimators.

Miernyk also criticized Gerking’'s two assumptions: (1) that all
firms in each sector had similar production functions; and (2)
differences in reported production functions were due to measurement
errors. Miernyk (1979: page 37) said:

My associates and I knew that the establishments in many
sector samples would not have identical production
functions. In some cases their production functions were
not even remotely alike. This is the aggregation problem
in its rawest form. To the best of my knowledge no one
has devised any technique, stochastic or deterministic,
for dealing with this problem. To make the tables
comprehensive we were forced to aggregate unlike
establishments. We knew, therefore, that there were more
than ’'random errors’ in our transactions data, and the
coefficients derived from them.... To the best of my
knowledge no one has devised a mathematical or econometric
technique for dealing with this problem.

. I see no point in further belaboring the question: Are
input-output models deterministic or stochastic? My own
view--which I think is the conventional one--is that they
are deterministic, although they are anything but error
free.
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Miernyk does recognize that sampling error is a major problem in
survey based input-output analysis. Miernyk tested the calculated
coefficients saying (Miernyk, 1976: page 54):

There is no way of measuring difference between the ’true’

coefficients and those calculated from survey data, since

the true coefficients must remain forever unknown. But we

can measure the representativeness of sectoral samples...

To test his samples, Miernyk et al. (1970: page 3) compared each
sector’s average earnings with a second sample. If there were no
significant difference between the two samples, Miernyk felt that the
original sample was representative of the population values.

Miernyk overstates his case against the probabilistic
input-output model. Surely an adequately large sample would give
better information, barring measurement errors, than a small sample.
Miernyk uses both sampled and supplemental information to construct
the final transaction table. Miernyk (1976: page 53) reports:

In constructing the West Virginia input-output tables, we

relied heavily on the judgement of a large number of

industry specialists, state officials, and others who were

asked to check our ’'first round’ transactions table. A

number of changes were made on the basis of their intimate

knowledge of specific sectors.

The construction of an input-output model is

anything but a mechanical process. One does not collect a

huge volume of data, run it through a computer, minimize

the variances, and then say ‘this is it.’ A closer

analogy would be that of putting together a large and very

complicated puzzle.

This author concedes that additional information other than the
sampled information can and will be used to construct a transactions
table. Survey data are important, however. This paper will focus on
the estimation of confidence intervals from a partial survey input-

output model omitting the influence of expert judgement since

confidence limits must be set around the sample means. Note that a
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sample would be unnecessary if expert judgement alone were sufficient
to construct the transactions tables but still input-output tables are
constructed with sampled data.

As mentioned above, Miernyk does make the point that the "true"
value of the input-output coefficients must remain forever unknown.
Since the true value of the coefficients are unknown, measurements of
accuracy, being defined as differences between the "true" and measured
values of the input-output coefficients or multipliers, cannot be
accomplished. What is measured is the precision of the estimates,
that is, the degree to which multiple measurements of a coefficients
or multiplier correspond to one another. A technique may yield very
precise measurements of a multiplier but be very inaccurate. Several
authors use accuracy since they assume that one particular coefficient
or multiplier to be the true value, but as Miernyk points out, that is
unknowable. Because of this distinction, the term precision not
accuracy, which is commonly used in the literature, will be used in
this report.

Gerking and Pleeter (1977) estimated the optimal sample size for
calculating the direct coefficients of an input-output model using two
stage least squares. Two objective functions were analyzed: (1) a
minimum variance table of regional coefficients and (2) a minimum
variance forecast of total output. The solution to both problems
require estimates of coefficient variance and covariance which must be
obtained from previous studies or estimated by two-stage sampling.

The minimum variance forecast of total output depends upon "unknown

parameters including the levels of final demand...and the values
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assumed by the regional coefficients (Gerking and Pleeter, 1977: page
74)."

Quandt (1958) gave two rationales why regional direct
coefficients can be assumed to be probabilistic. First, he states
that measured factor proportions (Equation 3 above) may in fact vary
since different production processes may be involved producing the
same product, firm expansion paths are not straight lines through the
origin, or different firms have different production functionms.
Second, the data may be gathered by sampling techniques and the
estimates of the coefficients would be subject to sampling error.
Quandt showed that the standard deviation of the solution can be
approximated with a high degree of accuracy if the distribution of
input coefficients are available and are relatively small.

Quandt (1959) used a simulation technique that looked at the
distribution of coefficients of a solution matrix (Leontief inverse)
given assumed errors in the direct matrix. Quandt (1959: page 304)
concluded:

(1) that the skewness of the errors in the Leontief

matrices tends to be transmitted to the solution and (2)

that the lognormal distribution provides a fairly adequate

description of the distribution of the solution,

irrespective of the distribution of the original errors.

Evans (1954) found that positive errors in a direct coefficients

matrix lead to positive errors in the Leontief inverse matrix.
Negative errors in the direct coefficients matrix lead to negative
errors in the Leontief inverse matrix. If positive errors in some
matrix elements are offset by negative errors in other matrix

elements, the errors will be somewhat compensating, although the

degree of such compensation is unknowable.
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Ives (1977) studied the sampling variability in the direct
coefficients, sampling variability in the inverse and solution
elements, and estimated "quasi" confidence regions for I-0 solutions.

Ives used an analytic technique to estimate the distributions.
Ives’' first step was to estimate a upper and lower bound of the sum of
the direct coefficient matrix, which he called ya. The direct
coefficient matrix associated with the maximum and minimum ;a or A
were used to find the Leontief inverses. Those two estimates were
then used with the forecasted new levels of final demand to generate
two estimates of total sales, Xy and X;, which represented an upper
and lower estimate of total sales. These values represent quasi-
confidence intervals for the estimated total output values.

McCamley et al. (1973) approximated the variance and standard
errors of employment multipliers for a survey based input-output
model. McCamley et al. (1973: page 83) reasoned that:

...Studies of this type ordinarily use information

obtained from a sample of firms in each sector to develop

transactions tables and subsequent results. The sample of

firms is usually selected on a probability basis. Thus if

the procedure had been repeated (or a different set of

random numbers had been used to draw the sample) a

different sample of firms and thus a somewhat different

transaction table would have been obtained.

McCamley et al. first estimated the variance matrix associated
with the transactions matrix. This matrix was estimated using: (1)
each firm’s distribution of sales and employment, and (2) each
county’s distribution of sales and employment. The employment

information was used to weigh the results since employment control

totals were used to expand the sample totals to regional totals. The
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result was an estimate of the variance matrix for the transactions
matrix.

McCamley et al. reasoned that the task of obtaining estimates of
multiplier variances would be formidable since multipliers are
nonlinear functions of the transactions table elements. They took
advantage of the fact that if x is a random vector then it is possible

to approximate the variance of the statistic f(x) by:

V(f) - (%)'V(x) (-gg , (22)

where V(x) is the variance matrix of x and (3df/dx) is the derivative
of f with respect to x evaluated at the mean of x. The statistic f(x)
is the multiplier to be estimated, and x is a vector representation of
the transactions table. The elements of the df/dx vector are thus the
partial derivatives of the multipliers with respect to transactions

table elements. The partial derivatives were estimated by:

A _ by 23
ax Rj L* ) (23)

where by, is the jh*M element of the Leontief inverse, Ry is the total
output in the base period of the j*® sector, and q; is the i®!
endogenous sector multiplier.

The variance of the h*® endogenous sector multiplier is given

by:

A& b b
Vigy) = E —Rﬂl‘qis,‘:q_f, (24)

1 mel j=1 -1 3
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where Sif is the covariance of the j*" element in the i‘" row and the
k*® element in the m*® row of the transactions matrix, and there are G
endogenous sectors.
Since McCamley's study used data in which each firm interviewed
supplied information only about its own employment and sales, the
covariance term (Sj‘f) is zero unless i=m. This leads to the final

formula used, it is:
G G b G bkh
v( ) - _Jlx{ 1311 —xb
L OP Ve IR (25)

West (1986) estimated the probability density function of
input-output multipliers under the assumption of normality of the
regional direct coefficients. The probability density function (pdf)

for the k' observed multiplier is (West, 1986: page 364-365):

A + By 1 y?
£(y)y = .exp{-= ————1},
Vi V2R [A+2By +Cy3] 15 xp{ 2 (A*ZBy*Cy’)} (26)
—0 y o
where the value is determined by the following three parameters:

n

A- (byyM,0,4)2,
‘§1 %M1 044
n

B = b, M;b,, 0}, and 27
1§1 3xMiby4 014 (27)

c= (byy045)2,
1;1 31743
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where o,; are the standard errors of each element of the regional
direct coefficient (A) matrix, b,; are elements of the Leontief
inverse, and M; is the observed multiplier, whether it be an output,
employment, or income multiplier.

West next approximated the mean and variance of y. The problem
remains of estimating confidence intervals. It turns out that if the
function (AC-B?) was close to zero, the distribution of y closely
approximates the normal distribution. West made the assumption that
the error associated with assuming that (AC-B%) was close to zero was

negligible and he then estimated the (l-a) confidence intervals by:

My = 2.,/ (VA$2Z,/,B) < My < My+z,,,A/ (VA+Z,/,B), (28)

where z,,, is the critical value of the confidence interval and M," is
the true multiplier.

West (1986:page 370) concludes by saying that:

This study ... is subject to a number of

limitations, primarily surrounding the original

assumptions on the distribution of the input coefficients.

This is one area where greater empirical research is

needed; it is quite possible that an alternative input

coefficient distribution would be more realistic...
In fact West (1986: page 364) says "This [the normality assumption of
the original data] is one aspect where complete lack of prior
information prevails." That is, the distributions may not be normal.

Jackson (1986) argues that input-output coefficients are
probabilistic since firms in a region have different "industrial,

institutional and locational factors" that affect them. Jackson

reasons that each coefficient in an input-output model should not be a
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point estimate but they should be considered a probability density
function (pdf). Multipliers with confidence intervals may be obtained
by simulation. Each direct coefficient (a,;) is drawn randomly from
its particular pdf, all multipliers are then calculated in the usual
way. Both steps are repeated a large number of times; the resulting
distribution of multipliers are used to develop confidence intervals.

Both West (1986) and Jackson (1986) assume that each direct
coefficient is independent. West (1986: page 364) says:

. the available evidence suggests that the cost of

increased complexity and data requirements of a more

general model, providing that an appropriate multivariate

distribution of coefficients can be formulated, outweighs

the resultant improvement in accuracy.

Jackson (1986: page 522) claims that "The independence assumption in
the full pdf formulation is actually less restrictive than in the
conventional formulations." The conventional formulation assumes that
a point estimate will be made for each direct coefficient, whereas
Jackson draws from a probability distribution to estimate each direct
coefficient.

West may be correct. The additional effort of discovering the
analytic solution of the confidence interval problem without the
independence assumption may not be worth it, but analysts may use
simulation to examine the problem without the expense of discovering
the analytic solution.

Jackson may underestimate the problem of the independence
assumption. A hypothetical example may help explain the problem with
Jackson'’s approach. Table 1 contains the hypothetical regional

production function data for three firms in the same sector. We may

assume that the firms are of identical size, therefore, the average
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Table 1. Hypothetical distributions of firm’s direct coefficients.

Purchases Firm A Firm B Firm C Firm D Average
From
Sector 1 .10 .40 .00 .15 .1625
Sector 2 .45 .00 .15 .30 .2250
Sector 3 .00 .1<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>