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ABSTRACT

DECISION SUPPORT SYSTEM COMPONENTS FOR FIRM LEVEL RISK
MANAGEMENT THROUGH COMMODITY MARKETING

Richard Dwayne Alderfer

Grain farmers can use several cash market and futures market instruments
prior to harvest to manage crop income risk. The farm problem is *"Which pricing
alternatives to use and how many bushels to price, to manage income risk, when
production and ending period prices are uncertain?* The research problem was to
design and test a decision support system to assist with the farm problem, utilizing
the producer’s risk attitudes.

Farm Income Risk Management (FIRM) is a series of microcomputer models to
solve the farm problem above. FIRM is a single crop, stochastic, non-dynamic model.
An option pricing model is used to solve for the implied volatility of the ending period
futures distribution (using an efficient market assumption). Futures markets were
modeled as normally distributed. Basis and yield distributions were subjectively
elicited. These factors form the expected each market gross margin distribution. The
first two moments of the expected gross margin distribution seed an "equally likely
risky outcome” expert system called ELRISK, to give a subjectively elicited utility curve.
The result is a discrete "Bernoullian® utility curve with 9 to 14 points that extends
across most of the gross margin distribution.

A non-linear "Box’s Complex* subroutine seeks to maximize expected
subjective utility of the marketing simulation. The simulation includes all transaction
and opportunity costs. Bushels to forward contract, futures hedge, put hedge, and

basis contract are recommended for the individual producer and the particular crop.




Richard Dwayne Alderfer

Twenty-nine Michigan soybean producers tested FIRM at four
extension/research workshops. All 29 producers for the problem under consideration
were risk averse across the gross margin range elicited. Forward contracting was the
prevalent pricing alternative, while put options were seldom recommended. Producer
utility curves were fitted to four functional forms (linear, quadratic, semi-log and
negative exponential). The negative exponential function was judged to be superior
based upon R? comparisons.

FIRM was judged to be successful in a workshop setting. The concepts used

in FIRM could be extended to other risk problems.
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1.1 Background

Commercial grain farmers can use several cash market and futures market
instruments prior to harvest to manage crop income risk. The farm problem is "Which
pricing alternatives to use and how many bushels to price, to manage income risk,
(for a particular grain commodity) when production and ending period prices are
uncertain?" Commercial grain farmers face production, futures, and basis uncertainty
resulting in substantial income risks.

Newbery and Stiglitz (1981) noted in their assessment of price stabilization
schemes that: "If the riskiness of agriculture is reduced, it may allow more ... powerful
incentives to increase output. Price stabilization may therefore generate additional
efficiency gains which are very desirable”.' In an effort to create more ways to
manage income risks, the Commodity Futures Trading Commission has subsequently
approved trading of options on several agricultural commodity futures contracts
(CBOT; 1985, Cox and Rubinstein; 1985). Buying put options® provides "price
insurance" for producers that lead to more efficient risk contingency markets. This
means that farmers and elevators can get price insurance, but how much insurance
should they buy, or should they just hedge or sell some of the expected production?

A 1988 survey indicated that less than 5 percent of the producers and less than
half of the commercial elevators were using options on futures contracts in pricing
grains in lllinois (Whitacre and Olmstead, 1988). The survey focused on minimum

pricing contracts which are a cash market instrument based upon options on futures.

'p. 169

2 Marketing and risk terminology are described in a special appendix to this chapter.
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Sixty-nine percent of the elevator managers surveyed indicated that the major reason
for low use of minimum pricing contracts by producers was a lack of knowledge
about their mechanics and application (an information gap). Several other surveys
showed a minority of United States farms use futures and options directly (Helmuth,
1977; Patrick et al., 1985; Harwood et al., 1987; and Shapiro and Brorsen, 1988).

Patrick et al. (1985) found that acquiring market information was the most
important management response for reducing farm income risk of the 149 farmers
they surveyed (in 12 states). They also found that the farmers surveyed felt product
prices were the most important source of farm income risk. Branch and Olson (1987)
found similar results in a study of Wyoming ranchers.

Arthur Anderson and Company (1982), in conjunction with the University of
llinois, surveyed 535 commercial lllinois producers. Ninety percent of those surveyed
felt management assistance in marketing would be important in the future. Most felt
present marketing services were inadequate, and nine out of ten felt that marketing
consultants would also be important in five years.

Brown and Collins (1978) surveyed 782 farmers from 10 states, and found that
marketing was the number one informational need. Other survey efforts were
summarized by Hughes et al. (1981) leading to similar conclusions that farmers need
and want improved marketing information.

Batte et al. (1988) surveyed 215 Ohio grain farmers. Sixty-nine percent of the
respondents said marketing information needs were adequately met. One possible
reason for this difference is that respondents were not instructed on the difference
between data and information. Davis and Olson (1985) and Hodge et al. (1984) noted

that data and information are quite dissimilar. Data needs to be processed before it
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can become useful information. The Ohio survey asked for rankings of marketing
“information” sources, where some alternatives suggested were data oriented (e.g.
local newspapers) and other alternatives information oriented (e.g. marketing
consultants).

Perhaps farmers receive enough marketing data, but desire more marketing
information. If the conflicting findings of Batte et al. (1988) are reconciled as farmer’s
lack of desire for additional marketing data, then there is consensus. In fact, Batte
(1985) suggested “that a new area of emphasis in risk management research be to
improve information quality and quantity. This involves a shift of emphasis from
measuring risk to improving information available to farmers so as to reduce the
uncertainty in the decision environment".®

Surveyed producers and agricultural economists have generally concluded that
farmers need more marketing information in order to manage risk. The introduction of
new pricing alternatives (i.e. hedging with options and minimum pricing contracts)
have accentuated this need, especially since these new pricing alternatives involve
“price insurance," and do not set a price for the commodity.

Pre-harvest marketing implies that total production is not known. This is a
much different (and more difficult) problem than post-harvest. After harvest, marketing
becomes a storage and pricing problem, since the quantity produced is known. If
output is known with certainty, the entire crop can be sold and there is no more
income risk due to price. There may remain some small storage risk, if a forward

contract is used to price grain later in the marketing year.

°p. 197




1.2 The Problem

Commercial grain farmers can use several cash and futures market instruments
prior to harvest to manage their crop income risk. The producer problem is, “Which
pricing alternatives should | use and how many bushels to price for a particular grain
commodity, when production and ending period prices are uncertain?" This type of
market information is not currently available to individual farmers, except perhaps
through marketing consultants. Furthermore, this question, "How to sell and how
much?" needs to be frequently re-examined during the growing season, as new
market data emerges and growing conditions change. Answers to the "How and how
much?" question, are influenced by the risk attitudes of the producer.

Producers presented with improved market information should be able to more
easily appraise market conditions and more fully comprehend the income risks. With
this knowledge, managers can make more rational decisions related to income risks.
be better able to understand income risks, and through the selection of appropriate
pricing alternatives, manage income risks. Agricultural economists have contributed
substantially to literature on risk theory, decision analysis, pricing alternatives, and
farm records systems, but have yet to combine these efforts into a set of decision
tools to provide farmers with improved farm marketing information. The research
problem is to improve marketing information by developing and testing
microcomputer tools that help farmers consider their risks and decide how many

bushels to price, with each pricing method.




1.3 Research Goal

The goal of this research is to design, construct and evaluate microcomputer-
based software components that help farmers evaluate grain market conditions,
production and pricing risks and to evaluate preharvest pricing instruments. Grains
were chosen for their seasonal characteristics, strong market structure and substantial
yield and price uncertainty. This microcomputer decision software is designed to
manage risk through selection of commodity marketing alternatives for a single grain

commodity.

1.4 Research Objectives

Several objectives must be accomplished in order to meet the research goal

These objectives are:

1. To review and summarize relevant portions of systems science methods,
probability theory, risk theory, decision analysis, commodity marketing,
decision support systems, and management literature related to the farmer’s
marketing problem. This will help in the selection of methods used to address

the problem.

2. To develop a marketing model, “Farm Income Risk Management" (FIRM)
that will provide improved information to commercial grain producers regarding
income risks related to commodity marketing. This model addresses the farm
problem; "Which pricing alternatives to use and how many bushels to price,

when production, futures and basis are uncertain (for a particular grain




e
commodity)?* FIRM will be developed for use in a workshop setting and as a

research tool.

3. To test the usefulness, "workability" (effectiveness), and whether the
recommendations of the model correspond to previous experiences and

marketing thumb rules.

4. To identify those areas of theory and knowledge that this research has

contributed and discuss research areas that need further exploration.

1.5 Research Benefits

Disciplinary and subject matter work is verified, not only by other related
research efforts, but also by the application of those theories to actual problems. This
research. Problem solving research has a responsibility, to point out disciplinary and
subject matter research areas that need further studying. Subject matter and
disciplinary researchers should benefit from the identification of those economic
issues where further understanding and insight are needed.

Since FIRM will be tested for workability by grain producers, it should improve
their understanding of the risks they face in producing and pricing grain and their
ability to manage those risks. If an "end-user" product is ultimately developed as an
extension of this research, FIRM users will be able to evaluate grain marketing
decisions more frequently and thoroughly, and manage their income risk more

efficiently.

* Johnson (1986) further defines workability.
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FIRM will be a package in the Decision Support System (see Chapter 1
Appendix). As such, its components or modules could be adapted by problem
solving researchers for solving related problems. FIRM could be adapted to other
commodities, livestock, other marketing strategies, non-commodity products and
government commodity program benefits.

FIRM could serve as a teaching tool for farm management, commodity
marketing, applied risk management and/or systems science, by showing the subject
matter components as well as the modeling methods. Appropriate audiences could
be upper level undergraduates and graduate students, as well as extension workshop
participants. Efforts in this area are not explicitly part of the research objectives, but
are realistic possibilities.

FIRM will not be designed to directly increase aggregate or individual producer
income over time. If FIRM is successful for individual producers, it will allow them to
manage expected grain income/risk tradeoffs consistent with their desired risk
attitudes. As Newbery and Stiglitz (1981) noted earlier this may bring indirect gains in
efficiency over time. Regarding evaluation of decisions rules, von Winterfeldt and
Edwards (1986) noted:

..rules for decision making should never be evaluated on the basis of their

results (p. 2). ... the quality of decisions really means the quality of the process

by which they are made, and that can be evaluated only on the basis of
information available before their outcomes occur or become certain. Rational
decisions are made and must be evaluated with foresight, not hindsight.®

If farmers are not currently operating in the area of their desired income/risk

preferences, and/or they are choosing marketing alternatives that are inefficient by

*p.3
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income/risk standards, then successful use of FIRM should bring improved farm
performance. This improved farm performance must be measured by the same
income/risk criteria. If bankers see that a producer is managing risk more efficiently,
cost of capital could be lower and/or increase borrowing capacity might be possible
bringing potential indirect profit improvements in the long run.

Agricultural futures and option markets have been under-utilized by producers,
if agricultural economists are correct in assessing their risk reducing benefits and
costs (see Holt and Brandt, 1985 for a review). FIRM will be able to more completely
evaluate grain pricing mechanisms, such as futures and options (from a risk
standpoint), allowing producers who have not used a particular pricing tool, to easily
consider them. A farmer with little or no understanding of futures and options will
have impetus for learning about futures and options, if these marketing mechanisms
are suggested to him or her by FIRM. Marketing and management consultants, farm
lenders, extension personnel and elevator service personnel could benefit from their
own analysis and use of FIRM, as well as perform analyses for farm clientele.

Testing FIRM on a group of producers will generate empirical information
regarding risk behavior and the efficiency of various commodity marketing alternatives
for the test group. To the extent that the evaluated farmers (and their risky
environments) are similar to farmers in general, these findings may be helpful to other

problem solving and subject matter researchers.

1.6 Research Methodology

Research Methodology is not to be confused with research methods. Machlup

(1978) defined methodology as:
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The study of the principles that guide students of any field of knowledge, and

especially of any branch of higher learning (science) in deciding whether to

accept or reject certain propositions as a part of the body of ordered

knowledge in general or of their own discipline (science).®
Webster's New World Dictionary (Guralnik, 1972) defined methodology as “the science
of method, or orderly arrangement; specifically, the branch of logic concerned with the
application of the principles of reasoning to scientific and philosophical inquiry."
Researchers may use different methods, but hold similar methodological views, or
hold different methodological perspectives and use similar research methods.
Remaining chapters will discuss research methods, but discussion of the researcher’s
methodology is an important prerequisite to thorough research.

The research methodology employed is predominantly pragmatism and is an
important reference point for the reader. Many efforts in risk literature are positivistic
or conditionally normative. Baysian approaches to statistics are in fact a cornerstone
of risk theory, and are perhaps best described as conditionally normative. Johnson
(1986) noted that "conditional normativism has the distinct merit of permitting a
positivistically inclined economist to engage in problem-solving and subject-matter
research".’

This research will employ tools common to positivistic or conditionally
normative research, but its pragmatic nucleus is still asserted. Problem-solving
research, particularly involving system science methods and structure, is by nature
pragmatic. Knowledge about values is called normative and descriptive or largely

value free knowledge is called positivistic. While normative and positivistic knowledge

°p.54

"p. 86
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might exist separately, the pragmatist views them as interdependent in the problem
context. Conditional normativists view both types of knowledge, but discount their
interdependence.

Problem-solving results in prescriptive knowledge. The pragmatist relies largely
on the test of workability of the consequences in addition to tests of correspondence,
coherence and clarity when validating his or her research. With those tests in mind,
the product of this research should correspond to related previous knowledge, be
logically consistent, lack ambiguity, but most importantly, work well enough to solve
the problem of risk management described earlier.

Pragmatism has its strengths and weaknesses. Its strengths include ability to
address real problems and the capacity to merge the value and value free sides of the
problem. This somewhat holistic approach also breeds complexity. It is not as well-
suited to problems that are chiefly value free (e.g. physical science research) or
heavily value laden (e.g. social science research). Further weaknesses are that truth
is conditional to the particular problem. In response to these weaknesses, firm level
risk management will necessarily involve both value and value-free information. The
prescriptive knowledge generated for a particular decision-maker will be unique or
conditional to the problem situation. For some research this is a weakness, but in
decision support systems it is a vital characteristic.

Positivists perform tests to accept or reject hypotheses at some specified
confidence level. The test of workability, which is a cornerstone of pragmatism, is not
usually easy to measure. "How well must the decision support system work, and
what percentage of the time must it work well?" are important questions. The

pragmatist must resolve these questions with the same experience, knowledge and
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intuition that the positivist uses in selecting the appropriate confidence level. For
FIRM the test of workability will be aided by a series of producer workshops that will

include formal and informal surveys of the participants.

1.7 The Dissertation Framework

Chapter one defines the goals and objectives of this research. An appendix to
Chapter one discusses important terminology that is used in the remainder of the
research. The appendix contains three sections of terms. The first section is risk and
uncertainty, the second is commodity marketing, and the third is Decision Support
Systems.

Chapter two examines literature on procedures used to describe the problem
and methods employed in deciding which solutions to the problem are preferred.
Chapter two also contains an extensive review of risk-related literature, followed by a
review of pertinent research efforts. This review will identify advantages and
disadvantages for decision methods to be considered for FIRM, as well as
characteristics of the problem set, that impact the decision methods.

Chapter three presents a more complete description of the problem
environment, the target audience, state and control variables. Chapter three also
presents the FIRM model. A case farm and results of that farm are used to illustrate
how the model operates. Chapter four is model validation. Tests of hypothetical
producers are designed to validate the FIRM model and see if results correspond to
what is already known about risk reduction and commodity marketing.

Chapter five summarizes information about producer participation in the four

extension/research workshops. Risk attitudes of the workshop participants and the
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marketing recommendations of FIRM are summarized. The later part of Chapter five
presents workability tests, to examine how well FIRM operates with farmer/managers.
Chapter six is a summary and conclusion chapter. Chapter six also presents
the research findings and opportunities for further research.
The computer code for FIRM components is included in the appendix, along

with workshop evaluation forms, workshop data, and utility functions of the producers.

1.8 Summary

Improving the quality of marketing information is an important factor in
reducing farm income risks, according previous research efforts. This research will
formulate, document and test decision support system (DSS) modules for grain
producers to manage farm income risks through selection of pre-harvest commodity

marketing alternatives. Research goals and objectives were presented in this chapter.
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APPENDIX TO CHAPTER ONE - Terminology

The following subsections describe fundamental terminology of the important
subject matter areas. These brief subsections are included here rather than with the

remainder of the appendices at the end of the dissertation, to encourage their reading.

1.A Risk and Uncertainty Terminology

Any work involving decision-making in conditions of risk and uncertainty would
be incomplete without clarifying the author’s use of terms "risk" and “uncertainty.”
Knight (1921) made an early attempt to differentiate between risk and uncertainty. He
felt risky situations were those where the decision-maker had empirical information
available to develop more objective probabilities. Uncertainty involved less familiarity
with the situation leading to subjective probabilities. See Debertin (1986) for parallel
ideas.

To Knight, a coin toss or roll of the die would be viewed as risky, not uncertain.
Consider the event of whether a particular person will be rained on one week from
today. If that person were a meteorologist, such an expectation would likely be based
on a greater deal of familiarity and therefore characterized as risky. Using Knight's
terminology, for most persons the event of rain one week hence is uncertain.

Robison and Barry (1987) argued that whether the decision-maker has
familiarity or empirical evidence regarding the situation, he or she must still form
personal probabilities regarding the possible outcomes and form a decision (See also
Anderson et al., 1977). With this argument, the distinction that Knight (1921) used

becomes less useful. Robison and Barry (1987) found it more valuable to consider
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risky events as a subset of uncertain events. Uncertain events are those which result
in two (or more) possible outcomes or states. According to Robison and Barry (1987)
risky events are "those uncertain events whose outcomes alter the decision-maker’s
well being™ By this distinction, a mere coin toss is an uncertain event that becomes
risky to the person(s) involved when differing rewards or punishments are determined
by the outcome of the toss.

Both attempts to differentiate risk and uncertainty have intuitive appeal as well
as limitations. Robison and Barry (1987) left little room for economists use of the
word uncertainty, except where "risky" would more accurately describe the situation.
Uncertain events which are not risky would be trivial to the economist and the
decision-maker. Using this more recent distinction only risky events have utility for
economists.

In this dissertation, the terms risk and uncertainty will be used interchangeably.
This does not mean the terms are perfect synonymous. By intuition, risk implies
potential for welfare change more so than uncertainty. Throughout this text, few
uncertain events will be discussed that hold no welfare consequences for the decision-
maker. This is not an admission that the difference between risk and uncertainty is
insignificant or does not exist. Stronger conclusions were reached by Sonka and
Patrick (1984) when they state that “the distinction between risk and uncertainty is
unimportant".’

Foregoing Knight's (1921) distinction between risk and uncertainty, creates the

need for terms to delineate situations where probabilities are formed with greater or

®p. 13

°p. 94
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lesser confidence. With limited meteorological data, the chance of next year's April
showers exceeding seven inches in Washington D.C. could be elicited from most
persons, with very little confidence. Making odds on a coin toss coming up heads is
likely done with much greater confidence. This author will use the terms objective
probability to represent the coin toss type situations and subjective probability to
describe cases like the April showers example.

Of course, decision-makers almost never face probabilities that are purely
objective or subjective, but rather on a continuum between the extremes. Knight
(1921) faced this same difficulty with the terminologies he chose, and there seems
little way to clearly describe all of the situations between the extremes. The practical
solution is to describe situations that are largely “risky" in Knight's (1921) terms as
objective, and those he would have classified “uncertain” as subjective probabilities.
This same nomenclature and similar arguments were also presented in Bessler (1984
and 1985). Decision-makers often integrate objective and subjective probabilities in

decision analysis. Thus the two terms become useful, but are not independent.

1.B Marketing Terminology

Agricultural Economists have used the term "marketing” to include every item
passing in and out the farm gate, and on to the consumers’ table or textile mill.
Subtopics of marketing include, transportation, distribution, processing, standards and
grading, wholesale and retail sales pertaining to food, fiber and other agricultural
products and inputs. There is little doubt that the subject of marketing covers vast
territory. Only a small portion of this broad topic is addressed in this particular

research. This segment involves farm-level marketing of grain commodities such as
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corn, soybeans and wheat. The decision support system (DSS) to be developed will
deal primarily with pricing these commodities, through standard pricing alternatives
(e.g. futures hedging and cash forward contracting).

Pricing will be used in terms such as pricing tools, pricing alternatives or
pricing commitments, to indicate the process of establishing a price (or portion of the
price) for some number of bushels, through a contractual agreement, for a specified
delivery or contract period. Marketing, as used by this author, is a superset of pricing
that could include different time periods, as well as a combination or portfolio of
several pricing alternatives. A database of previous pricing commitments for the farm
would best be described as a marketing database, since the portfolio of commitments
could involve various time periods, several pricing alternatives and more than one
crop.

Several commodity marketing terms have local meanings, and may be
understood differently in different parts of the country. In this document the
terminology used in the Chicago Board of Trade (1985) Commodity Trading Manual
will be used where possible. Some critical terms are summarized and boldface in the
remainder of this section.

There are two major markets, the cash market and the futures and options
markets. The cash market involves delivery of the physical commodity, either now or
at some date in the future to a specified location. Any two individuals can make an
exchange in the cash market. An exchange made now is called a spot sale. There
are cash contracts for future delivery. Such contracts may include the entire price or

value (called a forward contract) of the commodity or some agreed upon portion of
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the price (such as a basis contract). Forward contracts and spot sales can take
place in any volume and location agreed upon by both the buyer and seller.

Futures markets are highly structured forward markets for standardized
commodities, at specified months, uniform quantities and federally supervised
locations. Futures contracts are bought and sold on the futures markets. The buyer
[seller] of a futures contract must sell [buy] the contract back before it expires, or
upon contract expiration pay the futures contract price and take possession [receive
the contract price and make delivery] of the same quantity and quality of the
commodity at a terminal location.

Options can be purchased [alternatively sold first] on the underlying futures

contract for a specified strike price at a negotiated premium. A put option [call

option] gives the buyer the right, but not the obligation, to sell [buy] the underlying
contract in the futures market at the strike price. Options are traded on an underlying
futures contract. They serve as futures market's price insurance.

The basis (in this research) is defined as the cash market price minus the
appropriate futures market price, at a specific location and time. The basis for spot
sales today is the spot price minus the nearest futures contract price. The basis for
January soybeans is the January forward contract price minus the January soybean
futures price. The soybean, corn and wheat basis is usually a negative number in the

major grain producing states.

1.C Decision Support Systems (DSS)

Sprague and Carlson (1982) described DSS as computer-based systems that

help decision-makers confront ill-structured problems through direct interaction with




19
data and analysis models. More specifically, Sprague and Watson (1983) outlined the
conceptual design of a DSS and its components as shown in Figure 1.1. The three
principle components of a DSS are the data base, model base and decision-maker.
The integration of data and models into a DSS reduces data entry, since production

and financial records are available to the model base.
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Sprague & Watson (in House;1983, p. 22)

Figure 1.1 Components of a Modern DSS

House (1983) is a good source for further DSS concepts and examples. Harsh
(1987A and 1987B) detailed DSS in the context of agriculture, including a description
of the Integrated Decision Support System project at Michigan State University. FIRM
is part of this larger DSS project which is being designed to operate on powerful

micro-computers (Intel 80286 and 80386 based machines).
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Recall from section 1.2 that the farmer’s problem is "Which pricing alternatives
to use and how many bushels to price, (for a particular grain commodity) when
production is uncertain?* Such a problem implies uncertain futures price, basis, yield
and total costs.

The purpose of this chapter is to review literature to help find D(%); where, % is
uncertain crop income for a single crop, and D() is a decision rule or efficiency criteria,
or some method to measure of the desire for income (%) from the crop (under the
related marketing problem).

For the case of deciding pre-harvest marketing...

D(x) = g(.,6,9,.C(a),c(y,a),a,S,m,n,Cov(i,6,9)) 2.1)

where: D() decision method - may depend on more than %
% income distribution
[¢] the marketing function
b basis distribution

i futures distribution
y yield distribution
(1..m) subscripts for the particular pricing methods

n(1..m) the number of bushels to market in each of the m methods
C direct costs per acre (seed, chemicals, fuel, not land)
c yield dependant variable costs (on a per bushel basis)
a acreage (cash and owned plus portions of share crop)
Cov(t,6,9) covariance matrix between distributions

S static market information. Static information involves interest rates,
today’s cash market quotes, option premiums, time until option
expiration and more. The control variables are n(1..m).

For this decision domain, the direct costs (C) do not vary with yield, but would
vary if a different crop were grown or a different yield target. Often direct costs for

crops are allocated on a per acre basis. Per bushel costs for the problem described

include harvesting, trucking, drying and other handling expenses.
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Equation 2.1 is a general form because selection of a particular D() will affect a
more specific formation of the problem. It is possible that other factors should be
considered besides uncertain income. These factors could include, but certainly are

not limited to, the decision-maker's desire for income, leisure, debt, financial

cor ints and ur ing of pricing methods. Without an intrapersonally-valid
common denominator between these other factors, no unique solution may exist.
Multiple criteria decision making is possible (if other criteria are deemed important),
but cannot guarantee a solution exists, and if one exists, that it is unique (Manetsch
and Park;1988). For the marketing problem uncertain income was deemed the
important decision factor, because most other factors would not be affected from one
marketing plan to another. While financial constraints may be very real, the best or
acceptable D() should have ways of working with such constraints. Depending on the
decision methods chosen, it may be important to know the attitudes the producer has
about income/risk tradeoffs.

This chapter begins with overviews in risk principles, probability principles, and
expected utility theory. In a later section the right hand side of equation 2.1 will be
discussed further, with special focus on how uncertain variables can be evaluated and
represented. The chapter continues with decision rules or ways to decide, followed
by previous related research, and finally a summary.

Uncertain crop income can be represented by a "Cumulative Distribution
Function® (CDF) in Figure 2.1. A CDF shows the probability of getting equal or less
income at every income level. Changing the number of bushels to be priced in each
of the pricing alternatives considered in the g() function (above), could give different

income distributions, like those in Figure 2.1. Any of the three distributions shown in
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Figure 2.1 could be the "best* depending on how they are evaluated. Some
evaluation methods or decision criteria offer analysis for large classes of producers

and others are very specific for the individual producer and their attitudes about risk.
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Figure 2.1 Comparing Income Distributions

Before constructing *Decision Support System" (DSS) tools to manage income
risk through commodity marketing, there are a number of background areas that need
examining. Exploring these areas will hopefully lead to a more objective selection of
decision methods (the *D()*). This should help develop a common understanding of

numerous terms in risk and decision theory, as well as introductory probability theory.
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In addition, this research will certainly benefit from a review of methods previously
developed, even if many of them are not used.

Decision theory, with special attention to decision rules, risk efficiency and risk
preference elicitation will be a critical part of the research foundation. An
understanding of commodity markets and price behavior, with particular attention to
market efficiency, futures price volatility and how to estimate and represent uncertain
variables are prerequisites to the research.

In this chapter there are a number of technical terms which are used to
describe risk, but which should not be used with farmers or decision makers.
Decision theorists create games, gambles or lotteries with probabilities of payoffs or
outcomes. The word "games” may accurately describe the situation for a theorist, but
perhaps not for the manager or decision-maker. Managers make plans and
selections based on the situations they face. They may get good results or bad, but
they don’t "play games.” (See Musser and Musser;1984 for more) In this chapter the
theory terms will be used, giving way in later chapters to terms that represent

management activities.

2.1 Risk Principles

Daniel Bernoulli (1731) proposed the idea that people act as if they make risky
decisions by adding up the utilities times the probabilities of each possible outcome.
The Latin term he used for this process translates to *mean utility.” In his collection of
letters and papers he demonstrated this particular view with several examples.

Except for Bernoulli’s early work, risk is a relatively new topic in economics,

with much of the research progress being made after World War Il. The subjects of
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risk and decision-making are shared across several disciplines including (but not
limited to) management science, economics, medicine, psychology, and statistics. In
this section the focus on risk is largely from the prospective of economics,
management science, and statistics. Previous efforts and terminology related to risk

form an important foundation for the development of the DSS components to follow.

2.1.1 Probability Principles

Two terms critical to probability and risky decision-making must be defined.
The “probability density function® (pdf), denoted by f(x) (where x is the uncertain value,
of a variable X), is f(x) = p[X=x]. Where x = x,, X,,.., and the sum of the probabilities
for all x, under consideration is one. Lowercase p indicates the probability of the
event in the subsequent bracket. A related function called the “Cumulative Distribution
Function® (CDF), and denoted by F(x) is simply, F(x) = p[X<=x]. Where x = X,, X,,..
For continuous random variables, the pdf is a function whose probability at a
particular value x is infinitely small, since X is continuously divisible. However, a
common practice with continuous variables is to form histograms of equal interval.
The CDF for continuous random variables is expressed as an integral of its related pdf
function, taken from minus infinity to some value of the variable X. The value of the
CDF probability is bounded by zero and one.

With continuous random variables only the CDF can be graphed with
numerical values on both axes. The p[X = x] for a continuous variable is infinitely
small, but pdf's are often sketched for continuous variables with no values on the
probability axis. For most persons, probabilities (values of the pdf) are more easily

understood than the CDF (von Winterfeldt and Edwards, 1986). For this reason,
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empirical work with continuous random variables usually involves converting the
distribution to a discrete one and eliciting probabilities of intervals. An alternative is to
elicit percentiles, where the 20th percentile is the value of X for which F(x) = .20, and
the 50th percentile is the median of the distribution. With enough elicitations a
discrete CDF is formed which may then be smoothed if the underlying variable is
continuous.

The kth moment of a probability distribution about the origin is E[X]. Thus,
when k=1, the first moment of a distribution about the origin is the mean of the
distribution. Higher moments about the origin are seldom discussed. More useful
measures are higher moments about the mean. The kth moment of a probability
distribution about its mean is M* = E[ X - E(X) ]. Where M" is the kth moment of a
distribution about its mean, X is a random variable and E represents the expected
value of the bracketed expression. The second moment of a distribution about its
mean (M?) is the variance. M® is a measure of symmetry or skewness. If M* = 0, the
distribution is symmetric (e.g. Normal distribution) and M* is kurtosis. Kurtosis
modifies the normal distribution to give it a thinner higher peak and thicker longer
tails. Skewness and kurtosis are used in testing normality of futures price movements

(Gordon, 1985; Gordon and Heifner, 1985; Mann and Heifner, 1976).

2.1.2 Expected Utility Theory (EUT)

“Expected Utility Theory" (EUT) is the cornerstone for most risk research in
economics. In fact, while Bernoulli did not name his concepts EUT, he easily could

have. A number of authors have referred to risk related utility functions as Bernoullian
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utility functions (Lin and Chang;1978, Buccola and French; 1978, Ramaratnam et
al.;1986).
Numerous authors, (von Neumann and Morgenstern, 1944; Friedman and Savage,
1948; Luce and Raffia, 1957; and Machina, 1983), have contributed to the theory
through fundamental axioms and deductions that result. Summaries of EUT primary
axioms and implications can be found in Robison and Barry (1987), Anderson et al.
(1977), Machina (1983a, 1983b), and Copeland (1983). The following is a brief
overview.

Using Machina’s (1983a) nomenclature, the three primary axioms of EUT are
(1) completeness, (2) transitivity and (3) independence. Completeness (by some
authors called "ordering of choices®) simply means that any two choices (of all
available choices) can be compared; and the decision-maker will either prefer one of
the two choices or be indifferent between the two choices. Decision makers may
weakly prefer or strongly prefer one item over another. Weak preferences indicate
either preference or indifference, while strong preferences indicate no indifference and
only preference.

The transitivity axiom says, “if a decision-maker weakly prefers choice A to B,
and weakly prefers choice B to C (with at least one strong preference), then choice A
must be strongly preferred to choice C. This axiom indicates that decision-makers
have the ability to ordinally rank preferences.

The first two axioms deal with preferences for choices under certainty, although
they imply individual’s preferences may be represented by a “preference functional®
defined over a probability distributions. In other words, the decision-maker's choices

could be between gamble A and gamble B. The most critical and often questioned



28
axiom is that of independence. To quote Machina (1983a), the independence axiom
is: "a risky prospect A is weakly preferred (preferred or indifferent) to a risky prospect
B if and only if a p:(1 - p) chance of A or C respectively is weakly preferred to a
p:(1 - p) chance of B or C, for arbitrary positive probability p and risky prospects A, B,
and C".' This standard independence axiom implies that person’s preferences are
linear in the probabilities. Machina (1983a and 1983b) details a more general and
recent form of the independence axiom which extends the breadth of the EUT.

From these three axioms come simple, but important theorems. The theorems
are proven in most of the risk literature previously cited, as well as in Varian (1984). If
a decision-maker obeys the axioms, then the utility of a gamble is equal to the sum of
the utility of individual outcomes times the probabilities of their occurrences. This
implies a Bernoullian utility function representing decision-maker preferences and
subjective probabilities formed by the decision-maker who has accepted some
gamble from a set of possible gambles (the results of Theorem #1).

A related theorem (#2), is that *for any gamble there exists some certain
outcome (called a certainty equivalent), such that the expected utility of the gamble
and the utility of the certain outcome will be equal, and the decision-maker will be
indifferent between the gamble and the certain outcome (measured in the income
units).”

The idea of a certainty equivalent for a gamble was described in Robison and
Barry (1987) and is shown graphically in Figure 2.2. The horizontal axis is the income
(or lottery payoffs or just X), the utility of income (U(X)) is plotted on the vertical axis.

E[X] is the expected gamble income and is proportionally distanced between the two

"p.2
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lottery payoffs according to their respective probabilities. In Figure 2.2 the gamble is
a .5 probability of an $80,000 income and a .5 probability of $40,000. With a utility
curve (A-B) in Figure 2.1, the E[U] for the gamble is 200. This is simply
.5 U(80,000) + .5 U(40,000). The "certainty equivalent® (Xce) is the amount of certain
income whose utility would equal the utility of the gamble. In Figure 2.1 the Xce is
$50,000. There is a $10,000 difference between the Xce and the E[X] due to the
degree of risk aversion (bend) in the utility curve. This $10,000 difference is called the

“Risk Premium* (RP).
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Figure 2.2 Basic Utility Concepts



30

A decision-maker with a concave utility function like that shown in Figure 2.2
would be willing to accept some certain income less than E[X] rather than accept the
gamble. This behavior is called risk averse since E[X], the expected income of the
gamble (measured in X), exceeds the Xce of the gamble.

Persons with utility functions that are globally (locally) concave in income
would be globally (locally) risk averse. Utility function convexity if global (local) would
show a global (local) preference for risk. Similar arguments hold for linearity of the
utility function implying risk neutrality.

A utility function like Figure 2.2 is called a Bernoullian or sometimes von
Neumann-Morgenstern (1944) (vN-M) utility function. Bernoullian utility functions are
not equivalent to utility functions in traditional consumer demand theory because the
former involve uncertainty and risk preferences, where the latter do not. In addition,
Bernoullian utility functions are cardinal, since they are unique up to a linear
transformation of the utility measurement. Utility functions in modern consumer theory
are ordinal and, therefore, unique up to any monotonic transformation. Risk theory
seldom involves ordinal utility functions of consumer theory, but relies heavily on the
Bernoullian utility function. As a result, all references to utility in this document will be
to Bernoullian utility, unless it is specifically stated that the utility is of an "ordinal”

nature.

2.1.3 Measures of Risk Aversion

Utility is measured on an arbitrary scale. As Varian (1984) mathematically
showed, changing the location and/or scale of utility (a linear transformation of the y

axis) results in an identical expected utility function (expected risk behavior). Robison




31
and Barry (1987) showed this graphically by shifting each point on the utility function
in Figure 2.2 some equal distance upward (a change in location). When this is done
the certain equivalent for the two utility functions (persons) remains identical. Similar
graphical evidence can be made for changes in the utility scale. This lack of
appropriate units with which to measure utility means that cardinal measure of utility is
not an important characteristic for measuring risk preferences, but rather the bending
rate of the utility function.

Using Figure 2.2, it is easy to see that as the utility function bends more
sharply, the certainty equivalent of the gamble is farther from the expected outcome of
the gamble (both measured in X). The second derivative of the utility function plays
an important part in measuring the rate of bending and, therefore, risk aversion. Most
decision-makers operate in a range where more is preferred to less; thus U'(X) > 0
(the first derivative of income utility, is positive). The utility function is upward sloping
when income (X) is plotted on the horizontal axis and U(X) on the vertical axis.
Knowing U'(X) > 0 says nothing about whether the decision-maker is even risk averse
or preferring, since the utility function could be concave or convex.

When the second derivative of income utility, U™ (X), is negative (positive, zero)
the decision-maker is risk averse (preferring, neutral) as previously discussed, and the
utility function is concave (convex, linear). The size of U”(X) indicates the degree of
bending in the utility function, but because utility is unitless, U”(X) needs to be
"normalized.” Pratt (1964) set R(X) = - U"(X)/U’'(X) called an "absolute risk aversion*
(ARA) function. R(X) can be useful for measuring degrees of risk aversion/preference

when the decision-maker conforms to the realistic axioms of EUT.
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The value of the ARA function, R(X), evaluated at a particular income is called
the ARA coefficient. The ARA function is not affected by linear transformations of the
underlying utility functions, allowing some comparison of risk behavior across
individuals. However, the ARA coefficient is a local measure of risk aversion that is
dependant upon the income level at which it is being measured (Raskin and Cochran;
1986). This is true for all reasonable utility functions, except the negative exponential
utility function and linear functions of risk (risk neutral).

ARA coefficients for two different individuals (different utility functions) allow
comparison of risk attitudes, provided that X is measured in common units, the values
of X at which the ARA is calculated and interpretation of X are equivalent for the two
persons. The larger the value of the ARA coefficient the greater the degree of risk
aversion, and the expected income from a gamble will be greater than the certainty
equivalent (for positive R(X)). The equation is RP = E[X] - Xce, where RP is the risk
premium, E[X] is the expected income from the gamble, and Xce is the certainty
equivalent of the gamble (all measured in units of X). The more positive (negative) the
value of the ARA coefficient the more risk averse (preferring) the decision-maker is,
and the larger (smaller) the risk premium. When the ARA coefficient is zero, the
decision-maker is locally risk neutral and the risk premium is zero. Such a person is
locally a profit maximizer.

R(X) is a local measure of risk aversion, but RP can be applied at any income
level. In fact, if a person is offered a discrete lottery of winning or losing $10,000
based on a fair coin toss, the value of U’(X) evaluated at the mean (zero) may be zero
leaving R(X) undefined, but the RP will always be defined. If a subject indicated he or

she would pay $50 to avoid such a gamble, then the Xce = -$50, the E[X] = 0 and
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RP = $0 - (-$50) or $50. Thus, in some situations RP is more useful as a risk
measure than R(X). This issue is useful in designing risk analysis software, since RP
has units that producers should understand. Lin and Chang (1978) outline many
reasonable utility functions, most of which have R(X) values that become undefined
when evaluated at certain income levels.

To this point utility has been a function of net income. It is possible to rewrite
utility to make it a function of wealth. The inclusion of wealth into utility results in the
same value of the ARA coefficient when the starting wealth or endowment is constant
(see Raskin and Cochran; 1986, theorem 2). If W = X + k, where W is wealth, X is
uncertain income, and k is the endowment (a constant regardless of the gamble),
then R(W) = R(X). This is true because dUW(k + X)dx) is U’'(X) and k, being
constant, drops out. Thus U'(X) = W' (X+k) when k is constant. The second
derivatives follow from the first and the R(X) = R(W). When k is allowed to change, as
in examining a decision-maker at two different Wealth levels, or when X has some
correlation to k during the uncertainty period, then R(W) will not equal R(X), (since k
can’t drop out). If the beginning endowment changes due to uncertain income from
the crop under consideration, before the crop is sold, then the utility should perhaps
be called Enterprise Utility. Other factors such as excellent income from wheat, might
alter mid-season risk attitudes for corn and soybeans. These same arguments apply
to gross margins, where some static variable representing fixed costs such as land, is

no longer needed, just like the fixed endowment (k).




2.1.4 Utility Functions

Table 2.1 shows three commonly used utility functions; their related absolute
risk aversions; R(X), and the derivative of the absolute risk aversions with respect to X,
where R'(X) = dR(X)/dX. A lower case d is used for partial derivatives, so that dY/dX
is the derivative of the function Y with respect to X.

The quadratic, semi-logarithmic, and negative exponential are often used in
analytical risk research as approximations for decision-maker utility functions. The
semi-logarithmic is the least common of the three, owing to its inability to deal with
negative incomes. It was proposed by Bernoulli (1738) in one of the first discussions
of utility functions. In the problem Bernoulli presented (called the St. Petersburg
paradox), all of the income possibilities are positive so the semi-logarithmic provides a
reasonable solution to that problem.

The quadratic utility function is commonly used in expected value-variance
models (E-V models) for the following mathematical properties. If U = X - b*(X?),

then from statistic principles we know:

E[U] = E[X] - b*E[X?] @2

and, E[X?] = V[X] + (E[X])2, where V[X] is the variance of X. Subbing this into

equation 2.1 gives:

E[U] = E[X] - b*(E[X])? - b*V[X] (2.3)

Using equation 2.2, dE[U]/dV[U] (change in expected utility with respect to variance,
holding expected outcome constant) is negative if b > 0. This implies that expected

utility will be increased if the variance of income is reduced. Also, if b is sufficiently
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small (1/[2b] > E[X]), increasing E[X] will increase E[U], if V[X] is held constant. That

is dE[U]/dE[X] will be positive. The conclusion is that if utility is quadratic then utility

can be ir d by i ing exp d outcome and decreasing variance, which
are the criteria for E-V efficiency. However, there are also problems with quadratic

utility.

Table 2.1 Three Common Utility Functions.

UTILITY FUNCTIONS ARA function (ARA)’
(b,c > 0, and constant)
X = income R(X) = - u"/u’ R’ (X)
SEMI-LOG

U = b*n X 1/X Y

st. X >0
QUADRATIC

U= bX - cx? 2¢/(b-2¢X) (2¢)%/(b-2cx)?

NEGATIVE EXPONENTIAL

U= - celPX)

A positive value of b implies risk aversion, which is a common behavior in
applied risk research. For the E-V criteria not to contradict EUT, income must remain
sufficiently small for quadratic utility. At high expected income levels dE[U]/dE[X] will

be negative so further increases in income, will decrease utility. For nonsatiable
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goods like income, this would seem to be an unreasonable conclusion. With R’(X)
always positive, quadratic utility implies “Increasing Absolute Risk Aversion (IARA)
behavior. It is more commonly believed that most decision makers exhibit
“Decreasing Absolute Risk Aversion® (DARA). This later behavior indicates that as the
income is increased, willingness to take risks decreases. Robison and Barry (1987)
contains a more extensive presentation of IARA, CARA and DARA.

Quadratic utility is often used in applied risk research in spite of the problems
mentioned (see Miller;1986, and Alexander et al.; 1986). This is largely due to the
analytical simplicity of the function. Its users also point out that, by Taylor series
expansion about a point, any function can be approximated by a quadratic (Chang;
1984). The E-V model applies under other conditions besides quadratic utility. A
more complete review of the E-V model appears in section 2.7.3.

The negative exponential function has two strong features that make it
common in risk research. The first feature is its "Constant Absolute Risk Aversion
(CARA)." If a decision-maker has a negative exponential utility function (or a linear
transformation of one) and behaves according to the EUT axioms, then the value of
the ARA coefficient will be globally constant regardless of the decision-maker’s wealth
level, or the scale of the gamble. There is only one other CARA function available,
and that function is the special case of perfect risk neutrality (a linear function). If two
decision-makers are both CARA, then it is simple to compare their risk behaviors by
simply comparing their ARA coefficients. These comparisons can only be made for
the special case of CARA, when the income under consideration is measured in the

same way.
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The second reason the negative exponential utility and its CARA properties are
commonly used is that they are reasonably supported by empirical research.
Ramaratnam et al. (1986) elicited risk preferences from 26 producers and fit the utility
observations to four different utility functions for each producer. The negative
exponential gave a better fit (higher r2, correlation coefficient) than the quadratic and
semi-log functions previously mentioned, and was also superior to the log-linear
function.

Two properties of CARA utility should be noted. Several surveys have shown
that as producers move to higher wealth, risk aversion is not constant but usually
declines (DARA). Examples are Binswanger (1980), Dillon and Scandizzo (1978),
Patrick et al. (1981), and Moscardi and de Janvry (1977). Secondly, as gambles
approach large negative values, the slope of the negative exponential utility function
(dU(X)/dX) approaches infinity. Kahneman and Tversky (1979) felt that dU(X)/dX
should approach zero at large income losses. Such rational indicates that if there is a
possibility of losing a $100,000 then what is another $1,000. To demonstrate suppose
a person must face Game 1 below. How much would the person be willing to bid to
avoid lottery A and play the better B? Most decision-makers will have a very different
risk premium (bid to choose lotteries) regarding Game 1 and 2.

Play this...  lottery A: .5(A=$0) ~ .5(A=$-102,000)

or pay to

Game 1 play this
better game. lottery B: .5(B=$0) ~.5(B=$-101,000)

How much will you pay to avoid lottery A and buy the safer B ?
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Play this...  lottery A: .5(A=$0) ~ .5(A=$-2,000)
or pay to
Game 2 play this
better game... lottery B: .5(B=$0) ~.5(B=$-1,000)

How much will you pay to avoid lottery A and buy the safer B ?

Lottery outcomes are separated by “~*, with payoffs in parenthesis, preceded
by their probabilities. In both games above, lottery B has an expected value of $500
more than lottery A. Intuition suggests decision-makers might be risk neutral when
faced with two possible large losses like game 1. If so, they would only pay some
small amount for the only slightly safer B. The same decision-maker could be
substantially more risk averse (compared to game 1) when faced with the possibility of
breaking even, versus moderate losses in game 2. Bids for the safer B in game two
will likely be higher than for game 1.

Lin and Chang (1978) have detailed and summarized methods for estimating
several additional functional forms for utility. Buccola and French (1978)

demonstrated a method for estimating negative exponential utility functions.

2.2 Generating Yield Distributions

Having reviewed the theory r y for the remainder of this chapter, it is
time to begin a study of how the right hand side (descriptive) of the marketing model
can be represented for problem solving. Recall that the marketing model was:

® = g(.,6,9,C,c(9,a),a,S,m,n,Cov(f,6,9))

To solve for .i, the uncertain 1,6 and §, must be forecasted or estimated. In

this section, uncertain yield (§) is examined. In the following section, ways to

represent uncertain variables are discussed.
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The decision model should be designed to run several times through the
growing season. Yield uncertainty could be quite high at planting time. As the
season progresses, more information is revealed, and the yield becomes more
certain. A mid-season forecast should include all the crop development to date, plus
the uncertainties related to the remainder of the season. To capture this process with
historical data like USDA yields or farm records would be nearly impossible. The only
reasonable sources in this situation are objective professionals or farmers.

One method to assist producers in giving mid-season personal probabilities
would be the incorporation of a plant growth model and a weather simulator. With
such an addition, it would be possible to enter the weather to date (retrieve it from the
database) and Monte Carlo the remaining weather for the crop year. By simulating
enough such "years of remaining weather®, it would be possible to form probability
distributions that are conditional upon the weather to date. Such a model would need
to consider the soil type, previous weather, date of planting, the time to maturity of the
variety and the latitude of the growing area. There are also many other factors that
might also be important. These include the manager’s skill, soil fertility, and
supplemental drainage and irrigation. This alternative seemed impractical to employ
directly, but research with crop growth models (like Ritchie; 1986) could be helpful in
this area by providing guidelines for changes in mid-season yield uncertainty.

Previous research and software development on eliciting yield probabilities has
already been carried out. Pease and Black(1988) designed a software program called
ELICIT to collect discrete pdf's from farmers. ELICIT is used in the Agricultural Risk
Management Simulator (ARMS) Version 3.x. as one method of establishing yield pdf's

for analysis of Federal All-Risk Crop Insurance.
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The “conviction scoring* method used in ELICIT involves first selecting yield
intervals, such as five bushels per acre for soybeans. Next, the user selects the yield
interval he or she expects to most likely receive. Suppose the user chose the interval
30-35 bushels per acre, as the most likely to occur. In this interval the user enters a
score of 100. From there, the user moves to adjacent intervals and asks, "if the
“anchor” interval occurred 100 times, how often would each of the other intervals
occur?® Other intervals are evaluated in a similar manner. These numbers are re-
indexed to give a discrete pdf that is graphed for the user. Users may then go back
and re-examine their conviction scores. ELICIT stores the discrete pdf, CDF, mean,
and standard deviation in an *American Standard Code for Information Interchange”
(ASCII) text file named by the user.

Pease et al. (1990) described the conviction scores method of elicitation in
greater detail. They concluded growers were very interested in this activity.
Producers with very little understanding of probabilities, could use the conviction
scores quite successfully. The following equations show how ELICIT works. Suppose
a decision-maker indicated the following values (in brackets) for the five bushel
increments in soybean yield: 15-19.9bu [5], 20-24.9bu [10], 25-29.9bu [20],
30-34.9bu [40], 35-39.9bu [100], 40-44.9bu [40], 45-49.9bu [20], 50-54.9bu [5]. The
numbers in brackets are summed. An adjustment ratio is calculated as the desired
total value of 1 divided by the summed amount. For this example the bracketed
terms sum to 230. Multiplying each bracketed number by 1/230 and rounding to the
nearest hundredth, the discrete pdf is:15-19.9bu [.02], 20-24.9bu [.04], 25-.29.9bu

[.08], 30-34.9bu [.17], 35-39.9bu [.42], 40-44.9bu [.17], 45-49.9bu [.08], 50-54.9bu
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[.02], 55-59.9bu [2.5]). These values are displayed in a histogram by the ELICIT
software. Users are permitted numerous revisions.

Unfortunately there are very few other methods of what Pease et al. (1990)
called "measuring alternative events." Detrended local yield distributions would be
useful, but are subject to detrending method error, aggregation error, possible
measurement error, perhaps limited observations, but more important, potential
problems of availability.

Another way of representing yield uncertainty is through parametric
distributions, rather than the discrete pdf's and CDF's formed by ELICIT. Parametric
distributions could be triangular, normal or log-normal, since these three functions are
easier to represent than most others. These functional forms could be fit to discrete
data or perhaps elicited directly from producers. The advantage of the triangular
function is it’s flexibility, and the simple data to describe it (high, low, and mode). The
disadvantage is that much error can occur in the tails of the distribution, when
continuous distributions are represented by a triangular distribution. Anderson et al.
(1977) demonstrated use of triangular distributions.

The biggest advantage of subjective yield elicitation is that farmers can do it.
Producers may have errors, but they can make the data available. Conditional
normativists would say that whether their opinions are close to the "truth®, they
represent what the decision-maker feels is truth, and they make decisions based on
these subjective probabilities (see Anderson et al.;1977)2 In time they will likely get
better at evaluating probabilities, (as learning takes place). However, conclusive

evidence to this regard was not discovered.

2 p. ix (Preface)
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2.3 Representing Distributions

There are two basic methods for rep iting uncertain
(distributions). The first is the direct method, using the functional form of *well
behaved" (parametric) distribution(s). In this method, basic principles of probability
theory are used to add, subtract or multiply the equations to get a CDF for the
performance ( % for this research). Often, normal distributions are used to represent
these functions, because normals are common in nature and they are easy to work
with from a statistical standpoint. Unfortunately, with two or three important
distributions and their relationships (correlations), the process of using functions
directly becomes very difficult. Anderson et al. (1977) gave an example of calculating
the variance of gross revenue resulting from uncertain quantity times uncertain price.
When non-parametric distributions are part of the problem, the direct method can not
be used. Since individual producer yields are not expected to be well-behaved or
parametric, the direct method is only useful for more simple problems.

The second way of representing uncertain variables is to create a large number
of observations on each distribution in the problem, in such a manner that the CDF of
the large number of observations is like the CDF of the discrete or continuous
functional form. These observations are constructed using a zero-one random
number generator and the CDF of each uncertain variable. Each continuous zero-one
random number maps into a unique value of the CDF, since the CDF is a non-
decreasing function. Thatis p, = CDF(x ) foralli,and0 < p, < 1. These
observations can then be used in computations to find the CDF of the performance
distribution. This second method is called Monte Carlo representation. Non-

parametric distributions such as those created by ELICIT, can be represented by
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Monte Carlo methods and the CDF transformation method, as well (Manetsch and
Park;1988).

King(1979) presents methods for dealing with correlations among uncertain
variables (distributions). Fackler and King (1988) made further improvements on this
process by suggesting use of fractile correlations rather than typical "mean-based”
correlations. Distributions that are uncorrelated to all the others can be generated
independently. If there are non-zero elements in correlation matrix between the
uncertain variables, then the variables are multivariate and each distribution is referred

to as a marginal distribution.

2.4 Market Efficiency

Forecasts of price distributions (f and b ) are necessary, when developing a
pre-harvest risk management commodity marketing program. There is a simple way
to forecast prices, if the item is traded in an efficient forward market. A forward
market is one where price can be set today for a good to be delivered at a specified
future time. The item to be traded could be stocks, bonds, stock options,
commodities, futures on commodities and options on futures. Any item that is traded
in a public market, with grades and standards, with many traders and highly visible
prices is a candidate for being efficient. If a market is efficient, the unbiased forecast
of the price of an item in the future period, is its current market price.

The Dictionary of Modern Economics (Pearce, 1983) summarized the Efficient Market

Hypothesis as:
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The title given to a view about the stock market that the prices of shares are

good, or, the best available estimates of their real value because of the highly

efficient pricing mechanism inherent in the stock market. There are three
levels of efficiency. First, the market is held to be “weak-form efficient® if share
price changes are independent of past price changes. Second, semi-strong
form efficiency is present if share prices fully reflect all publicly available
information. Third, strong-form efficiency will imply share prices will have taken
full account of all information whether publicly available or not.

Leuthold et al. (1989) discussed each form of efficiency and appropriate tests.
These same efficiencies can be applied to commodity futures markets, as well as a
stock market. The three efficiency classes were first described by Fama (1953).
Leuthold et al. (1989) concluded that “none of these developments (research) have
shown an alternative marketing mechanism that provides prices of any less biased
nature than the futures market. No one has devised a more efficient marketing
alternative.”

Semi-strong market efficiency implies that today’s futures price for November
soybeans is the best predictor (currently available) of the closing price of that contract
on the day it will expire. Market efficiency also implies that speculative attempts to
arbitrage the market cannot result in long-run profits. This latter position is particularly
true for farmers, since their transactions costs and information costs (per bushel) are
higher than large commercial firms that trade futures. The efficient market also means
that necessary data is minimal; only the currently traded price is important.

The principle of the efficient market, is that numerous persons are processing
market information, and *voting" with dollars if they believe an arbitrage exists. Such
opportunities might be across time or distance. The standards involved with a futures

contract make this process easier. While some market participants are exposed

*p. 116.
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(taking risks), others use tactics of selling one product and buying a slightly different
product, with a belief that the spread between the two is mis-priced. With enough
market liquidity, the current price for November Soybeans at the "Chicago Board of
Trade" (CBOT) is a composite forecast of all of the market participants. Note that
persons who do not participate in the market, by abstention, signal that the price is
too low (if they hold grain to be sold), or too high if they will need grain in the future.
In this way, even producers and commercial buyers who are not currently trading in
the market, are helping form the price.

Thompson et al.(1988) surveyed farmers and grain merchandisers regarding
subjective mean and standard deviation of harvest-time commodity prices. The
individuals seemed to use closing futures price for expected price, but underestimated
volatility implied by the BOPM. Producers also failed to adjust prices for transactions
cost. This implies that letting producers subjectively enter price distributions for
analysis might be an inferior method.

The antithesis of the efficient market is the idea that the market is mis-priced or
biased. If this case were true, some system or formula or person, should be able to
profit from such a situation. Tinker et al.(1989) outlined seven different forecasting
methods including VAR, ARIMA, and technical trading systems, for the soybean
complex (beans, oil and meal), for three and six month periods. They concluded that
“No model exhibited significant market timing value for soybean oil prices.", and only
one of seven were significant for soybeans (a six month ARIMA model). Their
research excluded execution costs which Greer and Brorsen (1989) summarize as
significant and variable across commodities. In addition, brokerage costs were

excluded in the Tinker et al. (1989) research. These are understandable omissions
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since Tinker et al. (1989) were trying to find efficiency in the way Fama (1953) had

defined it. Unfortunately, producers and users of futures must pay brokerage and
execution costs, which likely void most opportunities for arbitrage, making the futures

market at least weakly efficient (especially from the producer’s viewpoint).

2.5 Generating Price Distributions

The next two subsections further discuss sources and measurement for the
marginal distributions of futures (f) and basis (b). These are presented separately
because futures prices are centrally determined in large markets and represent a large
portion of the total price. Basis is a local indication of demand, as well as distance to
major terminals where futures are delivered and received. Only a small portion of
futures contracts are ever delivered upon, or delivered from these major terminals, but

they serve as reference points to the cash market.

2.5.1 Futures Price Distributions

Black (1976) developed a model relating market volatility to the premium on an
options contract. Cox et al. (1979) expanded on this model with their own binomial
pricing model. Under continuous market assumptions the models converge, as
shown by Cox et al. (1979). In either case, computer programs like the one
Labuszewski (1983) developed, can be used to solve for the implied market volatility.
Such programs are used by traders in options pits, as well as other speculators,
spreaders and traders. These general equilibrium models have basically two
unknowns, (1) the premium of the option and (2) the futures market volatility. By

fixing one of the two variables it is possible to solve for the other. For forecasting
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price distributions, the current premium is assumed to be efficiently formed in the
market and the model is solved for the “Implied Volatility (IV)." There is a third
unknown to the equation; a functional form of the distribution is usually assumed in
the model.

Fackler and King (1988) developed a non-parametric approach to building the
CDF for futures prices. Their approach involved a conversion of put option premiums
at all of the actively traded strike prices, into a discrete pdf. There are assumptions
about tails of the distribution that must be made, but their method makes no
assumptions about a functional form for the price distribution. One disadvantage of
their model is that distant trading months have thinly traded options at only a few
strike prices. When option contracts are in distant months only a few of the strike
prices will be traded. With only a few strike prices trading, assumptions about the
tails of a distribution become more critical. Their model does incorporate non-
parametric factors such as commodity loans, to the extent that the market has already
considered them. This is a big advantage in the Fackler and King (1988) approach.

*Black’s (1976) Option Pricing Model® (BOPM) is a general equilibrium model
based upon the capital asset pricing model. Development of the BOPM is fully
detailed in Black (1976), Cox and Rubenstein (1985), Ingersoll (1987), Elton and

Gruber (1987) and Labt i (1983). Labt i p ds to show a program

written in BASIC. Using his notation and article, the BOPM value for a call premium
is:

C = e™[UN(d,) - EN(d,)]
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Where: d, = [In(U/E) + (e2)/2]/a(t'?) (2.9)
d, = [In(U/E) - (6®)/2]/a(t ")
And:

C = Fair value call premium ($/bu.)

U = Current underlying commodity price ($/bu.)

E = Exercise price ($/bu.)

r = short term annual interest rates (with continuous compounding)

t = years until option expiration

¢ = standard deviation of annualized returns

N = normal cumulative probability distribution

e = the base of natural logarithms, approx. 2.71828

In= the natural logarithm

The expected price ratio of U/E is 1.0, with some standard deviation for the
distribution. Both of these measures are unitless since the ratio of prices removes
units. If the options market is efficient, option premiums (especially those close to the
money) can be inserted into the BOPM to solve for ¢. The ¢ (implied volatility) or IV
that results is an indicator of potential price movement. More precisely ¢ is the
annualized standard deviation in percent of the expected price ratio.

If the IV is .12 or 12 percent, it implies that annualized returns over the period
will vary and 67 percent of the time the price ratio will be within 12 percent of the
expected price ratio (1.0), (95% of the time within 24%). If we assume that prices are
normally distributed, the IV is equivalent to the "Coefficient of Variation® (CV). The CV
is the ratio of the standard deviation of a distribution divided by its mean. The CV is
very much like the IV, except for important distributional assumptions. Both are
unitless.

The issue of a "best" functional form for ending period marginal distributions for

futures is not simple. Black (1976), assumed log-normally distributed price changes,

implying that the underlying futures price distribution would be log normal. His
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assumptions, allowed cleaner analytical solutions than normally distributed futures
prices. Originally, he and Scholes had worked on a stock option pricing model
published in 1973. Since that time other researchers have re-examined normally
distributed futures. Hudson et al. (1986) examined soybeans, wheat and live cattle
and concluded “the results of the study suggest that options pricing formulae which
rely on the assumptions of normality will do an accurate job in predicting true option
premiums."*

Forecasting price distributions under the efficient market assumptions, really
means selection of a distributional form and forecasting the variance. Another method
of measuring futures price variance, is to believe that percentage changes in historical
prices from today’s date to the ending date, will be the same this year, as in some
previous year(s). The CV's could be compiled for weeks or months (prior to harvest).
This method would be especially useful if there was strong evidence to believe that
this year is like some other year or group of years. One disadvantage of this method
is the requirement that a very large database be maintained. On the other hand, this
historical data could be compiled and summarized. No previous research on this
historical method or the next method has been located to date.

A final method for forecasting futures price distributions is to use today's
futures price as the expected futures price in the ending period, and the market's
historical volatility for the past few days or weeks. The assumption with this method is
that the market volatility will continue as it has. Naturally, this is a rather naive
assumption. However, such a simple model could also be used in conjunction with

other forecasts. In addition, the IV and the historical variance follow one another very

“p.2
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closely, but neither are stationery when examining CBOT charts for 1990 corn,

soybeans, and wheat.

25.2 Basis Distributions

Like the previous two distributions, basis could be represented as parametric,
(e.g. normal) or it could be entered in a discrete manner similar to the ELICIT program
used earlier for subjective yield distributions. Since there is no way to arbitrage basis
volatility, small error in the volatility of the basis distribution should minimally affect
marketing strategies. Bias in the expected value of the basis, however, could be
arbitraged and is critical. In either case, error in estimating the basis distribution will
probably have a small effect on the marketing equation, compared to errors in
forecasting the futures price distribution, since futures are the major portion of price.

If basis records have been kept, they should be helpful in forming subjective
basis distributions. If there are no records, grain elevators or possibly commodity
brokers might have them.

Miller and Kahl (1987) used an E-V framework to compare forward contracting
to futures hedging. The difference between these methods in a non-dynamic analysis
is the basis. They concluded from their research: (1) Basis uncertainty does not
explain why producers prefer forward contracting. (2) The use of aggregated data to
represent individual decision-makers is not advised. (3) The effects of basis on

hedging decisions is very small.



51
2.6 Eliciting Risk Attitudes

The preceding sections discussed the uncertain distributions on the right hand
side of the marketing function. In the next several sections, the topics focus on how
to decide (left side of the equation).

If accurate utility curves can be gleaned from producers, then they could be
used to find solutions in the manner that Bernoulli (1738) suggested. There are two
key words in the previous sentence that make this section necessary. They are
“accurate” and "gleaned.” The easiest part is gleaned. We can discuss hypothetical
situations, present real opportunities, or observe producer behavior. Each of these
are discussed in the sections that follow. The more difficult part is, how do you know
when you have subjective attitudes measured most accurately? There is lack of

consensus in the literature.

2.6.1 Methods

Employing “Expected Utility Theory® (EUT), researchers are able to study
decision-maker preferences in risky situations to determine the nature of their risk
utility functions. The three general methods for accomplishing this are known as (1)
“Observed Economic Behavior* (OEB), (2) "Direct Elicitation of Utility" (DEU) and (3)
experimental methods. Regardless of the general method, the researcher has little
a priori knowledge of the functional form of utility or which moments of a risky
decision are important to the decision-maker. Only with repeated decisions at known
probabilities and known income levels, is it possible to solve for risk preferences and

approximate a utility function in the neighborhood of the problem.
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Using Observed Economic Behavior (OEB), such as actual farm plans for
farmers, assumes the researcher knows all constraints affecting this decision and the
decision-maker has formed subjective probabilities similar to the more objective ones
the researcher might use. Linear programming methods like MOTAD (discussed later)
are used to find risk efficient farm plans, and then measures of the difference between
efficient farm plans and the current farm plan are made (not in terms of R(X), but
changes in allocation). The difference between the two farm plans (allocations) is
attributed to risk. Of course all error from each of the plans are contained in each of
the solution, along with risk affects. Musser et al. (1986) showed that incomplete
constraint sets may overstate the benefits of risk aversion in firm decisions. Many
researchers refrain from using OEB and instead rely on direct elicitation, because of
difficulties in measuring expected probabilities and assuring a complete constraint set.

Brink and McCarl (1978), and Moscardi and de Janvry (1977) are examples of
research that utilized OEB. Brink and McCarl noted difficulties in their model and
concluded in the summary that, *although it appears desirable that risk studies be
done using actual farmer behavior rather than hypothetical behavior, the difficulties
encountered here with price expectations, for example, may indicate why gaming
approaches have been preferred".®

Binswanger (1980) used experimental methods with real payoffs for 240
peasant farmers in India. Gambles were simple with the lowest payoff being zero.
Local income rates and high currency exchange rates (dollars to rupees) helped make
the project affordable while evaluating payoffs that were at times greater than the

monthly income of the subjects. He also repeated these gambles without payoffs

5 p. 262
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(direct elicitation) to examine the difference in the two methods. He found that direct
elicitation was inconsistent with the experimental methods of elicitation (using actual
payoffs). One criticism of experimental methods is that some persons may have
moral objections or preferences to the act of gambling. Such biases might be
accentuated by the fact that the gambile is carried out and transactions are actually
made. With hypothetical gambles (no payoff), the moral objection or preference might
be diminished by describing the gamble as a realistic business decision.

An additional problem is that with actual and sizable Iotteries, the wealth of the
individual is not held constant over the observations. One would expect if decision-
makers are not CARA, then their ARA coefficient would change throughout the
elicitation process, even if the set of lotteries remained the same.

The conclusion of Binswanger (1980) regarding the superiority of experimental
methods is disturbing; because, while they may be more accurate, they have extreme
limitations. It would be difficult to find willing subjects for an experiment in which
several of the outcomes might be losses of the size that decision-makers often
encounter. Each person will have unique risk attitudes (see 2.6.2), so results of one
experiment could not be applied to another set of decision-makers. If Binswanger is
correct, aiding a decision-maker through a risky decision (using experimental
methods) requires them to first make an equivalent risky decision with an actual
payoff.

For helping decision-makers through more complex risky decisions there is no
practical choice but to interview them to establish their risk preferences, prior to the
“real-world" decision. Young (1979), in his summary of empirical risk measurement

methods, called this "direct elicitation of utility (DEU)." Unlike experimental methods,
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the DEU involves no real payoffs, and therein lies its biggest criticism. Without real
risks, decision-makers behave differently than with the experimental and/or observed
economic behavior methods. For this reason Musser and Musser (1984) noted that
*In contrast to standard procedure, the attitude literature suggests that utility functions
for analysis of specific management decisions should be elicited in the context of the
particular decision".®

In experimental methods and DEU, there are several ways that gambles can
be presented. The von Neumann-Morgenstern (1944), (vN-M) method requires the
decision-maker to choose certainty outcomes which are equivalent to specified

gambles. So that..

U(A) = p*U(B) + (1-p)*U(C) (2.5)

where A, B, and C are outcomes, and p is the probability (0 = p = 1) of outcome B.
The decision-maker chooses a value for A to satisfy the equality. Outcomes B and C
remain fixed while the researcher varies the value of p. The monetary value of A is the
certainty equivalent for the decision-maker, and can be plotted in income-utility space,
as shown in Figure 2.3. The values for U(B) and U(C) are arbitrarily valued on the
utility scale. If UB) = 0 and U(C) = 1, then the coordinates on the utility curve are
(A, E[p*0 + (1-p)*1]), with the i subscript denoting the i" observations. The resulting
coordinates are data for a utility regression, with a functional form for utility provided
by the researcher.

One weakness of the vN-M method is evidence that decision-makers have

more difficulty dealing with changing probabilities than with changing outcomes (see

®*p. 85
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Officer and Halter, 1968; Anderson et al., 1977).” Further, persons may systematically
underbid the problem due to the bidding process. Since any bid would be accepted
they enter a low bid. Other persons may systematically overbid in a desire to get rid

of all risk, regardiess of lottery values.
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Figure 2.3 Plotting Bernoullian Utility Curves

The second method of DEU is the modified vN-M method which involves the
same equality of equation 2.5, but p is fixed (usually 0.5) and values of B and C are
varied. This method allows decision-makers to analyze situations with familiar (and
constant) probabilities, overcoming one of the objections to the vN-M method. Biases

from moral objections to gambling are still present. Methods for approximating the

'p. 69
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utility function are an adaptation of the vN-M method described above. Systematic
over or under bidding could still occur.

The Ramsey (1931) method of DEU involved the following equation..

p*U(A) + (1-p)*U(B) = p*U(C) + (1-p)*U("?) (2.6)

The value of p is fixed by the researcher (often 0.5) and A > B > C are outcomes,
also set by the researcher. If the value of p is set to .5 the method is usually referred
to as an "Equally Likely Risky Outcome® (ELRO) method. The value of "?* to satisfy
the equality is provided by the respondent, or alternatively, varied by the researcher
until the respondent is indifferent between the gamble on the left of the equation and
the one on the right. Officer and Halter (1968) presented a method for establishing
new values for A, B, and C for the purpose of subsequent elicitations. For each value
of *2* which makes the decision-maker indifferent between the two sides of equation
2.6, then U(B) - U(A) = U("?") - U(C). Repeated tests provide additional interval
values on the utility scale.

Proponents of the Ramsey (1931) method point out that because the
respondent is choosing between two risky situations, biases due to morality of
gambling are diminished. This should especially be true if the choices are described
as business decisions rather than monetary lotteries. Like other DEU methods, the
Ramsey (1931) method involves a game with only hypothetical gains or losses.
Because of this important abstraction, Binswanger (1980), as well as Newbery and
Stiglitz; 1985) have faulted its realism.

King (1979) and King and Robison (1981) developed an elicitation procedure

called an “interval approach" to risk measurement. King felt that other elicitation
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procedures over-simplified the decision domain by presenting simple gambles and
solving for precise risk preferences and utility functions. Skeptics of EUT also point
out that decision-makers may be indifferent about some range of risky alternatives. If
this is true, then maximizing expected utility and presenting the decision-maker with
only one optimal solution would be an over-simplification of his or her preferences.

As the name implies, the interval approach finds interval values of local risk
preferences. The decision-maker is asked to choose between two hypothetical risky
alternatives, each with similar mean income values. Each alternative has six possible
outcomes and each outcome has equal probability (1/6). The example in Table 2.2 is

from King (1979).*

Table 2.2 Interval Approach Choice Format

Compare distributions 5 and 20 and indicate which one you prefer.

Dist 5 Dist 20
9400 9250
9850 9300 Outcomes under each distrib-
9900 9600 ution have equal (1/6) chance
9900 10300 of occurrence.
10050 10400
10150 10600
These bottom four values are
Ave. 9875 9909 are for summary and are not
St.Dv. 258 595 shown to the decision-maker.

*p. 219
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If the decision-maker chooses the riskier distribution (20), he must prefer more
risk than the "safer” distribution (5) offers. Alternatively, if 5 is chosen, the decision-
maker must prefer less risk, than distribution 20. If the decision-maker chooses
distribution 5, elicitation would proceed with two new distributions, both located about
the same expected income and less risky than distribution 20. If the decision-maker
chooses 20, elicitation would continue with two different distributions that would be
more risky than Distribution 5. The elicitation proceeds though one more branch of
choices, until risk attitudes are narrowed down to a small interval.

Comparing three such pairs of distributions is all that is needed to solve for i
one of 8 interval values of the ARA coefficient at a single expected income level.
Since the ARA coefficient is local and the form of the global utility function is
unknown, the process must be repeated at other income levels that are likely to be

experienced by the decision-maker. Locally the ARA is solved by assuming utility is

as follows.
U = o9 ifREQ > 0
ux = X ifRX) =0 (2.7)
up = efFX RO < 0

The risky distributions offered to the respondent are closely clustered about similar
means resulting in small variances. The coefficient of variation (standard deviation as
a percent of the mean) for the distributions used in King’s (1979) work were in the

range of .024 to .085 percent (for non zero expected income levels).
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Thomas (1987) used the interval approach to measure risk attitudes in a survey
of Kansas farmers. He noted that surveyed farmers often commented that they really
did not see much difference in the two distributions offered to them.

The interval approach to risk measurement is extremely flexible. The
researcher or decision analyst can choose several income levels to be elicited, as well
as the size of the intervals. Once elicitation is complete, the decision analyst has
observations of risk preference at various income levels without any assumption of a
particular functional form for utility. Income levels can be negative and positive. It is
relatively simple to check consistency of responses by incorporating one or two
additional pairs of risk alternatives at each income level. (Wilson and Eidman, 1983;
and Tauer, 1986).

The interval approach is not without some limitations. The fact that a utility
function is not solved gives added flexibility and increases computational problems.
Meyer (1977a) developed a method of using interval approach measurements called
*Stochastic Dominance With Respect to a Function® (SDWRF). SDWRF uses optimal
control techniques to find efficient alternatives that reflect the decision-maker’s interval
preferences for risk, but are independent of a particular utility function. SDWRF is
usually more selective than a decision criteria called second order stochastic
dominance (defined in section 2.7.2) since individual risk preferences are
incorporated. King (1979) demonstrated the selectiveness of SDWRF compared to
other criteria. The stochastic dominance methods he examined (first and second
order), are not usually very discriminatory, while utility maximization finds the single
optimal solution. SDWRF has intermediate discriminatory power that varies according

to the income distributions and the individual’s interval measures.
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The decision analyst can determine how narrow or wide the risk intervals will
be, the number of possible outcomes in each gamble presented, how many income
levels will be tested and the number of consistency checks to be made at each
income level, all of which will alter the results of elicitation and the SDWRF efficient
set. In addition, the researcher can choose to keep skewness at zero for all
distributions offered to the decision-maker or may vary skewness either systematically
or randomly. Skewness is likely an important part of risk preferences that is not fixed
by the other DEU methods described (Alderfer and Bierman; 1970).

The flexibility of the interval approach makes it important for the researcher to
perform consistency checks. King (1979), Love (1982) and Thomas (1987) pretested
their interval surveys, but did not perform consistency checks at each income level for
all respondents. Wilson and Eidman (1983) and Tauer (1986) did performed
consistency checks on each person surveyed, with differing success. In the case of
Tauer’s work, less than half of the respondents were consistent enough that their
results could be used in analysis. Tauer (1986) did show that as a group, choices
between the intervals presented were far from being random, indicating that
substantial consistency existed compared to random selection. Wilson and Eidman
(1983) showed fewer inconsistencies, perhaps due to a different set of intervals and a
different method of consistency checking than Tauer (1986).

In addition to interval measures of risk aversion, there is magnitude estimation.
Patrick et al. (1981) reviewed elicitation methods and described magnitude estimation.
Magnitude estimation, like interval measurement, does not result in a utility function.
Instead, it gives an ordinal measure of attitudes based on the importance of risk

related goals of the respondent. Magnitude estimation is similar to attitude indices
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developed in social sciences. For example, Hughes (1971) describes the Likert (date
unknown) scale of attitudes.

The attitudes expressed regarding risk related goals were not stated as a
function of some income level in the Patrick et al. (1981) research. Magnitude
estimation may be useful for correlation of risk attitudes to socio-economic variables,
but Patrick et al.(1981) had low r2 values (correlation coefficient) and concluded that
risk attitudes are quite varied across subgroups. Since the measured preferences are
not a function of an income level, magnitude estimation cannot give a utility function,

nor an ARA coefficient; making its use for decision assistance very limited.

2.6.2 Results of Risk Elicitation

Officer and Halter (1968) tested all three DEU methods described, and found
the vN-M method inferior to the modified vN-M and ELRO methods. Ramaratnam et
al. (1986) and Lin et al. (1974) used the ELRO method with the respondent choosing
a value of *?" to balance equation 2.6. Ramaratnam et al. (1986) also tested four
functional forms of utility for goodness of fit, and for their sample, found that the
negative exponential had the best r2, and the most desirable economic properties.
Dillon and Scandizzo (1978) used the modified vN-M method, to find that most
Brazilian farmers and land-owners were risk averse. Reviews of other efforts to survey
decision-maker’s preferences can be found in Young (1979), Robison et al. (1984),

and Love (1982).
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Table 2.3 Results of Previous Attitude Measurements

ercent of Risk Attitud Sample
Averse Neutral Prefer Size

United States

Brink & McCarl * 66 34 0 38
Love (1984) ** 35 15 50 23
Tauer (1986) + 34 39 26 72
Thomas (1987) ++ 73 DNA 27 30
Wilson & Eidman (1983)+ 44 34 22 47

*  (QObserved Economic Behavior

** Average of 2 years elicitation at group mean income. + Each
producer attitude measured near expected income. ++ Average of
all income levels (group mean income not given)

Most surveys show that farmers are in general risk averse or risk neutral, with a
minority of individuals showing preferences for risk at high positive levels of income,
and also at very low income levels. Young (1979) summarizes earlier work in risk
preferences. Table 2.3 focuses on more recent work concerning U.S. farmers.

Many of the researchers combined risk elicitation with cross-sectional analysis
of producer characteristics such as age, education, financial measures, and other
factors. These have often been regressed on the ARA coefficients to examine their
associations and related statistical significance. For examples of these efforts, see
Love (1982), Tauer(1986), Wilson and Eidman (1983), Patrick et al. (1985) and Branch
and Olson (1987). In nearly all cases, the r* values were low (often less than .20).
Because each research group regresses a different set of independent variables, it is
difficult to summarize their findings on related socioeconomic characteristics. There
does seem to be positive correlation between the ARA coefficient and both the age

(or farming tenure) of the operator and financial debt of the operation. This generally
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indicates that older farmers are more risk averse (ceteris paribus). As expected, farms
with higher (but probably manageable) debt levels were also more risk averse. When
debt is burdensome some managers will likely become risk preferring, much like the

long "bomb" at the end of a football game (see Robison, 1986).

2.6.3 Problems with Previous Research

Anderson et al. (1977) felt the realism of hypothetical losses or gains is
increased when elicitation is couched in terms of net worth rather than income. This
directly contradicts the findings of von Winterfeldt and Edwards (1986). They argued
convincingly that decision-makers do not often know their asset position and are more
comfortable dealing with cash flows (income). They also observed that decision-
makers learn to write off the sunk costs. Other supporters of this later view are
Newbery and Stiglitz (1985). Previous elicitation research has involved gross income,
net income, after-tax net income and net worth. As noted by Raskin and Cochran,
these changes in units of measure for X (income), affect the R(X) (the ARA function)
and diminish the comparability of the research results, except when the negative
exponential utility function is used.

Regardiess of how preferences are queried, there will always be critics of EUT
and the methods of elicitation. Simon (1986) and others have argued decision-
makers exhibit *satisfycing” rather than utility optimizing behavior. King and Robison
(1981) felt the decisions faced in DEU "games” are too simplistic and not
representative of the choices decision-makers face. G. A. Miller (1956) found that
human cognition is limited to simultaneous analysis of "seven, plus or minus two"

factors. Most interval approach work has been performed with two columns of six
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numbers each, thus giving the producer no summary information and twelve data
points to consider.

Solving for a utility function requires some assumption of the functional form.
With limited data points and reasonable responses, several different forms may have r*
values exceeding .95 (see Officer and Halter, 1968; Ramaratnam et al., 1986 for
examples). Individual decision-makers can be expected to vary in both form and
coefficients, of their utility functions. Management prescriptions (or suggestions)
arising from errors in fitting a utility function could themselves be in error.

Another error not mentioned in the literature is related to wealth effects of the
gambles presented. Was the survey respondent to view the gambles being offered in
elicitation as supplements to their “real-world" next period income distributions, or as
replacements of such distributions? In decision assistance the analyst is usually trying
to seek attitudes about a “real-world"® situation and would like the decision-maker to
replace that situation with the hypothetical ones presented. The research presented
has indicated that preferences can be elicited and that some response consistency
beyond random selection is present (Tauer;1986 and others). What is not clear, is
whether the survey respondents always understood the wealth effects of the
hypothetical gambles. Even if respondents fully understood these wealth effects,
could they mentally substitute hypothetical income distributions for real ones?

There are limitations with the interval approach to elicitation. The interval
approach asks for responses with various expected income levels and small
*coefficient(s) of variation®"(CV’s). As a result, producers must indicate preferences at
income levels other than the expected, which exclude any possibility of realizing the

expected level of income. This diminishes the realism of the gambles and could
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contribute to respondent misunde}standing. An example of this misunderstanding is
reported by Love (1982). He stated:

Farmers may have been willing to take added risk at the $0 income level due

to the relatively small magnitude of the absolute dollar amounts and variability

of the paired distributions. It was noted from farmer comments that while they

make decisions involving a wide range of dollar values, many put little time and

effort into decisions involving dollar amounts in the $0 - $50 range.®
Statements like those from Love indicate added potential misunderstanding. The
survey dollars were suppose to represent whole farm annual income. The frequency
with which farmers make $50 decisions should have almost no bearing on their desire
for $25 or $50 of annual income. This means that the respondents (and possibly
researcher) may have forgotten that annual income preferences were being measured.

Another possible misunderstanding of most approaches is that respondents
may forget that survey games are to be "played” at the same frequency as the real
decision. That is, annual problems need values that are understood to be annual.
Farmers may spend little time on real-world small gambles, because they are played
quite often compared to gambles of $30,000 or more (annual).

The variance of the total outcome of a gamble is diminished as the activity is
increasingly subdivided (if each sub activity is independent). An example is the adage
of not putting all the eggs in one basket, or not betting all of your money on a single
horse in a single race. Of course with some activities, splitting them creates two

perfectly correlated activities, and no loss in variance occurs, due to a covariance

term. An example of this later situation is dividing a corn field into two equal parts

°p. 91
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and growing an identical corn crop in each half of the field. In this case, no risk
reduction can occur, because both parts of the subdivision are perfectly correlated.

The point is, if a risk attitude survey is to represent annual income, then the
respondent must keep in mind that the hypothetical gamble will be played only once
per year. This would surely be aided by keeping the variance of elicitation in the
neighborhood of realistic annual income variance.

The above discussion points out a difficulty of comparing results of the interval
method of elicitation to other methods. ELRO methods examine U(X) in the
neighborhood of the problem considered. The interval method looks at very small
intervals of income and does not attempt to build a utility curve. One expects that
these safer subdivisions or intervals of the problem would understate the variance of
the problem allowing producers to be more risk averse over a small domain. This
does not indicate errors in the int<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>