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## Introduction

The history of partially ordered sets, or posets, and lattices begins in the nineteenth century. The subject was systematically developed in the 1930's, first in G. D. Birkhoff's work [4] and then by others. Although the Möbius function originated in several forms related to number theory, geometries, algebra, topology and combinatorics, the first version of the Möbius Inverse Theorem for posets was due to L . Weisner [44] in 1935. Shortly after Weisner, P. Hall independently rediscovered this theorem [27]. In 1939, M. Ward was able to generalized the Möbius Inverse Theorem [43]. Then in 1964 Rota began the first systematic study the Möbius functions of the posets within combinatorics [32]. He also established the connection between the Möbius function and the efficient enumeration of objects represented by posets. The combinatorial properties of the Möbius function provide a great deal of information regarding the structure of posets and related enumerative problems.

The characteristic polynomial of a lattice was also first considered by G. D. Birkhoff [5], and has been called the Birkhoff polynomial [39] and the Poincaré polynomial [13]. Since the characteristic polynomial of a lattice is the generating function for the Möbius function, much has been done to exploit the combinatorial and algebraic properties of this polynomial. For example, Stanley has produced a factorization theorem for the modular elements in a finite geometric lattice [38] and has also shown that the characteristic polynomial of a supersolvable lattice has only nonnegative integer roots [39]. In fact, much recent work has been related to finding conditions under
which this polynomial has only integral roots. Raising interest in this topic stems, in fact, from the fact that a polynomial with real roots has a log concave coefficient sequence. If, in addition, the coefficients are positive items, they are unimodal [37].

The topic of hyperplane arrangements has developed rapidly in recent years. The combinatorial implications of this subject arise from a simple fact: An affine hyperplane cuts $\mathbf{R}^{\boldsymbol{n}}$ into two connected regions. By introducing several hyperplanes, $\mathbf{R}^{\boldsymbol{n}}$ can be partitioned into a number of bounded and unbounded regions. The problem of counting these regions dated back to to the mid-1800's. However, no satisfactory explanation or general formulas were produced until 1975 when Zaslavsky [45] first used the Möbius function of the intersection lattice $\mathcal{L}(\mathcal{A})$ (defined in Chapter 2) to enumerate the regions of the complement of a hyperplane arrangement. Zaslavsky's results illustrate the important roles played by intersection lattices, their Möbius functions, and their characteristic polynomials. Zaslavsky also established the theory of signed graphs and exploited the connection between the chromatic polynomials of these graphs and the characteristic polynomials of certain arrangements [47, 48]. More recently Blass and Sagan were able to generalize one of Zaslavsky's fundamental theorems [9] by demonstrating that both of these polynomials count a set of lattice points in $\mathbf{Z}^{n}$, This gives a surprising relationship between these two polynomials and the Ehrhart polynomial of a polytope [40, 9]. We will use this result and many others to computer Möbius functions and characteristic polynomials for various subsposets of the Boolean algebra.

The history of the Euler numbers can be traced all the way back to the eighteenth century. They posses many interesting number-theoretic properties that can also be interpreted in various combinatorial ways. D. André [1] showed that the coefficient of $x^{n} / n!$ in $\sec \mathrm{x}+\tan \mathrm{x}$, or the Euler number $E_{n}$, is the number of alternating permutations $a_{1} a_{2} \cdots a_{n}$ of $\{1,2, \cdots, n\}$, where alternating means $a_{1}<a_{2}>a_{3}<$
$a_{4}>\cdots$. This result was extended by Carlitz [11] to generalized Euler numbers, $E_{n \mid k}$, which count the permutations $a_{1} a_{2} \cdots a_{n}$ of $\{1,2, \cdots, n\}$ such that $a_{i}>a_{i+1}$ if and only if $i$ is divisible by $k$. In particular, the ordinary Euler number is the case when $k=2$. Furthermore, Stanley [36] used a $q$-analog of the Euler number, to generalize this result. He has shown that they count the same permutations by weight, where the weight of a permutation with $i$ inversions is $q^{i}$.

The divisibility properties of these numbers have also received much attention over the years. It is well-known that $E_{2 n+1}$ is divisible by $2^{n}$ and that $(n+1) E_{2 n+1}$ is divisible by $2^{2 n}$ but by no higher power of two [12, p.259]. The divisibility properties of Stanley's $q$-Euler numbers were studied by G. Andrews, I. Gessel, G. Viennot and D. Foata $[2,26,19]$. The odd integer $(n+1) E_{2 n+1} / 2^{2 n}$ is called a Genocchi number. D. Dumont, G. Viennot and J. Francon have given nice combinatorial interpretations for the Genocchi numbers and the Euler numbers $[16,20]$. Moreover, a formal power series extension of these numbers has also been investigated by Ranrianarivony, J. Zeng, D. Dumont $[33,18]$ and others. We will generalize some of these results to the number $E_{n \mid k}$ in this thesis.

## Chapter 1

## Definitions and Notation

In this section, we set up some definitions and notation. We will follow Stanley [40] as much as possible. Any terms not defined can be found described in Stanley's book.

A partially ordered set, or poset, $P$ is a set together with a binary relation $\leq$ satisfying the following three axioms:

1. For all $x \in P, x \leq x$. (reflexivity)
2. If $x \leq y$ and $y \leq x$, then $x=y$. (antisymmetry)
3. If $x \leq y$ and $y \leq z$, then $x \leq z$. (transitivity)

We use $x<y$ to mean $x \leq y$ and $x \neq y, y \geq x$ to mean $x \leq y$. We say $x, y \in P$ are comparable if $x \leq y$ or $y \leq x$; otherwise $x$ and $y$ are incomparable. The element $y$ covers $x(x \prec y)$ if $x<z \leq y$ implies $z=y$.

We say that $P$ has a minimal element $\hat{0}$ if there exists an element $\hat{0} \in P$ such that $x \geq \hat{0}$ for all $x \in P$. Similarly, $P$ has a maximal element $\hat{1}$ if there exists an element $\hat{1} \in P$ such that $x \leq \hat{1}$ for all $x \in P$.

A subposet $Q$ of $P$ is a subset $Q$ of $P$ and a partial order of $Q$ such that for any
$x, y \in Q$, we have $x \leq y$ in $Q$ if and only if $x \leq y$ in $P$. A special type of subposet of $P$ is the (closed) interval $[x, y]=\{z \in P: \quad x \leq z \leq y\}$, defined whenever $x \leq y$.

Two posets $P, Q$ are isomorphic if there exists an order-preserving bijection $\eta$ : $P \rightarrow Q$ whose inverse is also order-preserving; that is,

$$
x \leq y \text { in } P \quad \text { if and only if } \quad \eta(x) \leq \eta(y) \text { in } Q
$$

A chain (or totally ordered set) $C$ in $P$ is a subset so that every two elements are comparable. So if the elements of $C$ are $\left\{x_{0}, x_{1}, \ldots, x_{k}\right\}$ with $x_{i} \leq x_{j}$ when $i \leq j$, we can write $C$ as

$$
C: \quad x_{0}<x_{1}<\cdots<x_{k}
$$

The length of this chain is $k$. We say this chain $C$ is saturated if we can write $C$ as

$$
C: \quad x_{0} \prec x_{1} \prec \cdots \prec x_{k} .
$$

A maximal chain in a poset $P$ is a saturated chain from a minimal element in $P$ to a maximal element in $P$.

We say $P$ is a graded poset of rank $n$ if every maximal chain in $P$ has the same length $n$. In this case, there is a unique rank function $\rho: P \rightarrow\{0,1, \ldots, n\}$ such that

$$
\rho(y)= \begin{cases}0 & \text { if } x \text { is a minimal element in } P \\ \rho(x)+1 & \text { if } x \prec y .\end{cases}
$$

Given a poset $P$, then the Möbuis function $\mu$ of $P$ is defined recursively on intervals $[x, y]$ in $P$ by

$$
\mu(x, x)=1 \text { and } \mu(x, y)=-\sum_{x \leq z<y} \mu(x, z) \text { for all } x, y \in P .
$$

If there is a possibility of confusion, we use $\mu_{p}$ to denote the Möbuis function of a poset $P$. Suppose that $P$ is a finite poset that has a unique minimal element $\hat{0}$. For
brevity, we let $\mu(x)$ denote $\mu(\hat{0}, x)$ and $\mu(P)$ denote $\mu_{P}(\hat{0}, \hat{1})$. The Möbius function of $P$ can be equivalently defined by

$$
\mu(x)= \begin{cases}1 & \text { if } x=\hat{0}  \tag{1.1}\\ -\sum_{y<x} \mu(y) & \text { if } x>0 .\end{cases}
$$

It is well-known that if $\eta: P \rightarrow Q$ is an isomorphism between two finite posets $P$ and $Q$, then $\mu(x)=\mu(\eta(x))$ for all $x \in P$. Also, the Möbuis function of the interval $[x, y]$ of $P$ equals the restriction to $[x, y]$ of the Möbuis function of $P$.

The following result is fundamental [44] and a proof can be found in [32].

Theorem 1.0.1 (Möbius Inversion Theorem) Let $V$ be a vector space over a field $K$. Let $P$ be a finite poset with $\hat{0}$. If $f$ and $g: P \rightarrow V$ satisfying condition that $f(x)=\sum_{y \geq x} g(y)$ for all $x$ in $P$, then $g(\hat{0})=\sum_{y \geq 0} \mu(y) f(y)$.

Let $P$ be a finite graded poset with $\hat{0}$ and rank $n$. The characteristic polynomial of $P$ is

$$
\begin{equation*}
\lambda(P, t)=\sum_{x \in P} \mu(x) t^{n-\rho(x)} . \tag{1.2}
\end{equation*}
$$

One uses the corank of $x$, rather than its rank, as the exponent on $t$ so that the polynomial will be monic. Since the characteristic polynomial is just the generating function for the Möbius function, it is of fundamental importance.

A lattice is a poset $\mathcal{L}$ for which every pair $x, y \in \mathcal{L}$, has a least upper bound (or join ) $x \vee y$ and a greatest lower bound (or meet) $x \wedge y$. Clearly, all finite lattices have a $\hat{0}$ and a $\hat{1}$.

For $n \in \mathbf{N}$, let $Q_{n}$ be the poset of all subsets of $\{1,2, \ldots, n\}$ ordered by inclusion; that is,

$$
x \leq y \text { in } Q_{n} \text { if and only if } x \subseteq y \text { as sets. }
$$

Then $x \wedge y=x \cap y$ and $x \vee y=x \cup y$ for all $x, y \in Q_{n}$. Hence $Q_{n}$ forms a graded lattice with the minimal element $\hat{0}=\emptyset$, the empty set, and the maximal element $\hat{1}=\{1,2, \ldots, n\}$. The rank function $\rho$ of $Q_{n}$ is $\rho(x)=|x|$, where $|\cdot|$ denotes the cardinality of $x$. Then $Q_{n}$ is called the Boolean algebra of order $n$. It is well-known [40, 3.8.3] that

Theorem 1.0.2 The Möbuis function of $Q_{n}$ is

$$
\mu(x)=(-1)^{|x|}
$$

for all $x \in Q_{n}$.

By the definition, the characteristic polynomial of $Q_{n}$ is

$$
\begin{equation*}
\chi\left(Q_{n}, t\right)=\sum_{x \in Q_{n}}(-1)^{|x|} t^{n-|x|}=\sum_{|x|=k \geq 0}(-1)^{k}\binom{n}{k} t^{n-k}=(t-1)^{n} . \tag{1.3}
\end{equation*}
$$

In this work, we study two classes of the subposets of the Boolean algebra $Q_{n}$ : the truncated Boolean algebra and the $k$-divisible Boolean algebra. We denote these two subposets by $Q_{n: k}$ and $Q_{n \mid k}$, respectively.

We begin in Chapter 2 with the study of the truncated Boolean algebra. In the spirit of J. W. Moon [30], we first compute the möbius function of $Q_{n: k}$ in as many ways as possible. We then derive two forms of the characteristic polynomial of $Q_{n: k}$. In particular, after a review of the definitions and some premilinary materials related to subspace arrangements, we use a lattice point counting method due to Blass and Sagan to get this result.

In Chapter 3, we study the $k$-divisible Boolean algebra. We start by determining the Möbius function of $Q_{n \mid k}$. We then define the corresponding generalized Euler number to be the absolute value of this Möbius function and study its combinatorial properties. We derive two different recursions for these numbers. By using these
recursions, we extend some well-known facts about Euler numbers ( the case $k=2$ ) to generalized Euler numbers. In Section 3, we introduce the $q$-Euler numbers defined by Stanley [40]. We establish combinatorially an explicit expression of the recursion for the $q$-Euler numbers. Using this recursion, we are able to obtain some nice divisibility properties of the $q$-Euler numbers and then generalize two $q$-divisibility theorems of Andrews and Gessel. Along the way, we also provide a few different proofs for known results already in the literature.

This work ends with some comments on related results, open questions and various conjectures.

## Chapter 2

## The Truncated Boolean Algebra

### 2.1 The Möbius Function of the Truncated Boolean Algebra

For $k$ fixed, $1 \leq k \leq n$, let $Q_{n: k}$ be the set of all $S \subseteq\{1,2, \ldots, n\}$ such that $|S| \geq k$ or $|S|=0$. Ordering $Q_{n: k}$ by inclusion, we see that $Q_{n: k}$ is a poset. In fact, $Q_{n: k}$ is the subposet obtained from $Q_{n}$ by eliminating all elements that have ranks $1,2, \ldots, k-1$. For this reason, $Q_{n: k}$ is called the truncated Boolean algebra.

The Möbius function of $Q_{n: k}$ is well known. We first state the Möbius value $\mu(x)$ for elements from $Q_{n: k}$. Then we give various new algebraic and combinatorial proofs of this result. Our proofs illustrate various standard combinatorial techniques.

Theorem 2.1.1 The Möbius function of $Q_{n: k}$ is

$$
\mu(x)= \begin{cases}1 & \text { if } x=\hat{0},  \tag{2.1}\\ (-1)^{m-k+1}\binom{m-1}{k-1} & \text { if } x>\hat{0} \text { and }|x|=m \quad \text { where } k \leq m \leq n\end{cases}
$$

First, we give an algebraic proof of Theorem 2.1.1 simply using the definition of the Möbius function and the following lemma.

Lemma 2.1.2 Let $P(x)$ be a polynomial of degree at most $n$ with real coefficients. If $P(x)$ has more than $n$ distinct real roots, then $P(x) \equiv 0$.

First proof of theorem 2.1.1: By the definition of the Möbius function of a poset, $\mu(\hat{0})=1$. Let $x \in Q_{n: k}$ with $|x|=k+i$ where $0 \leq i \leq n-k$. We proceed by induction on $i$. For $i=0$, the result is trivial since $\mu(x)=-1$ if $|x|=k$. Assume that the result holds for all $0 \leq i \leq I$. Now let $x \in Q_{n: k}$ with $|x|=k+I+1$. It is easy to see that

$$
\begin{aligned}
& \mid\left\{y \in Q_{n: k}: \hat{0}<y<x \text { and }|y|=k+i \text { where } 0 \leq i \leq I\right\} \mid \\
= & \binom{k+I+1}{k+i}=\binom{k+I+1}{I-i+1} .
\end{aligned}
$$

By the induction hypothesis, we have

$$
\begin{aligned}
\mu(x) & =-\sum_{0 \leq y<x} \mu(y)=-1-\sum_{i=0}^{I} \sum_{\substack{0<y<x \\
|y|=k+i}} \mu(y) \\
& =-1-\sum_{i=0}^{I}\binom{k+I+1}{I-i+1}(-1)^{i+1}\binom{k+i-1}{i} .
\end{aligned}
$$

Let

$$
P(k)=(-1)^{I}\binom{k+I}{I+1}-\left\{-1-\sum_{i=0}^{I}\binom{k+I+1}{I-i+1}(-1)^{i+1}\binom{k+i-1}{i}\right\} .
$$

It is enough to show that $P(k) \equiv 0$. First note

$$
\begin{equation*}
\binom{k+I}{I+1}=\frac{(k+I)(k+I-1) \cdots(k+1) k}{(I+1)!} \tag{2.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\binom{k+I+1}{I-i+1}\binom{k+i-1}{i}=\frac{(k+I+1)(k+I) \cdots(k+i+1)(k+i-1) \cdots(k+1) k}{(I-i+1)!i!} \tag{2.3}
\end{equation*}
$$

are polynomials in $k$ of degree $I+1$. Hence if $P(k) \not \equiv 0$, then it is a polynomial of degree at most $I+1$. Moreover, by equation (2.2), $\binom{-j+I}{I+1}=0$ for all $0 \leq j \leq I$ and $\binom{-(I+1)+I}{I+1}=\binom{-1}{I+1}=(-1)^{I+1}$. Also by equation (2.3),

$$
\sum_{i=0}^{I}(-1)^{i+1}\binom{-j+I+1}{I-i+1}\binom{-j+i-1}{i}=(-1)^{j+1}\binom{-j+I+1}{I-j+1}\binom{-j+j-1}{j}=-1
$$

for all $0 \leq j \leq I$ and

$$
\sum_{i=0}^{I}(-1)^{i+1}\binom{-(I+1)+I+1}{I-i+1}\binom{-(I+1)+i-1}{i}=0
$$

It follows that $P(-j)=0$ for all $0 \leq j \leq I+1$. By theorem 2.1.2, we have $P(k) \equiv 0$ and the result follows.

The second proof of theorem 2.1.1 involves certain properties of Möbius functions of Eulerian posets which were originally studied by Stanley [41, Proposition 2.2].

A finite graded poset $P$ with $\hat{0}$ and $\hat{1}$ is Eulerian if $\mu(x, y)=(-1)^{l(x, y)}$ for all $x \leq y$ in $P$, where $l(x, y)$ is the length of interval $[x, y]$ in $P$; that is, the length of a maximal chain in $[x, y]$. It is clear that the Boolean algebra $Q_{n}$ is Eulerian. The following theorem is due to Stanley [40, p.137].

Theorem 2.1.3 (Stanley) Let $P$ be Eulerian of rank $n$, and let $Q$ be any subposet of $P$ containing $\hat{0}$ and $\hat{1}$. Set $\bar{Q}=(P \backslash Q) \cup\{\hat{0}, \hat{1}\}$. Then

$$
\mu(Q)=(-1)^{n-1} \mu(\bar{Q})
$$

The second proof of theorem 2.1.1: By the definition of Möbius functions of posets, $\mu_{Q_{n: k}}(\hat{0})=1$. Let $x \in Q_{n: k}$ with $|x|=m$, where $k \leq m \leq n$. Since the interval $[\hat{0}, x]$ in $Q_{n: k}$ is isomorphic to the poset $Q_{m: k}$, we can apply Theorem 2.1.3 to $Q_{m}$ and $Q_{m: k}$. Let $\hat{0}$ and $\hat{1}$ denote the minimal and the maximal element of $Q_{m}$, respectively. It follows that $\bar{Q}_{m: k}=\left(Q_{m} \backslash Q_{m: k}\right) \cup\{\hat{0}, \hat{1}\}$ and then by Theorem 2.1.3,

$$
\mu\left(Q_{m: k}\right)=(-1)^{m-1} \mu\left(\bar{Q}_{m: k}\right) .
$$

Moreover, if $y \in \bar{Q}_{m: k}, y \neq \hat{1}$, then $\mu_{\bar{Q}_{m: k}}(y)=\mu_{Q_{m}}(y)=(-1)^{|y|}$. It follows that

$$
\mu\left(\bar{Q}_{m: k}\right)=-\sum_{y<i} \mu_{\bar{Q}_{m: k}}(y)
$$

$$
\begin{aligned}
& =-\sum_{j=0}^{k-1}\left|\left\{y \in \bar{Q}_{m: k}:|y|=j\right\}\right|(-1)^{j} \\
& =-\sum_{j=0}^{k-1}(-1)^{j}\binom{m}{j}=(-1)^{k}\binom{m-1}{k-1}
\end{aligned}
$$

The last equality follows from identity (1.5) in [22, p.1]. Finally we have

$$
\begin{aligned}
\mu_{Q_{n: k}}(x) & =\mu\left(Q_{m: k}\right) \\
& =(-1)^{m-1}(-1)^{k}\binom{m-1}{k-1} \\
& =(-1)^{m-k+1}\binom{m-1}{k-1}
\end{aligned}
$$

as desired.
The third proof of theorem 2.1.1 uses Stanley's results characterizing the Möbius function of a rank-selected poset in terms of the number of permutations with given descent set [42, Proposition 14.1]. A few preliminaries are required for this proof.

Let $P$ be a finite graded poset with $\hat{0} \neq \hat{1}$ and $n=\rho(\hat{1})$ where $\rho$ is $P$ 's rank function. Let $S \subseteq\{1, \ldots, n-1\}$ and then the corresponding $S$-rank-selected subposet of $P$ is

$$
P_{S}=\{x \in P: \rho(x) \in S\} \cup\{\hat{0}, \hat{1}\}
$$

with the same partial order as $P$. Now define $\alpha(P, S)=\alpha(S)$ to be the number of maximal $\hat{0}-\hat{1}$ chains of $P_{S}$. Then define $\beta(P, S)=\beta(S)$ by

$$
\beta(S)=\sum_{T \subseteq S}(-1)^{|S|-|T|} \alpha(T)
$$

If $\mu_{S}$ denotes the Möbius function of the $P_{S}$, by proposition 14.1 in [42], we have

$$
\begin{equation*}
\beta(S)=(-1)^{|S|-1} \mu_{S}(\hat{0}, \hat{1}) \tag{2.4}
\end{equation*}
$$

Let $\mathcal{C}(P)$ be the set of all pairs $(x, y)$ of elements of $P$ for which $y$ covers $x$. A function $\lambda: \mathcal{C}(P) \rightarrow \mathbf{Z}$ is called an $R$-labeling of $P$ if, for every interval $[x, y]$ of $P$, there is a
unique saturated chain $x=x_{0}<x_{1}<\cdots<x_{l}=y$ satisfying

$$
\begin{equation*}
\lambda\left(x_{0}, x_{1}\right) \leq \lambda\left(x_{1}, x_{2}\right) \leq \cdots \leq \lambda\left(x_{l-1}, x_{l}\right) . \tag{2.5}
\end{equation*}
$$

A poset $P$ possessing an $R$-labeling $\lambda$ is call an $R$-poset and the chain $x=x_{0}<$ $x_{1}<\cdots<x_{l}=y$ satisfying (2.5) is called the increasing chain from $x$ to $y$.
R. P. Stanley has shown [35, Theorem 3.1] the following theorem and a proof can be find in [40, Theorem 3.13.2].

Theorem 2.1.4 (Stanley) Suppose that $P$ is an $R$-poset with $\hat{0} \neq \hat{1}$ and $\rho(P)=n$. Let $\lambda$ be an $R$-labeling of $P$, and let $S \subseteq\{1,2, \ldots, n-1\}$. Then $\beta(P, S)$ equals the number of maximal chains $M: \hat{0}=x_{0}<x_{1}<\cdots<x_{n}=\hat{1}$ of $P$ for which the sequence $\lambda(M):=\left(\lambda\left(x_{0}, x_{1}\right), \ldots, \lambda\left(x_{n-1}, x_{n}\right)\right.$ has descent set $S$; that is, for which

$$
\operatorname{Des}(\lambda(M)):=\left\{i: \lambda\left(x_{i-1}, x_{i}\right)>\lambda\left(x_{i}, x_{i+1}\right)\right\}=S
$$

Let $P=Q_{n}$ the Boolean algebra of rank $n$ and $S \subseteq\{1,2, \ldots, n-1\}$. If $H \prec T$, then let $\lambda(H, T)$ be the unique element of $T \backslash H$. So for any interval $[x, y]$ in $Q_{n}$, there is a unique increasing chain $x=x_{0}<x_{1}<\cdots<x_{l}=y$ defined by letting the sole element $x_{i}-x_{i-1}$ consist of the least integer contained in $y-x_{i-1}$. Hence $\lambda$ is an $R$-labeling of $Q_{n}$ and $\beta\left(Q_{n}, S\right)$ is the number of maximal $\hat{0}-\hat{1}$ chains $M$ in $Q_{n}$ such that $\operatorname{Des}(\lambda(M))=S$.

Let $\mathcal{S}_{n}$ be the set of all permutations of $\{1,2, \ldots, n\}$. We define the descent set of $\pi$ to be

$$
\operatorname{Des}(\pi)=\left\{i: \pi_{i}>\pi_{i+1} \text { and } 1 \leq i \leq n-1\right\}
$$

Note that for each maximal $\hat{0}-\hat{1}$ chain $M: x_{0}<x_{1}<\cdots<x_{n}$ in $Q_{n}$ with $\operatorname{Des}(\lambda(M))=S$, the sequence $\lambda(M)$ determines a permutation

$$
\pi=\lambda\left(x_{1}, x_{0}\right) \lambda\left(x_{2}, x_{1}\right) \cdots \lambda\left(x_{n}, x_{n-1}\right)
$$

with $\operatorname{Des}(\pi)=S$. Conversely, for each $\pi=\pi_{1} \pi_{2} \cdots \pi_{n} \in \mathcal{S}_{n}$ with $\operatorname{Des}(\pi)=S$, we see that $\pi$ determines a maximal $\hat{0}-\hat{1}$ chain

$$
M: \emptyset<\left\{\pi_{1}\right\}<\left\{\pi_{1}, \pi_{2}\right\}<\cdots<\left\{\pi_{1}, \pi_{2}, \cdots \pi_{n}\right\}
$$

with $\operatorname{Des}(\lambda(M))=S$. It is easy to check that it is a one to one and onto correspondence between the set of all maximal $\hat{0}-\hat{1}$ chains M in $Q_{n}$ with $\operatorname{Des}(\lambda(M))=S$ and the set of all permutations $\pi \in \mathcal{S}_{n}$ with $\operatorname{Des}(\pi)=S$. Hence $\beta\left(Q_{n}, S\right)=\beta_{n}(S)$ is the number of permutations of $\{1,2, \ldots, n\}$ with descent set $S$.

Now we are in the position to give another proof of Theorem 2.1.1 using the idea of the $R$-labeling of a poset.

The third proof of theorem 2.1.1: Let $P=Q_{n}$ and $S=\{k, k+1, \ldots, n-1\}$. Then $P_{S}=Q_{n: k}$ and

$$
\mu\left(Q_{n: k}\right)=(-1)^{|S|-1} \beta_{n}(S)=(-1)^{n-k-1} \beta_{n}(S)
$$

where $\beta_{n}(S)$ is the total number of the permutations of $\{1,2, \ldots, n\}$ with the descent set $S$. So it is enough to show that

$$
\beta_{n}(S)=\binom{n-1}{k-1}
$$

Let $\pi=\pi_{1} \pi_{2} \cdots \pi_{n}$ be a permutation of $\{1,2, \ldots, n\}$ with $\operatorname{Des}(\pi)=S$. Then $\pi$ is built up as follows:

$$
\pi_{1}<\pi_{2}<\cdots<\pi_{k-1}<\pi_{k}>\pi_{k+1}>\pi_{k+2}>\cdots>\pi_{n}
$$

Hence $\pi_{k}=n$. Since $\pi_{i} \neq n$ for all $1 \leq i \leq k-1$, there are $\binom{n-1}{k-1}$ ways to choose $\pi_{1}<\pi_{2}<\cdots<\pi_{k-1}$. Having chosen $\pi_{1}<\pi_{2}<\cdots<\pi_{k-1}$, since there is only one way to order the rest numbers, we have only one way to choose $\pi_{k}>\pi_{k+1}>\cdots>\pi_{n}$. It follows that $\beta_{n}(S)=\binom{n-1}{k-1}$.

Let $x \in Q_{n: k}$ with $|x|=m$. Since the interval $[\hat{0}, x]$ in $Q_{n: k}$ is isomorphic to $Q_{m: k}$, $\mu(x)=\mu\left(Q_{m: k}\right)=(-1)^{m-k-1}\binom{m-1}{k-1}$ as desired.

### 2.2 Subspace Arrangements and the Intersection Lattices

A central subspace arrangement $\mathcal{A}=\left\{K_{1}, K_{2}^{\prime}, \ldots, K_{m}\right\}$ in the Euclidean space $\mathbf{R}^{n}$ is a finite collection of linear subspaces $K_{i}^{\prime}$ of $\mathbf{R}^{n}$. Then $\mathcal{A}$ is a hyperplane arrangement if $\operatorname{codim} K_{i}=1$ for all $i$.

The intersection lattice of a subspace arrangement, $\mathcal{L}=\mathcal{L}(\mathcal{A})$, is the poset of nonempty intersections of these subspaces ordered by reverse inclusion; that is,

$$
x \leq y \quad \text { if and only if } \quad y \subseteq x
$$

Thus in $\mathcal{L}, \hat{0}$ corresponds to $\mathrm{R}^{n}$ and $\hat{1}$ corresponds to $\cap_{K \in \mathcal{A}} K$. Given two arrangements $\mathcal{A}$ and $\mathcal{B}$, we say $\mathcal{A}$ is embedded in $\mathcal{B}$ if $\mathcal{A} \subseteq \mathcal{L}(\mathcal{B})$. The characteristic polynomial of $\mathcal{L}$ is

$$
\begin{equation*}
\chi(\mathcal{L}, t)=\sum_{x \in \mathcal{L}} \mu(x) t^{\operatorname{dim}(x)} . \tag{2.6}
\end{equation*}
$$

Note that this charateristic polynomial differs from the one in definition (1.2) since $\mathcal{L}$ may not be graded, and even if it is, then the dimension and corank of $x$ may not be the same. However, using the dimension often gives more interesting polynomials.

One of the most important combinatorial invariants of an arrangement is its characteristic polynomial. Zaslavsky has related the characteristic polynomials of certain arrangements to the chromatic polynomials of signed graphs [47, 48]. Blass and Sagan [9] have generalized one of Zaslavskly's results by showing that these two polynomials both count a certain set of lattice points in $\mathbf{Z}^{n}$, which provides us an efficient way to compute characteristic polynomials (see Theorem 2.7).
let $\mathbf{R}^{n}=\left\{\left(x_{1}, x_{2}, \cdots, x_{n}\right)\right\}$ be the Euclidean space of dimension $n$. For each
$i, 1 \leq i \leq n$, let $H_{i}$ be the hyperplane $x_{i}=0$ and

$$
\mathcal{Q}_{n}=\left\{H_{1}, H_{2}, \cdots, H_{n}\right\} .
$$

This hyperplane arrangement is called the coordinate hyperplane arrangement and the intersection lattice of $\mathcal{Q}_{n}$ is lattice isomorphic to the Boolean algebra $Q_{n}$. For this reason, we often write $Q_{n}$ in place of $\mathcal{L}\left(\mathcal{Q}_{n}\right)$.

For fixed $k, 1 \leq k \leq n$, let $I=\left\{1 \leq i_{1}<i_{2}<\cdots<i_{k} \leq n\right\}$ and

$$
\Lambda_{I}^{\prime}=H_{i_{1}} \cap H_{i_{2}} \cap \cdots \cap H_{i_{k}} .
$$

Let $\mathcal{Q}_{n: k}$ be the set of all such $K_{I}^{\prime}$ 's so that $\mathcal{Q}_{n: k}$ is a subspace arrangement. It is easy to check that $\mathcal{L}\left(\mathcal{Q}_{n: k}\right)$ is a lattice and it is lattice isomorphic to the truncated Boolean algebra $Q_{n: k}$. Also for this reason, we simply denote $\mathcal{L}\left(\mathcal{Q}_{n: k}\right)$ by $Q_{n: k}$. Since $\mathcal{Q}_{n: k} \subseteq \mathcal{L}\left(\mathcal{Q}_{n}\right)$, we see that it can be considered as a subspace arrangement embedded in the coordinate hyperplane arrangement $\mathcal{Q}_{n}$.

### 2.3 The Characteristic Polynomial of the Truncated Boolean Algebra

We now consider the characteristic polynomial of $Q_{n: k}$. In this section, we will derive two forms of the characteristic polynomial of $Q_{n: k}$ in various ways, which involve the Blass-Sagan Theorem [9], hypergeometric series, generating functions, binomial coefficient identities, induction, etc.

Theorem 2.3.1 The characteristic polynomial of $Q_{n: k}$ has the following two forms:

$$
\begin{gather*}
\lambda\left(Q_{n: k}, t\right)=\sum_{i=0}^{k-1}\binom{n}{i}(t-1)^{n-i},  \tag{2.7}\\
\chi\left(Q_{n: k}, t\right)=(t-1)^{n-k+1} \sum_{i=0}^{k-1}\binom{n-k+i}{i} t^{k-i-1} . \tag{2.8}
\end{gather*}
$$

It is clear that $\chi\left(Q_{n: 1}, t\right)=\chi\left(Q_{n}, t\right)$. Also observe that if $n<k$, then $Q_{n: k}=\hat{0}$ and $\chi\left(Q_{n: k}, t\right)=\mu(\hat{0}) t^{n-0}=t^{n}$. Moreover, if $n<k$, then

$$
\sum_{i=0}^{k-1}\binom{n}{i}(t-1)^{n-i}=\sum_{i=0}^{n}\binom{n}{i}(t-1)^{n-i}=t^{n}
$$

also

$$
\begin{aligned}
& (t-1)^{n-k+1} \sum_{i=0}^{k-1}\binom{n-k+i}{i} t^{k-i-1} \\
= & (t-1)^{n-k+1} t^{k-1} \sum_{i=0}^{k-n-1}\binom{k-n-1}{i}\left(\frac{-1}{t}\right)^{i} \\
= & (t-1)^{n-k+1} t^{k-1}\left(1-\frac{1}{t}\right)^{k-n-1}=t^{n} .
\end{aligned}
$$

Much work has been devoted to finding conditions under which the characteristic polynomial of a lattice has only integral roots. This is true for $Q_{n}$ but not in general for $Q_{n: k}, k \geq 2$. However, Theorem 2.3 .1 shows that $\chi\left(Q_{n: k}, t\right)$ at least factors partially over $\mathbf{Z}$, in particular that it is divisible by $(t-1)^{n-k+1}=\chi\left(Q_{n-k+1}, t\right)$.

Furthermore, Equation (2.7) shows that one gets a nicer form for the coefficients of $\chi\left(Q_{n: k}, t\right)$ when it is expanded using the basis $1, t-1,(t-1)^{2}, \cdots$ for the polynomial ring, rather than using the usual basis $1, t, t^{2}, \cdots$.

Since the truncated Boolean algebra can be considered as a subspace arrangement embedded in the coordinate hyperplane arrangement, we first give a combinatorial proof of Equation (2.7) using the Blass-Sagan interpretation of certain characteristic polynomials as counting a set of lattice points in $\mathbf{Z}^{n}[9]$.

Theorem 2.3.2 (Blass-Sagan) Let

$$
\mathcal{B}_{n}=\left\{\left(x_{i}= \pm x_{j}\right),\left(x_{k}=0\right)\right\}_{1 \leq i \leq j \leq n, 1 \leq k \leq n}
$$

and let $\mathcal{A}$ be a subspace arrangement such that $\mathcal{A} \subseteq \mathcal{L}\left(\mathcal{B}_{n}\right)$. For $t=2 s+1$, define $[-s, s]=\{-s,-(s-1), \ldots,-1,0,1, \ldots, s\}$ and $C_{t}=[-s, s]^{n}$. Then $\chi(\mathcal{L}(\mathcal{A}), t)=$ $\left|C_{t} \backslash \mathcal{A}\right|$.

The significance of Theorem 2.3.2 is that it provides us an efficient way to determine certain characteristic polynomials without even computing any Möbius functions. Before proving this theorem, we would like to give the readers an example to show intuitively what is going on. Consider $\mathcal{B}_{2}$ in $\mathbf{R}^{2}$ and $C_{5}$ in $\mathbf{Z}^{2}$. It is well-known [28] that

$$
\chi\left(\mathcal{L}\left(\mathcal{B}_{n}\right), t\right)=(t-1)(t-3) \cdots(t-2 n+1) .
$$

So $\chi\left(\mathcal{L}\left(\mathcal{B}_{2}\right), 5\right)=(5-1)(5-3)=8$.
On the other hand, let $\mathcal{A}=\mathcal{B}_{2}=\left\{\left(x_{1}= \pm x_{2}\right),\left(x_{1}=0\right),\left(x_{2}=0\right)\right\}$.


We see that $\left|C_{5} \backslash \mathcal{B}_{2}\right|=8$ and then $\left|C_{5} \backslash \mathcal{B}_{2}\right|=\chi\left(\mathcal{L}\left(\mathcal{B}_{2}\right), 5\right)$.
The following proof is due to Blass and Sagan [9]. I am including their proof here for completeness.

Proof ( of Theorem 2.3.2 ): For $X \in \mathcal{L}(\mathcal{A})$, let

$$
f(X)=\left|X \cap C_{t}\right| \quad \text { and } \quad g(X)=\left|\left(X \cap C_{t}\right) \backslash\left(\cup_{Y>X} Y \cap C_{t}\right)\right| .
$$

Given $X \in \mathcal{L}(\mathcal{A}) \subseteq \mathcal{L}\left(\mathcal{B}_{n}\right)$, there is a one to one correspondence between $X \cap C_{t}$ and the cube of side t in $\mathbf{Z}^{\operatorname{dim}(X)}$ centered at 0 . It follows that $f(X)=\left|X \cap C_{t}\right|=t^{\operatorname{dim}(X)}$. Clearly $f(X)=\sum_{Y \geq X} g(Y)$. So by Möbius Inversion Theorem 1.0.1

$$
\left|C_{t} \backslash \mathcal{A}\right|=g\left(\mathbf{R}^{n}\right)=\sum_{Y} \mu(Y) f(Y)=\sum_{Y} \mu(Y) t^{\operatorname{dim}(Y)}=\chi(\mathcal{L}(\mathcal{A}), t)
$$

and this ends the proof.

A combinatorial proof of Equation (2.7): Since $\mathcal{Q}_{n: k} \subseteq \mathcal{L}\left(\mathcal{B}_{n}\right)$, by the BlassSagan Theorem, it is enough to show that

$$
\begin{equation*}
\left|C_{t} \backslash \mathcal{Q}_{n: k}\right|=\sum_{i=0}^{k-1}\binom{n}{i}(t-1)^{n-i} \tag{2.9}
\end{equation*}
$$

Note that $C_{t} \backslash Q_{n: k}$ consists of all $x=\left(x_{1}, x_{2}, \ldots, x_{n}\right) \in \mathbf{Z}^{n}$ where $-s \leq x_{i} \leq s$ for all $i$ and the number of zeros in $\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ is at most $k-1$. This observation enables us to partition $C_{t} \backslash Q_{n: k}$ into $k$ parts. For fixed $i, 0 \leq i \leq k-1$, let
$S_{i}=\left\{x=\left(x_{1}, x_{2}, \ldots, x_{n}\right) \in C_{t} \backslash Q_{n: k}:\right.$ the number of zeros in $\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ is $\left.i\right\}$.

Then

$$
\begin{aligned}
\left|S_{i}\right|= & \text { (the number of ways to choose } i \text { elements } \\
& \text { from } \left.\left\{x_{1}, x_{2}, \ldots, x_{n}\right\} \text { as zero coordinates of } x\right)
\end{aligned}
$$

-(the number of ways to choose the remaining $n-i$

$$
\text { non-zero coordinates of } x \text { from }[-s, s] \backslash\{0\} \text { ) }
$$

$$
=\binom{n}{i}(t-1)^{n-i}
$$

It is clear that $\left\{S_{i}\right\}_{0 \leq i \leq k-1}$ are mutually disjoint and

$$
C_{t} \backslash Q_{n: k}=\bigcup_{i=0}^{k-1} S_{i}
$$

Hence

$$
\left|C_{t} \backslash Q_{n: k}\right|=\sum_{i=0}^{k-1}\left|S_{i}\right|=\sum_{i=0}^{k-1}\binom{n}{i}(t-1)^{n-i}
$$

as desired.

Next, we will give an algebraic proof of Equation (2.7) which only involves the use of binomial identities and the definition of the characteristic polynomial of a poset.

An algebraic proof of Equation (2.7) : We start from the right hand side of Equation (2.7):

$$
\begin{aligned}
& \sum_{i=0}^{k-1}\binom{n}{i}(t-1)^{n-i} \\
= & \sum_{i=0}^{k-1} \sum_{j=0}^{n-i}\binom{n}{i}\binom{n-i}{j} t^{j}(-1)^{n-i-j} \\
= & \sum_{j=0}^{n-k+1}\left\{\sum_{i=0}^{k-1} \frac{n!}{i!(n-i-j)!}(-1)^{n-i-j}\right\} \frac{t^{j}}{j!} \\
& +\sum_{j=n-k+2}^{n}\left\{\sum_{i=0}^{n-j} \frac{n!}{i!(n-i-j)!}(-1)^{n-j-i}\right\} \frac{t^{j}}{j!} \\
= & \sum_{j=0}^{n-k}(-1)^{n-j}\left\{\sum_{i=0}^{k-1}(-1)^{i} \frac{(n-j)!}{i!(n-i-j)!}\right\} n(n-1) \ldots(n-j+1) \frac{t^{j}}{j!} \\
& +\sum_{j=n-k+2}^{n-1}\left\{\sum_{i=0}^{n-j} \frac{(n-j)!}{i!(n-i-j)!}(-1)^{n-j-i}\right\} n(n-1) \ldots(n-j+1) \frac{t^{j}}{j!}+t^{n}
\end{aligned}
$$

( the $j=n-k+1$ term in the first sum is the expansion of $(1-1)^{k-1}=0$ and the $j=n$ term in the second sum is $\left.t^{n}\right)$

$$
=t^{n}+\sum_{j=0}^{n-k}(-1)^{n-j}\left\{(-1)^{k-1}\binom{n-j-1}{k-1}\right\} n(n-1) \ldots(n-j+1) \frac{t^{j}}{j!}
$$

(applying identity (1.5) in [22, p.1] to each term in the first sum and the expansion of $(1-1)^{n-j}=0$ to each term in the second one)
$=t^{n}+\sum_{j=0}^{n-k}(-1)^{n-j-k+1} \frac{n(n-1) \ldots(n-j+1)(n-j-1)!}{(k-1)!(n-j-k)!} \frac{t^{j}}{j!}$

$$
=t^{n}+\sum_{p=0}^{n-k}(-1)^{p+1} \frac{n(n-1) \ldots(k+p+1)(k+p-1)!}{(k-1)!p!} \frac{t^{n-k-p}}{(n-k-p)!}
$$

$$
\text { (let } n-j-k=p)
$$

$$
=t^{n}+\sum_{p=0}^{n-k}(-1)^{p+1}\binom{n}{k+p} \frac{(k+p-1) \ldots(k+1) k}{p!} t^{n-k-p}
$$

$$
=t^{n}+\sum_{p=0}^{n-k}\binom{n}{k+p}(-1)^{p+1}\binom{k+p-1}{p} t^{n-k-p}
$$

On the other hand, the left hand side of Equation (2.7) is

$$
\begin{aligned}
& \chi\left(Q_{n: k}, t\right) \\
= & \sum_{x \in Q_{n: k}} \mu(x) t^{\operatorname{dim}(x)} \\
= & \mu(\hat{0}) t^{n}+\sum_{j=0}^{n-k} \sum_{\operatorname{dim}(x)=j} \mu(x) t^{j} \\
= & t^{n}+\sum_{j=0}^{n-k}\binom{n}{j}(-1)^{n-k-j+1}\binom{n-j-1}{k-1} t^{j}
\end{aligned}
$$

(using Theorem 2.1.1 and $\left|\left\{x \in Q_{n: k}: \operatorname{dim}(x)=j\right\}\right|=\binom{n}{j}$ )

$$
=t^{n}+\sum_{p=0}^{n-k}\binom{n}{k+p}(-1)^{p+1}\binom{k+p-1}{p} t^{n-k-p}
$$

$($ let $n-j-k=p)$.

Hence we have shown algebraically that Equation (2.7) holds.
As for the proofs of Equation (2.8), we first give it a combinatorial proof using the Blass-Sagan Theorem; that is, count the number of elements in $C_{t} \backslash \mathcal{Q}_{n: k}$ as we
did in the combinatorial proof of Equation (2.7) except that in this case we partition $C_{t} \backslash \mathcal{Q}_{n: k}$ in a different way.

A combinatorial proof of Equation (2.8) : For non-negative integers $t$ and $s$ with $t=2 s+1$, we let $E=[-s, s]$ and $D=E \backslash\{0\}$. It is clear that $|E|=2 s+1=t$ and $|D|=2 s=t-1$. Also we let $A \times B$ denote the product of two sets $A$ and $B$ and $A^{m}$ denote the product of $m$ copies $A$ 's where $m$ is a non-negative integer.

By Theorem 2.3.2, it is enough to show that

$$
\begin{equation*}
\left|C_{t} \backslash Q_{n: k}\right|=(t-1)^{n-k+1} \sum_{i=0}^{k-1}\binom{n-k+i}{i} t^{k-i-1} \tag{2.10}
\end{equation*}
$$

First we give a outline of this proof. To prove equation (2.10), we construct a partition $\left\{A_{0}, A_{1}, \ldots A_{k-1}\right\}$ of $C_{t} \backslash Q_{n: k}$ such that each $A_{i}$ is a disjoint union of $\binom{n-k+i}{i}$ sets, say $A_{i, 1}, A_{i, 2}, \ldots, A_{i,\binom{n-k+1}{i}}$ with $\left|A_{i, j}\right|=t^{k-i-1}(t-1)^{n-k+1}$, where $0 \leq i \leq k-1$ and $1 \leq j \leq\binom{ n-k+i}{i}$. In this way, we have

$$
\begin{equation*}
C_{t}^{\prime} \backslash Q_{n: k}=\biguplus_{i=0}^{k-1} A_{i}=\biguplus_{i=0}^{k-1}\left\{\biguplus_{j=1}^{\left({ }_{j}^{n-k+1}\right)} A_{i, j}\right\} \tag{2.11}
\end{equation*}
$$

where $\biguplus$ denotes the disjoint union of sets. Then

$$
\begin{aligned}
& \left|C_{t} \backslash Q_{n: k}\right|=\sum_{i=0}^{k-1}\left|A_{i}\right|=\sum_{i=0}^{k-1}\left\{\sum_{j=1}^{\binom{n-k+1}{i}}\left|A_{i, j}\right|\right\} \\
& =\sum_{i=0}^{k-1} \sum_{j=1}^{\substack{n-k+1 \\
i}}(t-1)^{n-k+1} t^{k-i-1} \\
& =(t-1)^{n-k+1} \sum_{i=0}^{k-1}\binom{n-k+i}{i} t^{k-i-1} .
\end{aligned}
$$

Now we start a detailed proof of equation (2.10) by constructing $\left\{A_{i, j}\right\}_{1 \leq j \leq\binom{ n-k+1}{i}}$ for each $i$. Keep in mind that $C_{t} \backslash Q_{n: k}$ consists of all $x=\left(x_{1}, x_{2}, \ldots, x_{n}\right)$, such that $\left\{x_{1}, x_{2}, \ldots, x_{n}\right\} \subseteq[-s, s]$ and the number of zeros in $\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ is at most $k-1$.

For fixed $i, 0 \leq i \leq k-1$, take products of $n-k$ copies of $D$ 's and $i$ copies $\{0\}^{\prime}$ s in all possible ways. Since the number of all such products is the number of ways of placing $i 0$-component's in the $n-k+i$ possible positions, we get a collection of $\binom{n-k+i}{i}$ sets, say $\left\{B_{i, j}\right\}_{1 \leq j \leq\binom{ n-k+1}{i}}$. Note that all the $B_{i, j}$ are mutually disjoint subsets in $\mathbf{R}^{n-k+i}$ and

$$
\left|B_{i, j}\right|=\left|D^{n-k}\right||\{0\}|=(t-1)^{n-k}
$$

which is independent of $i$ and $j$. Moreover, if $x=\left(x_{1}, x_{2}, \ldots, x_{n-k+i}\right) \in B_{i, j}$, then $\left\{x_{1}, x_{2}, \ldots, x_{n-k+i}\right\} \subseteq[-s, s]$ and the number of zeros in $\left(x_{1}, x_{2}, \ldots, x_{n-k+i}\right)$ is $i$.

Now for fixed $i$ and $j, 0 \leq i \leq k-1$ and $1 \leq j \leq\binom{ n-k+i}{i}$, let $A_{i, j}=E^{k-i-1} \times D \times$ $B_{i, j}$. It is clear that

$$
\left|A_{i, j}\right|=\left|E^{k-i-1}\right|\left|D \| B_{i, j}\right|=t^{k-i-1}(t-1)^{n-k+1}
$$

which is independent of $j$. Since all $B_{i, j}$ 's are mutually disjoint subsets of $\mathbf{R}^{n-k+i}$, we see that all $A_{i, j}$ 's are also mutually disjoint subsets of $\mathbf{R}^{n}$. Moreover, if $x=$ $\left(x_{1}, x_{2}, \ldots, x_{n}\right) \in A_{i, j}$, then $\left\{x_{1}, x_{2}, \ldots, x_{n}\right\} \subseteq[-s, s]$ and the number of zeros in $\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ is at most $(k-i-1)+i=k-1$. Hence $A_{i, j} \subseteq C_{t} \backslash Q_{n: k}$.

Now we define

$$
A_{i}=\biguplus_{j=1}^{(n-k+1)} A_{i, j} \quad \text { for all } 0 \leq i \leq k-1
$$

and then

$$
\left|A_{i}\right|=\left(\begin{array}{c}
\binom{n-k+i}{\dot{j}}  \tag{2.12}\\
j=1
\end{array}\left|A_{i, j}\right|=\binom{n-k+i}{i}\left|A_{i, 1}\right|=\binom{n-k+i}{i} t^{k-i-1}(t-1)^{n-k+1}\right.
$$

We claim that $\left\{A_{i}\right\}_{0 \leq i \leq k-1}$ are mutually disjoint. To prove this claim, we proceed by contradiction. Suppose not and let $x \in A_{i} \cap A_{h}$ for some $0 \leq i<h \leq k-1$. Then $x \in A_{i, j} \cap A_{h, l}$ for some $1 \leq j \leq\binom{ n-k+i}{i}$ and $1 \leq l \leq\binom{ n-k+h}{h}$. It follows that
(i) the number of zeros in $\left(x_{k-i}, \ldots, x_{n}\right)$ is $i$ since $x \in A_{i}$, and $x_{k-i} \neq 0$;
(ii) the number of zeros in $\left(x_{k-h+1}, \ldots, x_{n}\right)$ is $h$ since $x \in A_{h}$.

But the fact $\left|\left\{x_{k-h+1}, x_{k-h+2}, \ldots, x_{k-i-1}\right\}\right|=h-(i+1)$ implies, by (ii), that the number of zeros in $\left(x_{k-i}, \ldots, x_{n}\right)$ is at least $i+1$ which contradicts (i). Hence all $A_{i}$ 's are mutually disjoint.

Finally, we claim that $C_{t} \backslash Q_{n: k}=\bigcup_{i=0}^{k-1} A_{i}$. Since $A_{i, j} \subseteq C_{t} \backslash Q_{n: k}$, it follows that

$$
A_{i}=\bigcup_{j=1}^{\left(\begin{array}{c}
n-k+1
\end{array}\right)} A_{i, j} \subseteq C_{t} \backslash Q_{n: k} \quad \text { and then } \quad \bigcup_{i=0}^{k-1} A_{i} \subseteq C_{t} \backslash Q_{n: k}
$$

On the other hand, let $x=\left(x_{1}, x_{2}, \ldots, x_{n}\right) \in C_{t} \backslash Q_{n: k}$. Since the number of zeros in $\left(x_{1}, x_{2}, \ldots x_{n}\right)$ is at most $k-1$, the number of non-zeros in $\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ is at least $n-k+1$. Let $x_{m}$ be the $(n-k+1)$-st non-zero coordinate in $\left\{x_{1}, x_{2}, \ldots, x_{n}\right\}$ counting from the right. Moreover, $m$ is at most $k$ since $\left|\left\{x_{m+1}, x_{m+2}, \ldots, x_{n}\right\}\right|=n-m$ is at least $n-k$ by the definition of $x_{m}$. If $k-m=i$, then we claim that $x \in A_{i}$. By the definition of $x_{m}$, the number of zeros in $\left(x_{m+1}, \ldots, x_{n}\right)$ is $k-m=i$. It follows that $\left(x_{m+1}, x_{m+2}, \ldots, x_{n}\right) \in B_{i, j}$ for some $1 \leq j \leq\binom{ n-k+i}{i}$. Since $x_{m} \neq 0$ and $k-m=i$, we have $\left(x_{1}, x_{2}, \ldots, x_{m-1}, x_{m}\right) \in E^{m-1} \times D=E^{k-i-1} \times D$. So $x=\left(x_{1}, x_{2}, \ldots, x_{m}, x_{m+1}, \ldots, x_{n}\right) \in E^{k-i-1} \times D \times B_{i, j}=A_{i, j}$. This proves that $C_{t} \subseteq \bigcup_{i=0}^{k-1} A_{i}$.

Hence $C_{t} \backslash Q_{n: k}=\biguplus_{i=0}^{k-1} A_{i}$ and $\left|C_{t} \backslash Q_{n: k}\right|=\sum_{i=1}^{k-1}\left|A_{i}\right|$. Now the result follows from equation (2.12).

Next, we set up some definitions for the algebraic proofs of Equation (2.8).
The two most common types of generating functions are ordinary generating functions and exponential generating functions. The ordinary generating function of a sequence $\left\{a_{n}\right\}_{n \geq 0}$ is the formal power series

$$
\sum_{n \geq 0} a_{n} x^{n},
$$

while the exponential generating function of $\left\{a_{n}\right\}_{n \geq 0}$ is the formal power series

$$
\sum_{n \geq 0} a_{n} x^{n} / n!
$$

For information about generating functions, see Stanley's book [40]
If $a_{1}, a_{2}, \ldots, a_{p}$ and $b_{1}, b_{2}, \ldots, b_{q}$ are constants, then we can form the hypergeometric series

$$
{ }_{p} F_{q}\left[\begin{array}{cccc|c}
a_{1}, & a_{2}, & \ldots, & a_{p} & x  \tag{2.13}\\
& b_{1}, & \ldots, & b_{q} & x
\end{array}\right]:=\sum_{k \geq 0} \frac{\left(a_{1}\right)_{k}\left(a_{2}\right)_{k} \cdots\left(a_{p}\right)_{k}}{\left(b_{1}\right)_{k} \cdots\left(b_{q}\right)_{k}} \frac{x^{k}}{k!}
$$

where $(a)_{k}=a(a+1)(a+2) \cdots(a+k-1)$ is a rising factorial with respect to $k$. For information about such functions, see the books of Bailey [3] or Slater [34]. We also need the following result known as the Chu-Vandermonde Theorem [34, p.28].

Theorem 2.3.3 (Chu-Vandermonde ) If $n$ is a positive integer, then

$$
{ }_{2} F_{1}\left[\begin{array}{ll|l}
-n, & a & 1  \tag{2.14}\\
& -n+b & 1
\end{array}\right]=\frac{(1-b+a)_{n}}{(1-b)_{n}}
$$

Proof. See [34, p.28].
Now we are ready to give algebraic proofs of Equation (2.8) by hypergeometric series and generating functions, respectively. We assume that Equation (2.7) is given. First factor out $(t-1)^{n-k+1}$ from $\sum_{i=0}^{k-1}\binom{n}{i}(t-1)^{n-i}$, and then expand $(t-1)^{k-i-1}$. We find

$$
\begin{aligned}
\sum_{i=0}^{k-1}\binom{n}{i}(t-1)^{k-i-1} & =\sum_{i=0}^{k-1}\binom{n}{i}\left\{\sum_{j=0}^{k-i-1}\binom{k-i-1}{j} t^{j}(-1)^{k-i-1-j}\right\} \\
& =\sum_{j=0}^{k-1}\left\{\sum_{i=0}^{k-j-1}\binom{n}{i}\binom{k-i-1}{j}(-1)^{k-i-1-j}\right\} t^{j} .
\end{aligned}
$$

The coefficient of $t^{j}$ is

$$
\sum_{i=0}^{k-j-1}\binom{n}{i}\binom{k-i-1}{j}(-1)^{k-i-1-j} .
$$

Let $k-j-1=h \geq 0$. We see that the coefficient of $t^{j}=t^{k-h-1}$ is

$$
(-1)^{h} \sum_{i=0}^{h}(-1)^{i}\binom{n}{i}\binom{k-i-1}{h-i}
$$

Now we let

$$
g(h)=\sum_{i=0}^{h}(-1)^{i}\binom{n}{i}\binom{k-i-1}{h-i}=\sum_{i=0}^{\infty}(-1)^{i}\binom{n}{i}\binom{k-i-1}{h-i} .
$$

It remains to show that

$$
\begin{equation*}
g(h)=(-1)^{h}\binom{n-k+h}{h} \quad \text { for all } h \geq 0 . \tag{2.15}
\end{equation*}
$$

1. We first prove (2.15) by using hypergeometric series. To do this, we need first to express the binomial coefficients in terms of rising factorials:

$$
\binom{n}{i}=(-1)^{i} \frac{(-n)_{i}}{i!} \quad \text { and } \quad\binom{k-i-1}{h-i}=\frac{(-1)^{h}(-k+1)_{h}(-h)_{i}}{h!(-k+1)_{i}}
$$

Then we see that

$$
\begin{aligned}
g(h) & =\sum_{i=0}^{h}(-1)^{i}\binom{n}{i}\binom{k-i-1}{h-i} \\
& =\frac{(-1)^{h}(-k+1)_{h}}{h!}\left\{\sum_{i=0}^{\infty} \frac{(-n)_{i}(-h)_{i}}{(-k+1)_{i}} \frac{1}{i!}\right\} \\
& =\frac{(-1)^{h}(-k+1)_{h}}{h!}\left\{{ }_{2} F_{1}\left[\begin{array}{rl}
-n, & -h \\
-k+1 & 1
\end{array}\right]\right\}
\end{aligned}
$$

(by the definition of hypergeometric series)

$$
=\frac{(-1)^{h}(-k+1)_{h}}{h!} \frac{(-n+k-h)_{n}}{(-n+k)_{n}}
$$

( using equation (2.14) with $a=-h$ and $b=n-k+1$ )

$$
=\frac{(-1)^{h}(n-k+1)_{h}}{h!}=(-1)^{h}\binom{n-k+h}{h} .
$$

2. Next we prove (2.15) using generating functions. Consider the generating function $G(x)$ of $\{g(h)\}_{h \geq 0}$,

$$
\begin{aligned}
G^{\prime}(x) & =\sum_{h=0}^{\infty} g(h) x^{h} \\
& =\sum_{i=0}^{\infty}(-1)^{i}\binom{n}{i}\left\{\sum_{h=i}^{\infty}\binom{k-i-1}{h-i} x^{h}\right\} \\
& =\sum_{i=0}^{\infty}(-1)^{i} x^{i}\binom{n}{i}\left\{\sum_{p=0}^{\infty}\binom{k-i-1}{p} x^{p}\right\} \\
& =\sum_{i=0}^{\infty}(-1)^{i} x^{i}\binom{n}{i}(1+x)^{k-i-1} \\
& =(1+x)^{k-1} \sum_{i=0}^{\infty}(-1)^{i}\binom{n}{i}\left(\frac{x}{1+x}\right)^{i} \\
& =(1+x)^{k-1}\left(1-\frac{x}{1+x}\right)^{n} \\
& =\frac{1}{(1+x)^{n-k+1}}=\sum_{h=0}^{\infty}\binom{n-k+h}{h}(-1)^{h} x^{h} .
\end{aligned}
$$

It follows that $g(h)=(-1)^{h}\binom{n-k+h}{h}$ for all $h \geq 0$. Then the coefficient of $t^{k-h-1}$ is $(-1)^{h} g(h)=\binom{n-k+h}{h}$ as desired.

We conclude this section by giving the exponential generating function of the characteristic polynomial of $Q_{n: k}$.

Theorem 2.3.4 The exponcntial generating function of $\left\{\chi\left(Q_{n: k}, t\right)\right\}_{n \geq 0}$ is

$$
\begin{equation*}
G_{k}^{\prime}(x, t)=\left\{\sum_{i=0}^{k-1} \frac{x^{i}}{i!}\right\} e^{x(t-1)} \tag{2.16}
\end{equation*}
$$

where $k$ is a fixed non-negative integer.

Proof. By the definition, we have

$$
G_{k}(x, t)=\sum_{n=0}^{\infty}\left\{\sum_{i=0}^{k-1}\binom{n}{i}(t-1)^{n-i}\right\} \frac{x^{n}}{n!}
$$

$$
\begin{aligned}
& =\sum_{i=0}^{k-1} \sum_{n=i}^{\infty}\binom{n}{i}(t-1)^{n-i} \frac{x^{n}}{n!} \\
& =\sum_{i=0}^{k-1}\left\{\sum_{n=i}^{\infty} \frac{[(t-1) x]^{n-i}}{(n-i)!}\right\} \frac{x^{i}}{i!} \\
& =e^{x(t-1)}\left\{\sum_{i=0}^{k-1} \frac{x^{i}}{i!}\right\}
\end{aligned}
$$

as desired.

## Chapter 3

## The $k$-divisible Boolean Algebra

Let $n$ and $k$ be positive integers with $1 \leq k \leq n$. Define $Q_{n \mid k}$ be the set of all subsets $x \subseteq\{1,2, \ldots, n\}$ such that $k$ divides $|x|$ or $|x|=n$. Ordering $Q_{n \mid k}$ by inclusion, we see that $Q_{n \mid k}$ is a subposet obtained from $Q_{n}$ by eliminating all elements that have ranks not divisible by $k$, except $\{1,2, \ldots, n\}$ if $k \nmid n$. So $Q_{n \mid k}$ is called the $k$-divisible Boolean algebra. It is clear that $Q_{n \mid 1}=Q_{n}$.

### 3.1 The Möbius Function of the $k$-divisible Boolean Algebra

The main theorem in this section concerns the Möbius function of $Q_{n \mid k}$. To state this theorem, we let $\rceil$ and [| denote the ceiling and floor functions (round up and round down), respectively. Clearly, if $x \in Q_{n \mid k}$, then either $|x|=m k$ for $0 \leq m \leq\left\lfloor\frac{n}{k}\right\rfloor$, or $|x|=n$.

Theorem 3.1.1 The Möbius function of $Q_{n \mid k}$ is

$$
\mu(x)=\left\{\begin{array}{c}
\sum_{r=0}^{m}(-1)^{r} \underset{\substack{j_{1}+j_{2}+\ldots+j_{r}=m \\
j_{1} \geq 1 \\
1 \leq i \leq r}}{ }\binom{m k}{j_{1} k, j_{2} k, \ldots, j_{r} k}, \quad \text { if }|x|=m k ;  \tag{3.1}\\
\sum_{r=0}^{\left\lfloor\frac{n}{k}\right\rfloor}(-1)^{r+1} \sum_{h=r}^{\left\lfloor\frac{n}{k}\right\rfloor} \sum_{\substack{j_{1}+j_{2}+\cdot+j_{r}=h \\
j_{1} \geq 1 \\
1 \leq i \leq r}}\binom{n}{n-h k, j_{1} k, j_{2} k, \ldots, j_{r} k}, \quad \text { if }|x|=n \text { and } k \nmid n .
\end{array}\right.
$$

We will give both algebraic and combinatorial proofs for Theorem 3.1.1. Our algebraic proof of this theorem simply uses the definition of the Möbius function, induction, binomial identities, etc.

An algebraic proof of Theorem 3.1.1: For any $x \in Q_{n \mid k}$, we see that either $|x|=m k$ for some non-negative $m$, or $|x|=n$ with $k \nmid n$. We will consider these two cases separately.

Case 1: Suppose that $|x|=m k$ and induct on $m$. If $m=0$, then $x=\hat{0}$ and $\mu(\hat{0})=1$ by the definition. Also $(-1)^{0}(0!/ p)=1$ where $p$ is an empty product. So the result holds when $m=0$. Next, by the definition,

$$
\begin{gathered}
\mu(x)=-\sum_{\substack{y<x \\
y \in Q_{n \mid k}}} \mu(y) \\
=-\sum_{h=0}^{m-1} \mid\left\{y \in Q_{n \mid k}:|y|=h k \text { and } y<x\right\} \mid \mu(y)
\end{gathered}
$$

$$
=-\sum_{h=0}^{m-1}\binom{m k}{h k} \sum_{r=0}^{h}(-1)^{r} \sum_{\substack{j_{1}+j_{2}+\cdots+j_{r}=h \\ j_{1} \geq 1 \\ 1 \leq i \leq r}}\binom{h k}{j_{1} k, j_{2} k, \ldots, j_{r} k}
$$

(using the induction hyperthesis )

$$
\begin{gathered}
=\sum_{r=0}^{m-1}(-1)^{r+1} \sum_{h=r}^{m-1} \sum_{\substack{j_{1}+j_{2}+\cdots+j_{r}=h \\
j_{1} \geq 1 \\
1 \leq i \leq r}}\binom{m k}{(m-h) k, j_{1} k, j_{2} k, \ldots, j_{r} k} \\
=\sum_{r=0}^{m-1}(-1)^{r+1} \sum_{\substack{ \\
j_{1}+j_{2}+\cdots+j_{r}+j_{r+1}=m \\
j_{1} \geq 1 \\
1 \leq i \leq r+1}}\binom{m k}{j_{1} k, j_{2} k, \ldots, j_{r} k, j_{r+1} k}
\end{gathered}
$$

$$
\begin{aligned}
& \quad\left(\text { putting } j_{r+1}=m-h\right) \\
& =\sum_{r=1}^{m}(-1)^{r} \sum_{\substack{ \\
j_{1}+j_{2}+\cdots+j_{r}=m \\
j_{1} \geq 1 \\
1 \leq i \leq r}}\binom{m k}{j_{1} k, j_{2} k, \ldots, j_{r} k}
\end{aligned}
$$

(shifting the index $r$ by 1 )

$$
=\sum_{r=0}^{m}(-1)^{r} \sum_{\substack{j_{1}+j_{2}+\cdots+j_{r}=m}}\left(\begin{array}{c}
m k \\
j_{1} \geq 1 \\
1 \leq i \leq r
\end{array},\right.
$$

Note that we get the last equality by adding the $r=0$ term into the sum. We can do so since if $r=0$ and $m>0$, then

$$
\sum_{\substack{j_{1}+j_{2}+\cdots+j_{r}=m \\ j_{1} \geq 1 \\ 1 \leq i \leq r}}\binom{m k}{j_{1} k, j_{2} k, \ldots, j_{r} k}
$$

is an empty sum and hence is 0 .
Case 2: Suppose that $|x|=n$ with $k \nmid n$. By the definition,

$$
\begin{gathered}
\mu(\hat{1})=-\sum_{\substack{y<\mathrm{i} \\
y \in Q_{n \mid k}}} \mu(y) \\
=-\sum_{h=0}^{\left\lfloor\frac{n}{k}\right\rfloor}\left|\left\{y \in Q_{n \mid k}:|y|=h k\right\}\right| \quad \mu(y) \\
=-\sum_{h=0}^{\left\lfloor\frac{n}{k}\right\rfloor}\binom{n}{h k} \sum_{r=0}^{h}(-1)^{r} \sum_{\substack{j_{1}+j_{2}+\cdots+j_{r}=h \\
j_{1} \geq 1 \\
1 \leq i \leq r}}\binom{h k}{j_{1} k, j_{2} k, \ldots, j_{r} k} .
\end{gathered}
$$

( applying case 1 to each $y$ )

$$
=\sum_{r=0}^{\left\lfloor\frac{n}{k}\right\rfloor}(-1)^{r+1} \sum_{h=r}^{\left\lfloor\frac{n}{k}\right\rfloor} \sum_{\substack{j_{1}+j_{2}+\cdots+j_{r}=h \\ j_{1} \geq 1 \\ 1 \leq i \leq r}}\binom{n}{n-h k, j_{1} k, j_{2} k, \ldots, j_{r} k}
$$

as desired. This ends our algebraic proof.
Our combinatorial proof of Theorem 3.1.1 employs an important way of computing the Möbius function due to Phillip Hall [27].

Theorem 3.1.2 (Phillip Hall) Let $P$ be a finite poset with $\hat{0}$ and $\hat{1}$. Let $x \in P$ and $c_{r}$ be the number of chains $\hat{0}=x_{0}<x_{1}<\cdots<x_{r}=x$ of length $r$ between $\hat{0}$ and $x$. Thus $c_{0}=0$ and $c_{1}=1$. Then

$$
\mu(x)=c_{0}-c_{1}+c_{2}-c_{3}+\cdots .
$$

A proof of this theorem can be found in [40, p.119].
The significance of Theorem 3.1.2 is that it shows that $\mu(P)$ can be interpreted as an Euler characteristic and thus links Möbius inversion with algebraic topology.

First combinatorial proof of Theorem 3.1.1: First consider the $|x|=m k$ case. Since a maximal $\hat{0}-x$ chain in $Q_{n \mid k}$ has length $m$, it follows from Theorem 3.1.2 that

$$
\begin{equation*}
\mu(x)=\sum_{r=0}^{m}(-1)^{r} c_{r} \tag{3.2}
\end{equation*}
$$

where $\boldsymbol{c}_{r}$ is the number of chains $\hat{0}=x_{0}<x_{1}<\cdots<x_{r}=x$ of length $r$ in $Q_{n \mid k}$. So it is enough to show that

$$
\begin{equation*}
c_{r}=\sum_{\substack{ \\j_{1}+j_{2}+\cdots+j_{r}=m \\ j_{1} \geq 1 \\ 1 \leq i \leq r}}\binom{m k}{j_{1} k, j_{2} k, \ldots, j_{r} k} \quad \text { for all } 0 \leq r \leq m . \tag{3.3}
\end{equation*}
$$

First assume that $r=0$. In this case, if $m=0$, then $c_{0}=1$ and the sum is $0!/ p=1$, where $p$ is an empty product. If $m>0$, then $c_{0}=0$ and the sum is 0 since it is an empty sum. So the result holds when $r=0$.

Next assume that $r>0$. Let $C: \hat{0}=x_{0}<x_{1}<\cdots<x_{r-1}<x_{r}=x$ be a $\hat{0}-x$ chain with fixed $\left|x_{i}\right|=h_{i} k$ for all $i$. Clearly, $0=h_{0}<h_{1}<\cdots<h_{r-1}<h_{r}=m$ and the number of such chains $C$ with fixed $h_{i}$ 's is

$$
\prod_{i=1}^{r}\left(\text { the number of ways to choose } x_{i}\right)
$$

$$
\begin{aligned}
& =\prod_{i=1}^{r}\binom{\text { the number of ways to choose } h_{i} k-h_{i-1} k}{\text { elcments from a }\left(m k-h_{i-1} k\right) \text {-element set }} \\
& =\prod_{i=1}^{r}\binom{m k-h_{i-1} k}{h_{i} k-h_{i-1} k}=\binom{m k}{j_{1} k, j_{2} k, \ldots, j_{r-1} k, j_{r} k}
\end{aligned}
$$

where we assume that $j_{i}=h_{i}-h_{i-1}>0$ for all $i$. Then Equation (3.3) follows by taking sum over all possible $0=j_{0}<j_{1}<\cdots<j_{r} \leq m$ such that $j_{1}+j_{2}+\cdots+j_{r}=m$ and all $j_{i}>0$.

Now suppose $|x|=n$ with $k \wedge n$. Then $c_{0}=0$ and a maximal $\hat{0}-\hat{1}$ chain has length $\left\lceil\frac{n}{k}\right\rceil$. By Theorem 3.1.2,

$$
\mu(\hat{1})=\sum_{r=1}^{\left\lceil\frac{n}{k}\right\rceil}(-1)^{r} c_{r}=\sum_{r=0}^{\left\lfloor\frac{n}{k}\right\rfloor}(-1)^{r+1} c_{r+1},
$$

where $c_{r+1}$ is the number of $\hat{0}-\hat{1}$ chains of length $r+1$. It is enough to show that

$$
c_{r+1}=\sum_{h=r}^{\left\lfloor\frac{n}{k}\right\rfloor} \sum_{\substack{j_{1}+j_{2}+\cdots+j_{r}=h \\ j_{1} \geq 1 \\ 1 \leq i \leq r}}\binom{n}{n-h k, j_{1} k, j_{2} k, \ldots, j_{r} k} \quad \text { for all } r
$$

Following the same lines as in the $|x|=m k$ case, we let $C: \hat{0}=x_{0}<x_{1}<\cdots<$ $x_{r-1}<x_{r}<x_{r+1}=\hat{1}$ be a $\hat{0}-\hat{1}$ chain in $Q_{n \mid k}$ with fixed $\left|x_{i}\right|=h_{i} k$ for all $i$. Then the number of such chains $C$ is

$$
\prod_{i=1}^{r}\left(\text { the number of ways to choose } x_{i}\right)=\binom{n}{j_{1} k, j_{2} k, \ldots, j_{r-1} k, j_{r} k, n-h_{r} k}
$$

where each $j_{i}=h_{i}-h_{i-1}>0, r \leq h_{r} \leq\left\lfloor\frac{n}{k}\right\rfloor$ and $j_{1}+j_{2}+\cdots+j_{r}=h_{r}$. Now the result follows by substituting $h_{r}$ by $h$ and taking sum over all possible such $j_{1}, \cdots, j_{r}$ and $h$.

The second combinatorial proof of Theorem 3.1.1 uses one of Stanley's results which characterizes the Möbius function of a rank-selected poset in terms of the number of permutations with a certain descent set [42, Proposition 14.1].

The Second Combinatorial Proof of Theorem 3.1.1: Let

$$
S=\left\{k, 2 k, \ldots,\left\lfloor\frac{n}{k}\right\rfloor k\right\} \subseteq\{1,2, \ldots, n-1\} .
$$

Then $Q_{n \mid k}$ is an $S$-rank-selected subposet of $Q_{n}$. By Theorem 2.1.4, we see that

$$
\mu\left(Q_{n \mid k}\right)=(-1)^{|S|-1} \beta_{n}(S) .
$$

where $\beta_{n}(S)$ is the total number of the permutations of $\{1,2, \ldots, n\}$ with the descent set $S$. So it remains to find $\beta_{n}(S)$.

Let $\alpha_{n}(S)$ be the number of permutations $\pi \in S_{n}$ with $\operatorname{Des}(\pi) \subseteq S$. Then

$$
\begin{equation*}
\alpha_{n}(S)=\sum_{T \subseteq S} \beta_{n}(T) \tag{3.4}
\end{equation*}
$$

By the Principle of Inclusion-Exclusion [32], we have

$$
\beta_{n}(S)=\sum_{T \subseteq S}(-1)^{|S-T|} \alpha_{n}(T)
$$

If $|T|=0$, then $\alpha_{n}(T)=1$. If $|T|=r \geq 1$, then let

$$
T=\left\{1 \leq h_{1} k<h_{2} k<\cdots<h_{r} k \leq n-1\right\} \subseteq S
$$

To obtain a permutation $\pi=\pi_{1} \pi_{2} \cdots \pi_{n} \in S_{n}$ satisfying $\operatorname{Des}(\pi) \subseteq S$, first choose $\pi_{1}<\pi_{2}<\cdots<\pi_{h_{1} k}$ in $\binom{n}{h_{1} k}$ ways. Then choose $\pi_{h_{1} k+1}<\pi_{h_{1} k+2}<\cdots<\pi_{h_{2} k}$ in $\binom{n-h_{1} k}{h_{2} k-h_{1} k}$ ways and so on. From this we obtain

$$
\begin{aligned}
\alpha_{n}(T) & =\binom{n}{h_{1} k}\binom{n-h_{1} k}{h_{2} k-h_{1} k} \cdots\binom{n-h_{r-1} k}{h_{r} k-h_{r-1} k}\binom{n-h_{r} k}{n-h_{r} k} \\
& =\binom{n}{h_{1} k,\left(h_{2}-h_{1}\right) k, \cdots,\left(h_{r}-h_{r-1}\right) k, n-h_{r} k} .
\end{aligned}
$$

There are two different cases here. So we will consider them sparetely.
Case 1: If $k \mid n$, then let $n=m k$. Since the $m=0$ case is trivial, we may assume that $m$ is a positive integer. Then $S=\{k, 2 k, \ldots,(m-1) k\}$ and $|S|=m-1$. So we
have

$$
\alpha_{n}(T)=\binom{m k}{h_{1} k,\left(h_{2}-h_{1}\right) k, \cdots,\left(h_{r}-h_{r-1}\right) k,\left(m-h_{r}\right) k} .
$$

Let $j_{1}=h_{1}, j_{i}=h_{i}-h_{i-1}$ where $2 \leq i \leq r \leq m-1$, and $j_{r+1}=m-h_{r}$. Then all $j_{i}>0$ and $j_{1}+j_{2}+\cdots+j_{r+1}=m$. By Equation (3.4), we sce that

$$
\beta_{n}(S)=(-1)^{m-1}+\sum_{r=1}^{m-1}(-1)^{m-1-r} \sum_{\substack{j_{1}+j_{2}+\cdots+j_{r+1}=m \\
j_{1}}}\left(\begin{array}{l}
m k \\
1 \leq i \leq r+1
\end{array},\right.
$$

Then it follows that

$$
\begin{aligned}
\left.\mu_{( } Q_{n \mid k}\right)= & (-1)^{(m-1)-1} \beta_{n}(S) \\
= & \sum_{\substack{ \\
j_{1}+j_{2}+\cdots+j_{r}=m \\
j_{1} \geq 1 \\
1 \leq i \leq r}}^{m-1}(-1)^{r+1} \sum_{\substack{ \\
j_{1} k, j_{2} k, \ldots, j_{r} k, j_{r+1} k}}^{m} \sum_{\substack{ \\
j_{1}+j_{2}+\cdots+j_{r+1}=m \\
j_{1} \geq 1 \\
1 \leq i \leq r+1}}\left(\begin{array}{c}
m k \\
=
\end{array} \sum_{j_{1} k, j_{2} k, \ldots, j_{r} k}^{m}(-1)^{r}\right)
\end{aligned}
$$

(shifting the index r by 1 and then putting -1 as the $r=1$ term )

$$
=\sum_{r=0}^{m}(-1)^{r} \sum_{\substack{j_{1}+j_{2}+\cdots+j_{r}=m \\ j_{1} \geq 1 \\ 1 \leq i \leq r}}\binom{m k}{j_{1} k, j_{2} k, \ldots, j_{r} k}
$$

( adding the $r=0$ term that is 0 if $m>0$ ).

So the result holds in case 1.
Case 2: Suppose $k \nmid n$. If $0<n<k$, then $\mu\left(Q_{n \mid k}\right)=1$. Also, the sum has only $r=0$ term which equals to 1 . So we are done. Now suppose $n>k$. Let $m=\left\lfloor\frac{n}{k}\right\rfloor$ and then $S=\{k, 2 k, \ldots, m\} \subseteq\{1,2, \ldots, n-1\}$. If $T \subseteq S$, then

$$
\alpha_{n}(T)=\binom{n}{j_{1} k, j_{2} k, \ldots, j_{r} k, n-j_{r} k}
$$

where $j_{1}+j_{2}+\cdots+j_{r}=h_{r}$ and $r \leq h_{r} \leq m$. It follows that

$$
\left.\beta_{n}(S)=\sum_{r=1}^{m}(-1)^{m-1-r} \sum_{h_{r}=r}^{m} \sum_{\substack{j_{1}+j_{2}+\cdots+j_{r}=h_{r}}}^{j_{1} \geq 1} \begin{array}{c}
1 \leq i \leq r \\
1 \leq j_{1} k, j_{2} k, \ldots, j_{r} k, n-h_{r} k
\end{array}\right)
$$

Changing the notation $h_{r}$ to $h$, we have

$$
\mu\left(Q_{n \mid k}\right)=\sum_{r=0}^{m}(-1)^{r+1} \sum_{h=r}^{m} \sum_{\substack{j_{1}+j_{2}+\cdots+j_{r}=h \\ j_{1} \geq 1 \\ 1 \leq i \leq r}}\binom{n}{j_{1} k, j_{2} k, \ldots, j_{r} k, n-h k} .
$$

We add the $r=0$ term into the sum to include the $m=0$ case.
Let $x \in Q_{n \mid k}$ with $|x|=m k$. Since the interval $[\hat{0}, x]$ in $Q_{n \mid k}$ is isomorphic $Q_{(m k) \mid k}$, $\mu(x)=\mu\left(Q_{(m k) k}\right)$ and then the result follows from case 1.

### 3.2 Old Numbers and New Numbers

Let $\mu(x)$ be the Möbius function of $Q_{n \mid k}$. We define

$$
|\mu(\hat{1})|=E_{n \mid k}
$$

where $|\cdot|$ denotes the absolute value of a real number.

By Theorem 2.1.4, we see that $E_{n \mid k}$ is the number of all permutations of $\{1,2, \cdots, n\}$ with the descent set $\left\{k, 2 k, \ldots,\left\lfloor\frac{n}{k}\right\rfloor k\right\}$. In particular, if $k=2$, then $E_{n \mid 2}$ is the number of alternating permutations in $\mathcal{S}_{n}$. The number $E_{n \mid 2}$ is well known as an Euler number. So we call $E_{n \mid k}$ a generalized Euler number for $k>2$. Define

$$
E_{n \mid k}^{\prime}=(-1)^{\left\lfloor\frac{n}{k}\right\rfloor} E_{n \mid k}
$$

If $k>2$, then $E_{n \mid k}^{\prime}$ is called a generalized signed Euler number and $E_{n \mid 2}^{\prime}=(-1)^{\left\lfloor\frac{n}{2}\right\rfloor} E_{n \mid 2}$ is a signed Euler number.

The Euler numbers are classical numbers and have been thoroughly studied in the past century. So we consider them as old numbers. By comparison, the generalized Euler numbers will be our new numbers.

The following results are well-known [12, p.48] for the old Euler numbers .
(1). The exponential generating functions of the $E_{n \mid 2}$ are

$$
\begin{aligned}
& \sum_{n \geq 0} E_{(2 n) \mid 2} \frac{x^{2 n}}{(2 n)!}=\sec x, \\
& \sum_{n \geq 0} E_{(2 n+1) \mid 2} \frac{x^{2 n+1}}{(2 n+1)!}=\tan x, \\
& \sum_{n \geq 0} E_{2 n}^{\prime} \frac{x^{2 n}}{(2 n)!}=\operatorname{sech}(x)
\end{aligned}
$$

For this reason, $E_{(2 n) \mid 2}$ and $E_{(2 n+1) \mid 2}$ are sometimes called a secant number and a tangent number, respectively. Naturally, $E_{(2 n) \mid 2}^{\prime}$ and $E_{(2 n+1) \mid 2}^{\prime}$ will be called a signed secant number and a signed tangent number, respectively.
(2). The number $E_{n \mid 2}$ satisfies the following recursion: for $n \geq 1$,

$$
E_{(2 n) \mid 2}=\sum_{m=1}^{n}\binom{2 n-1}{2 m-1} E_{(2 m-1) \mid 2} E_{(2 n-2 m) \mid 2}+E_{(2 n-1) \mid 2}
$$

$$
E_{(2 n+1) \mid 2}=\sum_{m=1}^{n}\binom{2 n}{2 m-1} E_{(2 m-1) \mid 2} E_{(2 n-2 m+1) \mid 2}
$$

with the boundary conditions $E_{i \mid 2}=1$ for all $0 \leq i \leq 2$.
(3). The number $E_{(2 n) \mid 2}^{\prime}$ satisfies the following formula [10]:

$$
(E+1)^{m}+(E-1)^{m}=0
$$

where $E^{m}=E_{m}$, such that $E_{0}=1$ and

$$
\begin{array}{ll}
E_{m}=E_{(m) \mid 2}^{\prime}, & \text { if } m \text { is even; } \\
E_{m}=0, & \text { if } m \text { is odd } .
\end{array}
$$

(4). $\quad(n+1) E_{(2 n+1) \mid 2}=2^{2 n}\left|G_{2 n+2}\right|$, where $G_{2 n+2}$ is called a Genocchi number, which is an odd integer. Thus it is clear that the tangent number $E_{(2 n+1) \mid 2}$ is divisible by $2^{n}$.

It is worthwhile to mention that

Lemma 3.2.1 (3) is equivalent to the following condition:
(3'). The number $E_{(2 n) \mid 2}^{\prime}$ satisfies the following recursion:

$$
\begin{equation*}
\sum_{j \geq 0}^{n}\binom{2 n}{2 j} E_{(2 j) \mid 2}^{\prime}=0 \quad \text { and } \quad E_{0}^{\prime}=1 \tag{3.5}
\end{equation*}
$$

Proof. By the binomial formula, we see that

$$
\begin{aligned}
& (E+1)^{m}+(E-1)^{m} \\
= & \sum_{j \geq 0}^{m}\binom{m}{j} E^{m-j}\left[1+(-1)^{j}\right] \\
= & \sum_{\substack{j \geq 0 \\
j \text { even }}}^{m} 2\binom{m}{j} E_{m-j}=\sum_{j \geq 0}^{\left\lfloor\frac{m}{2}\right\rfloor} 2\binom{2\left\lfloor\frac{m}{2}\right\rfloor}{ 2 j} E_{2\left(\left\lfloor\frac{m}{2}\right\rfloor-j\right)}
\end{aligned}
$$

$$
\begin{aligned}
& =\sum_{j \geq 0}^{n} 2\binom{2 n}{2 j} E_{(2 n-2 j) \mid 2}^{\prime} \quad\left(\text { putting } n=\left\lfloor\frac{m}{2}\right\rfloor\right) \\
& =\sum_{j \geq 0}^{n} 2\binom{2 n}{2 j} E_{(2 j) \mid 2}^{\prime}
\end{aligned}
$$

It follows that (3) and (3') are equivalent.
Our goal here is to extend these well known results for $E_{n \mid 2}$ to $E_{n \mid k}$ for $k>2$. We first consider the exponential generating functions in (1). Stanley [36] has shown the following result.

Theorem 3.2.2 Let $n$ and $k$ be positive integers with $k \leq n$. Then the exponential generating function of $E_{n \mid k}^{\prime}$ is:

$$
\begin{equation*}
\sum_{n \geq 0} E_{n \mid k}^{\prime} \frac{x^{n}}{n!}=\frac{1+\sum_{i=1}^{k-1} \sum_{n \geq 0} x^{n k+i} /(n k+i)!}{\sum_{n \geq 0} x^{n k} /(n k)!} \tag{3.6}
\end{equation*}
$$

Alternatively,, for $1 \leq i \leq k-1$,

$$
\begin{aligned}
& \sum_{n \geq 0} E_{(n k+i) \mid k}^{\prime} \frac{x^{n k+i}}{(n k+i)!}=\frac{\sum_{n \geq 0} x^{n k+i} /(n k+i)!}{\sum_{n \geq 0} x^{k n} /(k n)!}, \\
& \sum_{n \geq 0} E_{(n k) \mid k}^{\prime} \frac{x^{k n}}{(k n)!}=\frac{1}{\sum_{n \geq 0} x^{n k} /(n k)!} .
\end{aligned}
$$

Proof. See [40, Proposition 3.16.4].
By substituting $x^{k}$ by $-x^{k}$ in the exponential generating function for $E_{n \mid k}^{\prime}$ in Theorem 3.2.2, one can easily sce that

Theorem 3.2.3 For each fired $k \geq 2$, the exponential generating function of $E_{n \mid k}$ is

$$
\begin{equation*}
\sum_{n \geq 0} E_{n \mid k} \frac{x^{n}}{n!}=\frac{1+\sum_{i=1}^{k-1} \sum_{n \geq 0}(-1)^{n} x^{n k+i} /(n k+i)!}{\sum_{n \geq 0}(-1)^{n} x^{n k} /(n k)!} \tag{3.7}
\end{equation*}
$$

Also, for $1 \leq i \leq k-1$,

$$
\sum_{n \geq 0} E_{(n k+i) \mid k} \frac{x^{n k+i}}{(n k+i)!}=\frac{\sum_{n \geq 0}(-1)^{n} x^{n k+i} /(n k+i)!}{\sum_{n \geq 0}(-1)^{n} x^{k n} /(k n)!}
$$

$$
\sum_{n \geq 0} E_{(n k) \mid k} \frac{x^{k n}}{(k n)!}=\frac{1}{\sum_{n \geq 0}(-1)^{n} x^{n k} /(n k)!} .
$$

Remark: If $k=2$, we get the same exponential generating function of $E_{n \mid 2}$ and $E_{n \mid 2}^{\prime}$ in (1):

$$
\begin{aligned}
& \sum_{n \geq 0} E_{(2 n+1) \mid 2} \frac{x^{2 n+1}}{(2 n+1)!}=\frac{\sum_{n \geq 0}(-1)^{n} x^{2 n+1} /(2 n+1)!}{\sum_{n \geq 0}(-1)^{n} x^{2 n} /(2 n)!}=\frac{\sin (x)}{\cos (x)}=\tan (x), \\
& \sum_{n \geq 0} E_{(2 n) \mid 2} \frac{x^{2 n}}{(2 n)!}=\frac{1}{\sum_{n \geq 0}(-1)^{n} x^{2 n} /(2 n)!}=\frac{1}{\cos (x)}=\sec (x), \\
& \sum_{n \geq 0} E_{(2 n) \mid 2}^{\prime} \frac{x^{2 n}}{(2 n)!}=\frac{1}{\sum_{n \geq 0} x^{2 n} /(2 n)!}=\frac{1}{\operatorname{ch}(x)}=\operatorname{sech}(x) .
\end{aligned}
$$

Next we give our first recursion for $E_{n \mid k}$, which generalizes the recursion for $E_{n \mid 2}$ in (2).

Theorem 3.2.4 The number $E_{n \mid k}$ satisfies the recursion

$$
\begin{equation*}
E_{(n+1) \mid k}=\sum_{m=1}^{\lfloor n / k]}\binom{n}{k m-1} E_{(k m-1) \mid k} E_{(n-k m+1) \mid k}+b(k \nmid n) E_{n \mid k} . \tag{3.8}
\end{equation*}
$$

where $b(\cdot)$ is the boolean function defined by

$$
b(c)= \begin{cases}1 & \text { if the condition } c \text { is true }  \tag{3.9}\\ 0 & \text { if the condition } c \text { is not true } .\end{cases}
$$

The boundary conditions are $E_{n \mid k}=1$ for all $0 \leq n \leq k$.

Remark: If $k=2$, we have the same recursions for $E_{n \mid k}$ in (2).
As for the proof of this theorem, we leave it to the next section, since Theorem 3.2.4 is just a simple corollary of Theorem 3.3.2.

Our second recursion for $E_{n \mid k}^{\prime}$ generalizes the recursion for $E_{n \mid 2}^{\prime}$ in (3) or in (3').

Theorem 3.2.5 Suppose that $n \geq 1$ and $1 \leq i \leq k-1$. Then the number $E_{n \mid k}$ satisfies the following recursion:

$$
\begin{aligned}
& \text { (1) } \sum_{j \geq 0}^{n}(-1)^{j}\binom{n k}{k j} E_{(k j) \mid k}=0 ; \\
& \text { (2) } \sum_{j=0}^{n}(-1)^{j}\binom{k n+i}{k j} E_{(k j) \mid k}+(-1)^{n+1} E_{(k n+i) \mid k}=0
\end{aligned}
$$

with the boundary conditions: $E_{i \mid k}=1$ for all $0 \leq i \leq k-1$.
By the definition, we see that suppose $n \geq 1$ and $1 \leq i \leq k-1$. Then $E_{n \mid k}^{\prime}$ satisfies the following recursion:

$$
\begin{aligned}
& \left(1^{\prime}\right) \quad \sum_{j \geq 0}^{n}\binom{n k}{k j} E_{(k j) \mid k}^{\prime}=0 \\
& \left(2^{\prime}\right) \quad \sum_{j=0}^{n}\binom{k n+i}{k j} E_{(k j) \mid k}^{\prime}=E_{(k n+i) \mid k}^{\prime}
\end{aligned}
$$

with the boundary conditions $E_{i \mid k}^{\prime}=1$ for all $0 \leq i \leq k-1$.

Remark: If $k=2$, we have the same recursion for $E_{n \mid 2}^{\prime}$ in (3') and (3).
We will give Theorem 3.2.5 an algebraic proof as well as a combinatorial proof. Our algebraic proof uses exponential generating functions.

An Algebraic Proof of Theorem 3.2.5 To prove (1), it is equivalent to show that

$$
\begin{equation*}
E_{(k n) \mid k}=(-1)^{n+1} \sum_{j \geq 0}^{n-1}(-1)^{j}\binom{k n}{k j} E_{(k j) \mid k} \tag{3.10}
\end{equation*}
$$

We have

$$
\begin{aligned}
& \sum_{n \geq 1}\left[(-1)^{n+1} \sum_{j \geq 0}^{n-1}(-1)^{j}\binom{k n}{k j} E_{(k j) \mid k}\right] \frac{x^{k n}}{(k n)!}+1 \\
= & -\sum_{n \geq 1}\left\{\sum_{j \geq 0}(-1)^{n-\jmath} \frac{(k n)!}{[k(n-j)]!(k j)!} E_{(k j) \mid k} \frac{x^{k(n-j)} x^{k j}}{(k n)!}\right\}+1
\end{aligned}
$$

$$
\begin{aligned}
& =-\sum_{j \geq 0}\left[\sum_{n-j \geq 0}(-1)^{n-j} \frac{x^{k(n-j)}}{[k(n-j)]!}-1\right] E_{(k j) \mid k} \frac{x^{k j}}{(k j)!}+1 \\
& =-\sum_{j \geq 0}\left\{\left[\sum_{j \geq 0} E_{(k j) \mid k} \frac{x^{k j}}{(k j)!}\right]^{-1}-1\right\} E_{(k j) \mid k} \cdot \frac{x^{k j}}{(k j)!}+1 \\
& =-1+\sum_{j \geq 0} E_{(k j) \mid k} \frac{x^{k j}}{(k j)!}+1=\sum_{j \geq 0} E_{(k j) \mid k} \frac{x^{k j}}{(k j)!}
\end{aligned}
$$

Equating the coefficients of $\frac{x^{k} j}{(k j)!}$, the result follows.
To prove (2), it is equivalent to show that

$$
E_{(k n+i) \mid k}=(-1)^{n} \sum_{j=0}^{n}(-1)^{j}\binom{k n+i}{k j} E_{(k j) \mid k} \quad \text { for all } i
$$

By Theorem 3.2.3, we have

$$
\begin{aligned}
& \sum_{n \geq 0} E_{(n k+i) \mid k} \frac{x^{n k+i}}{(n k+i)!} \\
= & {\left[\sum_{n \geq 0}(-1)^{n} \frac{x^{n k+i}}{(n k+i)!}\right]\left[\sum_{n \geq 0} E_{(n k) \mid k} \cdot x^{k n} /(k n)!\right] } \\
= & \sum_{n \geq 0}(-1)^{n}\left[\sum_{j=0}^{n}(-1)^{j}\binom{k n+i}{k j} E_{(k j) \mid k}\right] \frac{x^{n k+i}}{(n k+i)!}
\end{aligned}
$$

Equating the coefficients of $\frac{x^{n k+1}}{(n k+i)!}$, the result follows.
We now give a combinatorial proof of Theorem 3.2.5. To do this, we need some preliminary materials related to signed sets and the involutions of such sets.

A signed set $S$ is a set with a function $\epsilon: S \rightarrow\{+1,-1\}$. An involution $f$ on $S$ is a function $f: S \rightarrow S$ such that

$$
f^{2}=i d, \quad \text { where } i d \text { is the identity map of } S
$$

A function $f$ on a signed set $S$ is sign-reversing if

$$
\operatorname{sign}\{f(a)\}=-\operatorname{sign}\{f(a)\} \text { for all } a \in S
$$

A point $a \in S$ is called a fixed point of $f$ if $f(a)=a$. The set of all fixed points of $f$ in $S$ is denoted by $F_{f}$; that is,

$$
F_{f}=\{a \in S: f(a)=a\}
$$

Then the following theorem will play a crucial role in our proof $[40,2.6]$.

Theorem 3.2.6 Let $S$ be a signed set with a sign function $\epsilon$. If $f$ is a sign-reversing involution on $S$ with the fixed point set $F_{f}$. Then

$$
\begin{equation*}
\sum_{a \in S} \epsilon(a)=\sum_{a \in F_{f}} \epsilon(a)=\left|F_{f}\right| . \tag{3.11}
\end{equation*}
$$

A combinatorial Proof of Theorem 3.2.5: First, we construct a signed set $S$ as follows: we let $\pi_{0}$ represent the 0 permutation for convenience of notation.

$$
\begin{aligned}
& S(0)=\left\{\pi_{0}\right\}, \\
& S(n+1) \\
= & \begin{cases}\left\{\pi=\pi_{1} \pi_{2} \cdots \pi_{k n+i} \in S_{k n+i}: \operatorname{Des}(\pi)=\{k, 2 k, \cdots, k n\}\right\}, & i \neq 0 \\
\emptyset, & i=0\end{cases}
\end{aligned}
$$

Let $1 \leq j \leq n$ and $0 \leq i \leq k-1$. For fix $i$ and $j$, let $J$ be any $k j$-subset of $\{1,2, \cdots, k n+i\}$ and $S(J)$ be the set of all permutations of $J$ with descent set $\{k, 2 k, \cdots,(j-1) k\}$. Then let

$$
S(j)=\biguplus_{J} S(J), \quad \text { where } J \text { runs over all } k j \text {-subset of }\{1,2, \cdots, k n+i\} .
$$

By the definition of $E_{n \mid k}$, one can easily see that

$$
\begin{aligned}
& |S(0)|=1, \\
& |S(j)|=\binom{k n+i}{k j} E_{(k j) \mid k}, \quad \text { if } 1 \leq j \leq n \text { and } 0 \leq i \leq k-1, \\
& |S(n+1)|= \begin{cases}E_{(n k+i) \mid k}, & \text { if } i \neq 0 ; \\
0, & \text { if } i=0 .\end{cases}
\end{aligned}
$$

we now contruct a signed set $S$ by

$$
S=\biguplus_{j=0}^{n+1} S_{j}
$$

with a signed function $\epsilon: S \rightarrow\{+1,-1\}$ defined by

$$
\epsilon(\pi)=(-1)^{j} \quad \text { if } \quad \pi \in S_{j} .
$$

Secondly, we define a sign reversing involution $f$ on $S$ as follows: if $\pi \in S$, then $\pi \in S_{j}$ for some $0 \leq j \leq n+1$. there are three cases:

Case 1: If $j=0$, then $\pi=\pi_{0}$. Define

$$
f\left(\pi_{0}\right)=123 \cdots k .
$$

Case 2: If $j=n+1$ and $i>0$ and then $\pi=\pi_{1} \pi_{2} \cdots \pi_{k n+i}$. Define

$$
f\left(\pi_{1} \pi_{2} \cdots \pi_{k n+i}\right)=\pi_{1} \pi_{2} \cdots \pi_{k n} .
$$

Case 3: If $0<j<n+1$, then $\pi=\pi_{1} \pi_{2} \cdots \pi_{k j}$. we let

$$
\{1,2, \ldots, k n+i\} \backslash\left\{\pi_{1}, \pi_{2}, \ldots, \pi_{k_{j}}\right\}=\left\{a_{1}<a_{2}<\cdots\right\}
$$

and define

$$
f(\pi)= \begin{cases}\pi_{1} \pi_{2} \cdots \pi_{k j} a_{1} a_{2} \cdots a_{k} \in S_{j+1}, & \text { if } a_{1}<\pi_{k j} \text { and } 1 \leq j<n ;  \tag{3.12}\\ \pi_{1} \pi_{2} \cdots \pi_{k n} a_{1} a_{2} \cdots a_{i} \in S_{n+1}, & \text { if } a_{1}<\pi_{k n} \text { and } j=n ; \\ & \text { if } a_{1}>\pi_{k j} \text { and } 1<j \leq n . \\ \pi_{1} \pi_{2} \cdots \pi_{k j-k} \in S_{j-1}, & \text { if } a_{1}>\pi_{k j} \text { and } j=1\end{cases}
$$

Remark: Note that $f$ is a well defined map on $S$. Moreover, if $\pi \in S_{\jmath}$, then either $f(\pi) \in S_{j+1}$ or $f(\pi) \in S_{j-1}$. It follows that

1. $f$ is sign reversing.
2. $f$ has no fixed point; that is, $F_{f}=\emptyset$.

It remains to show that $f$ is an involution on $S$.

1. If $\pi \in S(0)$, then

$$
f^{2}\left(\pi_{0}\right)=f(12 \cdots k)=\pi_{0}
$$

since $\{1,2, \ldots, n k+i\} \backslash\{1,2, \ldots, k\}=\{k+1<k+2<\cdots\}$ and $k<k+1$.
2. If $\pi \in S(n+1)$, then

$$
\begin{aligned}
f^{2}\left(\pi_{1} \pi_{2} \cdots \pi_{n k+i}\right) & =f\left(\pi_{1} \pi_{2} \cdots \pi_{k n}\right) \quad \text { (by the definition) } \\
& =\pi_{1} \pi_{2} \cdots \pi_{k n+i} \quad(\text { since } k n \in \operatorname{Des}(\pi)) .
\end{aligned}
$$

3. If $\pi \in S(j)$ for some $0<j<n+1$, by a routine procedure, one can easily see that $f^{2}(\pi)=\pi$.

So we see that $f^{2}=i d$.
By Theorem 3.2.6 and the remark, we see that, on one hand,

$$
\sum_{\pi \in S} \epsilon(\pi)=\sum_{\pi \in F_{f}}=\left|F_{f}\right|=0
$$

On the other hand,

$$
\begin{aligned}
\sum_{\pi \in S} \epsilon(\pi) & =\sum_{j=0}^{n+1}\left|S_{j}\right|(-1)^{j} \\
& = \begin{cases}\sum_{j=0}^{n}(-1)^{j}\binom{k_{n}^{n+i}}{k j} E_{(k j) \mid k}+(-1)^{n+1} E_{(k j+i) \mid k}, & \text { if } i \neq 0 ; \\
\sum_{j=0}^{n}(-1)^{j}\binom{k n}{k j} E_{(k j) \mid k} & \text { if } i=0 .\end{cases}
\end{aligned}
$$

Combining these two equations, the result follows.
So for, we have generalized the well-known results (1), (2), (3) and (3') about the old numbers. It remains to generalize their divisibility properties in (4). We leave it to the next two sections.

### 3.3 The Generalized $q$-Euler numbers

We start this section by introducing the concept of a $q$-analog of a mathematical object, which will play an important role in the rest of this work.

A $q$-analog of a mathematical object $\mathcal{O}$ ( $\mathcal{O}$ could be a definition, number, theorem or an identity) is an object $\mathcal{O}(q)$ depending upon a parameter $q$ such that

$$
\lim _{q \rightarrow 1} \mathcal{O}(q)=\mathcal{O}
$$

Note that $q$-analogs are not necessarily unique. There may be several equally valid $q$-analogs for the same object.

Let $k, j \in \mathbf{N}$ and $q$ be an indeterminate. Define $q$-analogs of $k$ by

$$
[k]_{j}=1+q^{j}+q^{2 j}+q^{3 j}+\cdots+q^{(k-1) j} .
$$

In particular,

$$
[k]_{1}=[k]=1+q+q^{2}+\cdots+q^{k-1} .
$$

Further, define a $q$-analog of the factorial by

$$
[k]!=[k][k-1][k-2] \ldots[2][1] .
$$

We can then define $q$-binomial coefficients by

$$
\left[\begin{array}{l}
n \\
m
\end{array}\right]=\frac{[n]!}{[m]![n-m]!}
$$

Clearly, when $q=1,[k]=[k]_{j}=k,[k]!=k!$ and $\left[\begin{array}{c}n \\ m\end{array}\right]=\binom{n}{m}$.
It is well-known that any $q$-binomial coefficient is a polynomial in $q$.
R. P. Stanley [40, p148] defines a natural $q$-analog $E_{n \mid k}(q)$ of $E_{n \mid k}$ as follows:

$$
\begin{equation*}
\sum_{n \geq 0} E_{(k n+i) \mid k}(q) \frac{x^{k n+i}}{(q)_{k n+i}}=\frac{\sum_{n \geq 0}(-1)^{n} x^{n k+i} /(q)_{n k+i}}{\sum_{n \geq 0}(-1)^{n} x^{n k} /(q)_{n k}} \tag{3.13}
\end{equation*}
$$

for $1 \leq i \leq k-1$ and

$$
\begin{equation*}
\sum_{n \geq 0} E_{(k n) \mid k}(q) \frac{x^{k n}}{(q)_{k n}}=\frac{1}{\sum_{n \geq 0}(-1)^{n} x^{n k} /(q)_{n k}} \tag{3.14}
\end{equation*}
$$

where $(q)_{m}=(1-q)\left(1-q^{2}\right) \ldots\left(1-q^{m}\right)=(1-q)^{m}[m]$ ! for any positive integer $m$.
We call $E_{n \mid k}(q)$ a generalized $q$-Euler number. In particular, $E_{n \mid 2}(q)$ is an ordinary $q$-Euler number and a natural $q$-tangent number is given by

$$
\begin{aligned}
& \sum_{n \geq 0} E_{(2 n+1) \mid 2}(q) \frac{x^{2 n+1}}{(q)_{2 n+1}} \\
= & \frac{\sum_{n \geq 0}(-1)^{n} x^{2 n+1} /(q)_{2 n+1}}{\sum_{n \geq 0}(-1)^{n} x^{2 n} /(q)_{2 n}}=\frac{\sin _{q}(x)}{\cos _{q}(x)}=\tan _{q}(x) .
\end{aligned}
$$

Also, it is clearly that $E_{n \mid k}(1)=E_{n \mid k}$.
The main theorem in this section is concerned with a recursion for $E_{n \mid k}(q)$, from which we derive the first recursion for $E_{n \mid k}$. Once we have established this theorem, we can more efficiently study the divisibility properties of $E_{n \mid k}$. First, the following preliminaries are needed.

Let $x_{1}, x_{2}, \ldots, x_{n}$ be a set of variables. Then the elementary symmetric function of degree $r$ in $n$ variables is the sum of all square-free monomials of degree $r$ in $x_{1}, x_{2}, \ldots, x_{n}$. More formally, for all $r \geq 0$ and $n \geq 0$,

$$
\begin{equation*}
\epsilon_{r}\left(x_{1}, x_{2}, \ldots, x_{n}\right)=\sum_{1 \leq i_{1}<i_{2}<\cdots<i_{r} \leq n} x_{i_{1}} x_{i_{2}} \ldots x_{i_{r}} . \tag{3.15}
\end{equation*}
$$

Let $x_{i}=q^{i-1}$ for all $1 \leq i \leq n$, where $q$ is an indeterminate. Then

$$
e_{r}\left(1, q, q^{2}, \ldots, q^{n-1}\right)=q^{\binom{r}{2}}\left[\begin{array}{c}
n  \tag{3.16}\\
r
\end{array}\right]
$$

where $\left[\begin{array}{c}n \\ r\end{array}\right]$ is the $q$-binomial coefficient [29, p.19]. Suppose that $\left\{P_{1}, P_{2}\right\}$ is a partition of $\{1,2, \ldots, n\}$. For $a \in P_{1}$ and $b \in P_{2}$, we call a pair $(a, b)$ an inversion of
$\left\{P_{1}, P_{2}\right\}$ caused by a if $a>b$. We define

$$
I\left(P_{1}, P_{2}\right)=\mid\left\{(a, b): a \in P_{1}, b \in P_{2} \text { and } a>b\right\} \mid .
$$

Lemma 3.3.1 Let $\left\{P_{1}, P_{2}\right\}$ be a partition of $\{1,2, \ldots, n\}$ with $\left|P_{1}\right|=r$. Then

$$
\sum_{\left\{P_{1}, P_{2}\right\}} q^{I\left(P_{1}, P_{2}\right)}=\left[\begin{array}{l}
n  \tag{3.17}\\
r
\end{array}\right] .
$$

Proof. This lemma is well known. But I am including a proof for completeness.
Let $P_{1}=\left\{i_{1}<i_{2}<\cdots<i_{r}\right\} \subseteq\{1,2, \ldots, n\}$ and $P_{2}=\{1,2, \ldots, n\} \backslash P_{1}$. It is clear that $i_{j}$ causes $i_{j}-j$ inversions for all $1 \leq j \leq r$. Then

$$
\begin{equation*}
I\left(P_{1}, P_{2}\right)=\sum_{j=1}^{r}\left(i_{j}-j\right)=\sum_{j=1}^{r}\left(i_{j}-1\right)-\binom{r}{2} . \tag{3.18}
\end{equation*}
$$

By using (3.16), we get

$$
\begin{aligned}
\sum_{\left\{P_{1}, P_{2}\right\}} q^{I\left(P_{1}, P_{2}\right)} & =q^{-\binom{r}{2}} \sum_{1 \leq i_{1}<i_{2}<\ldots<i_{r} \leq n} q^{\sum_{j=1}^{r}(i,-1)} \\
& =q^{-\binom{r}{2}} e_{r}\left(1, q, q^{2}, \ldots, q^{n-1}\right) \\
& =q^{-\binom{r}{2}} q^{\binom{r}{2}}\left[\begin{array}{c}
n \\
r
\end{array}\right]=\left[\begin{array}{c}
n \\
r
\end{array}\right]
\end{aligned}
$$

as desired.

If $\pi=\pi_{1} \pi_{2} \ldots \pi_{n} \in \mathcal{S}_{n}$, then define an inversion of a permutation $\pi$ to be a pair ( $\pi_{i}, \pi_{j}$ ) where $i<j$ and $\pi_{i}>\pi_{j}$. We let the number of inversions of $\pi$ to be

$$
\operatorname{inv}(\pi)=\mid\left\{\left(\pi_{i}, \pi_{j}\right): i<j \text { and } \pi_{i}>\pi_{j}\right\} \mid .
$$

Recall that we defined the descent set of $\pi$ by

$$
\operatorname{Des}(\pi)=\left\{i: \pi_{i}>\pi_{i+1} \text { and } 1 \leq i \leq n-1\right\} .
$$

Theorem 3.3.2 Let $n$ and $k$ be any non-negative integers. Then $E_{n \mid k}(q)$ satisfies the following recursion:

$$
E_{(n+1) \mid k}(q)=\sum_{m=1}^{\left\lfloor\frac{n}{k}\right\rfloor}\left[\begin{array}{c}
n  \tag{3.19}\\
k m-1
\end{array}\right] q^{n-k m+1} E_{(k m-1) \mid k}(q) E_{(n-k m+1) \mid k}(q)+b(k \nmid n) E_{n \mid k}(q)
$$

where $b(\cdot)$ is the boolean function defined by (3.9).

Proof. R. P. Stanley has shown [40, Proposition 3.16.4] that

$$
\begin{equation*}
E_{n \mid k}(q)=\sum_{\pi} q^{\operatorname{inv(\pi )}} \tag{3.20}
\end{equation*}
$$

where the sum is over all $\pi \in \mathcal{S}_{n}$ with the descent set $\operatorname{Des}(\pi)=\left\{k, 2 k, \ldots,\left\lfloor\frac{n-1}{k}\right\rfloor k\right\}$. So it is enough to show that $E_{n \mid k}(q)$ defined by equation (3.20) satisfies (3.19).

Let

$$
\mathcal{E}_{n+1}=\left\{\pi: \pi \in \mathcal{S}_{n+1} \text { and } \operatorname{Des}(\pi)=\left\{k, 2 k, \ldots,\left\lfloor\frac{n}{k}\right\rfloor k\right\}\right\}
$$

If $\pi=\pi_{1} \pi_{2} \ldots \pi_{n+1} \in \mathcal{E}_{n+1}$, then either $n+1=\pi_{k m}$ for some $1 \leq m \leq\left\lfloor\frac{n}{k}\right\rfloor$ or $n+1=\pi_{n+1}$ where $k \not \backslash n$. One casily sees that $n+1=\pi_{n+1}$ can happen if and only if $k \nmid n$. Now define

$$
\mathcal{E}_{n+1}^{m}=\left\{\pi: \pi \in \mathcal{E}_{n+1} \text { and } \pi_{k m}=n+1\right\}
$$

for $1 \leq m \leq\left\lfloor\frac{n}{k}\right\rfloor$ and

$$
\mathcal{E}_{n+1}^{0}=\left\{\pi: \pi \in \mathcal{E}_{n+1} \text { and } \pi_{n+1}=n+1\right\} .
$$

It is clear that $\mathcal{E}_{n+1}=\biguplus_{m=0}^{\left\lfloor\frac{n}{k}\right\rfloor} \mathcal{E}_{n+1}^{m}$. Note that $k$ divides $n$ if and only if $\mathcal{E}_{n+1}^{0}=\emptyset$. Hence

$$
\begin{equation*}
E_{(n+1) \mid k}(q)=\sum_{\pi \in \mathcal{E}_{n+1}} q^{\operatorname{inv}(\pi)}=\sum_{m=1}^{\left\lfloor\frac{n}{k}\right\rfloor} \sum_{\pi \in \mathcal{E}_{n+1}^{m}} q^{\operatorname{inv}(\pi)}+b(k \nmid n) \sum_{\pi \in \mathcal{E}_{n+1}^{0}} q^{\operatorname{inv}(\pi)} \tag{3.21}
\end{equation*}
$$

Now consider the first summation in equation (3.21). For fixed $m, 1 \leq m \leq\left\lfloor\frac{n}{k}\right\rfloor$, and write

$$
\pi=\underbrace{\pi_{1} \pi_{2} \ldots \pi_{k m-1}}_{\tau}(n+1) \underbrace{\pi_{k m+1} \ldots \pi_{n+1}}_{\sigma} \in \mathcal{E}_{n+1}^{m}
$$

where $\pi_{k m}=n+1$. Then

$$
\operatorname{inv}(\pi)=\operatorname{inv}(\tau)+\operatorname{inv}(\sigma)+(n-k m+1)+i(\tau, \sigma)
$$

where

$$
n-k m+1=\left|\left\{\left(n+1, \pi_{j}\right): k m+1 \leq j \leq n+1\right\}\right|
$$

and

$$
i(\tau, \sigma)=\mid\left\{\left(\pi_{i}, \pi_{j}\right): \pi_{i}>\pi_{j}, 1 \leq i \leq k m-1 \text { and } k m+1 \leq j \leq n+1\right\} \mid
$$

Suppose $\left\{P_{1}, P_{2}\right\}$ is a partition of $\{1,2, \ldots, n\}$ with $\left|P_{1}\right|=k m-1$. Define $\mathcal{E}\left(P_{1}\right)$ to be the set of all permutations of $P_{1}$ with the descent set $\{k, 2 k, \ldots,(m-1) k\}$. Then there is a one-to-one order-preserving correspondence between $\mathcal{E}\left(P_{1}\right)$ and $\mathcal{E}_{k m-1}$; and Similarly for $\mathcal{E}\left(P_{2}\right)$ and $\mathcal{E}_{n-k m+1}$. For any $\tau=\tau_{1} \tau_{2} \ldots \tau_{k m-1} \in \mathcal{E}\left(P_{1}\right)$ and any $\sigma=\sigma_{1} \sigma_{2} \ldots \sigma_{n-k m+1} \in \mathcal{E}\left(P_{2}\right)$,

$$
\begin{aligned}
i(\tau, \sigma) & =\mid\left\{\left(\tau_{i}, \sigma_{j}\right): \tau_{i}>\sigma_{j}, 1 \leq i \leq k m-1 \text { and } 1 \leq j \leq n-k m+1\right\} \mid \\
& =\mid\left\{(a, b): a \in P_{1}, b \in P_{2} \text { and } a>b\right\} \mid \\
& =I\left(P_{1}, P_{2}\right) .
\end{aligned}
$$

For any partition $\left\{P_{1}, P_{2}\right\}$ of $\{1,2, \ldots, n\}$ with $\left|P_{1}\right|=k m-1$,

$$
\begin{gathered}
\quad \sum_{\tau \in \mathcal{E}\left(P_{1}\right) \sigma \in \mathcal{E}\left(P_{2}\right)} q^{\operatorname{inv(\tau )+\operatorname {inv}(\sigma )}} \begin{array}{l}
\quad \sum \quad \mathcal{E}_{k m-1} \sigma \in \mathcal{E}_{n-k m+1}
\end{array} q^{\operatorname{inv(\tau )+\operatorname {inv}(\sigma )}}
\end{gathered}
$$

$$
\begin{aligned}
& =\left\{\sum_{\tau \in \mathcal{E}_{k m-1}} q^{i(\tau)}\right\}\left\{\sum_{\sigma \in \mathcal{E}_{n-k m+1}} q^{i(\sigma)}\right\} \\
& =E_{(k m-1) \mid k}(q) E_{(n-k m+1) \mid k}(q) .
\end{aligned}
$$

If $r$ is replaced by $k m-1$ in Lemma 3.3.1, then

$$
\begin{aligned}
& \sum_{\pi \in \mathcal{E}_{n+1}^{m}} q^{\operatorname{inv}(\pi)}=\sum_{\left(P_{1}, P_{2}\right)} \sum_{\tau \in \mathcal{E}\left(P_{1}\right)} q^{\operatorname{inv}(\tau)+\operatorname{inv}(\sigma)+n-k m+1+I\left(P_{1}, P_{2}\right)} \\
& \sigma \in \mathcal{E}\left(P_{2}\right) \\
& =\left[\begin{array}{c}
n \\
k m-1
\end{array}\right] q^{n-k m+1} E_{(k m-1) \mid k}(q) E_{(n-k m+1) k}(q) .
\end{aligned}
$$

It follows that

$$
\sum_{m=1}^{\left\lfloor\frac{n}{k}\right\rfloor} \sum_{\pi \in \mathcal{E}_{n+1}^{m}} q^{\operatorname{inv}(\pi)}=\sum_{m=1}^{\left\lfloor\frac{n}{k}\right\rfloor}\left[\begin{array}{c}
n \\
k m-1
\end{array}\right] q^{n-k m+1} E_{(k m-1) \mid k}(q) E_{(n-k m+1) \mid k}(q)
$$

So we are done if $k$ divides $n$. Suppose that $k \wedge n$. Then there is an extra term $\sum_{\pi \in \mathcal{E}_{n+1}^{0}} q^{\mathrm{inv}(\pi)}$ in equation (3.21). Note that the correspondence

$$
\pi=\pi_{1} \pi_{2} \ldots \pi_{n}(n+1) \Longleftrightarrow \tilde{\pi}=\pi_{1} \pi_{2} \ldots \pi_{n}
$$

between $\mathcal{E}_{n+1}^{0}$ and $\mathcal{E}_{n}$ is one-to-one and order-preserving. Hence

$$
\sum_{\pi \in \mathcal{E}_{n+1}^{0}} q^{\operatorname{inv}(\pi)}=\sum_{\pi \in \mathcal{E}_{n}} q^{\operatorname{inv}(\pi)}=E_{n \mid k}(q)
$$

This completes the proof of Theorem 3.3.2.
Remark: Observe that when $q=1$, we have the recursion for $E_{n \mid k}$ as in Theorem 3.2.4

Theorem 3.3.2 and Theorem 3.2.4 are very useful in further studying the divisibility properties of $E_{n \mid k}$ and $E_{n \mid k}(q)$, which will be seen in the next section. To
demonstrate this point, we will end this section by a direct application of Theorem 3.2.4.

We know that $(n+1) E_{(2 n+1) \mid 2}=2^{2 n}\left|G_{2 n+2}\right|$ where $G_{2 n+2}$ is the Genocchi number. It can be verified using the exponential generating functions of $E_{\left.(2 n+1)\right|^{2}}$ and $\left|G_{2 n+2}\right|$ as follows: it is well-known [12, p. 48-p.49] that.

$$
G^{\prime}(t)=\frac{2 t}{\epsilon^{t}+1}=t+\sum_{n \geq 0}\left|G_{2 n+2}\right| \frac{t^{2 n+2}}{(2 n+2)!}
$$

and

$$
T(t)=\frac{2}{e^{2 t}+1}=1+\sum_{n \geq 0} E_{(2 n+1) \mid 2} \frac{t^{2 n+1}}{(2 n+1)!} .
$$

Let $2 t=s$ and then $t=s / 2$. On one hand,

$$
\begin{aligned}
t T(t) & =\frac{2 t}{e^{2 t}+1} \\
& =t+\sum_{n \geq 0} E_{(2 n+1) \mid 2}(2 n+2) \frac{t^{2 n+2}}{(2 n+2)!} \\
& =1 / 2\left\{s+\sum_{n \geq 0} \frac{E_{(2 n+1) \mid 2}(n+1)}{2^{2 n}} \frac{s^{2 n+2}}{(2 n+2)!}\right\} .
\end{aligned}
$$

On the other hand,

$$
\begin{aligned}
t T(t) & =1 / 2\left\{\frac{2(2 t)}{e^{2 t}+1}\right\} \\
& =1 / 2\left\{\frac{2 s}{e^{s}+1}\right\}=1 / 2 G(s) \\
& =1 / 2\left\{s+\sum_{n \leq 0}\left|G_{2 n+2}\right| \frac{s^{2 n+2}}{(2 n+2)!}\right\}
\end{aligned}
$$

It follows that $(n+1) E_{(2 n+1) \mid 2}=2^{2 n}\left|G_{2 n+2}\right|$.
Since Genocchi numbers are odd, we see that following theorem is true.

Theorem 3.3.3 Let $n$ be a non-negative integer. Then

1. $2^{2 n}$ divides $(n+1) E_{(2 n+1) \mid 2}$;
2. $(n+1) E_{(2 n+1) \mid 2} / 2^{2 n}$ is odd.

Proof. Using the recursion for $E_{n \mid k}$ when $k=2$, we can now give a direct proof of this theorem without using their generating functions. For brevity, we first define

$$
E_{(2 n+1) \mid 2}^{*}=(n+1) E_{(2 n+1) \mid 2} .
$$

We first prove (1): Induct on $n$. The case $n=0$ is trivial. Suppose $n>0$ and then

$$
\begin{aligned}
E_{(2 n+1) \mid 2}^{*} & =\sum_{m=1}^{n}(n+1)\binom{2 n}{2 m-1} E_{(2 m-1) \mid 2} E_{(2 n-2 m+1) \mid 2} \\
& =\sum_{m=1}^{n} \frac{(n+1)\binom{2 n}{2 m-1}}{m(n-m+1)} E_{(2 m-1) \mid 2}^{*} E_{(2 n-2 m+1) \mid 2}^{*} \\
& =\frac{2}{2 n+1} \sum_{m=1}^{n}\binom{2 n+2}{2 m} E_{(2 m-1) \mid 2}^{*} E_{(2 n-2 m+1) \mid 2}^{*}
\end{aligned}
$$

It follows that

$$
(2 n+1) E_{(2 n+1) \mid 2}^{*}=2 \sum_{m=1}^{n}\binom{2 n+2}{2 m} E_{(2 m-1) \mid 2}^{*} E_{(2 n-2 m+1) \mid 2}^{*}
$$

By the induction, we have

$$
2^{2 n-2} \text { divides } E_{(2 m-1) \mid 2}^{*} E_{(2 n-2 m+1) \mid 2}^{*}
$$

where $1 \leq m \leq n$.
Since $2 n+1$ is odd, it is enough to show that

$$
\begin{equation*}
\sum_{m=1}^{n}\binom{2 n+2}{2 m} E_{(2 m-1) \mid 2}^{*} E_{(2 n-2 m+1) \mid 2}^{*} \tag{3.22}
\end{equation*}
$$

is divisible by $2^{2 n-1}$. Note that for fixed $m, 1 \leq m \leq n$, we see that

$$
\binom{2 n+2}{2 m}=\binom{2 n+2}{2 n+2-2 m}=\binom{2 n+2}{2(n-m+1)}
$$

Moreover, since $n-(n-m+1)+1=m, 2(n-m+1)-1=2 n-2 m+1$ and $2 n-2(n-m+1)+1=2 m-1$, Also since $1 \leq m \leq n$ implies that $1 \leq n-m+1 \leq n$, it follows that the $m$-th term equals to the $(n-m+1)$-th term in sum (3.22). It follows that sum (3.22) is

$$
\begin{aligned}
& 2 \sum_{m=1}^{\left\lfloor\frac{n}{2}\right\rfloor}\binom{2 n+2}{2 m} E_{(2 m-1) \mid 2}^{*} E_{(2 n-2 m+1) \mid 2}^{*} \\
& +b(n \text { is odd })\binom{2 n+2}{2\left\lceil\frac{n}{2}\right\rceil}\left\lceil\frac{n}{2}\right\rceil E_{\left.\left(2\left\lceil\frac{n}{2}\right\rceil-1\right) \right\rvert\, 2}\left(n-\left\lceil\frac{n}{2}\right\rceil+1\right) E_{\left.\left(2 n-2\left\lceil\frac{n}{2}\right\rceil+1\right) \right\rvert\, 2}
\end{aligned}
$$

where $b(\cdot)$ is the boolean function. By the induction,

$$
2^{2 n-1} \text { divides } 2\binom{2 n+2}{2 m} E_{(2 m-1) \mid 2}^{*} E_{(2 n-2 m+1) \mid 2}^{*} \text { where } 1 \leq m \leq\left\lfloor\frac{n}{2}\right\rfloor
$$

So we are done if $n$ is even. If $n$ is odd, there is an extra term. Now let $n=2 l+1$ for some non-negative integer $l$ and then

$$
\binom{2 n+2}{2\left\lceil\frac{n}{2}\right\rceil}=\binom{2(2 l+1)+2}{2(l+1)}=\binom{2(2 l+2)}{2 l+2}
$$

which is divisible by 2 , since that the number of carries in adding $2 l+2$ to ( $4 l+$ 4) $-(2 l+2)=2 l+2$ in 2 -ary arithmetic is at least 1 . Hence the extra term is also divisible by $2^{2 n-1}$ and the result follows.

We next prove (2): Induct on $n$. The $n=0$ case is trivial. Now suppose $n>0$ and consider

$$
\begin{aligned}
\frac{E_{(2 n+1) \mid 2}^{*}}{2^{2 n}} & =\sum_{m=1}^{n} \frac{n+1}{2^{2} m(n-m+1)}\binom{2 n}{2 m-1}\left\{\frac{E_{(2 m-1) \mid 2}^{*}}{2^{2(m-1)}}\right\}\left\{\frac{\left(E_{(2(n-m)+1) \mid 2}^{*}\right.}{2^{2(n-m)}}\right\} \\
& =\frac{1}{2(2 n+1)} \sum_{m=1}^{n}\binom{2(n+1)}{2 m}\left\{\frac{E_{(2 m-1) \mid 2}^{*}}{2^{2(m-1)}}\right\}\left\{\frac{E_{(2(n-m)+1) \mid 2}^{*}}{2^{2(n-m)}}\right\} .
\end{aligned}
$$

Let

$$
O_{m}=\left\{\frac{E_{(2 m-1) \mid 2}^{*}}{2^{2(m-1)}}\right\}\left\{\frac{E_{(2(n-m)+1) \mid 2}^{*}}{2^{2(n-m)}}\right\}
$$

and then

$$
(2 n+1) \frac{E_{(2 n+1) \mid 2}^{*}}{2^{2 n}}=\frac{1}{2} \sum_{m=1}^{n}\binom{2(n+1)}{2 m} O_{m} .
$$

By the induction, $O_{m}$ is an odd number for all $1 \leq m \leq n$.

Since $2 n+1$ is odd, it is enough to show that

$$
V(n)=\frac{1}{2} \sum_{m=1}^{n}\binom{2(n+1)}{2 m} O_{m}
$$

is odd for all $n \geq 1$. Note that, by the induction,

$$
O_{m}-1 \equiv 0(\bmod 2) \quad \text { for all } 1 \leq m \leq n
$$

By [22, (1.91)], we see that

$$
\sum_{m=0}^{n+1}\binom{2 n+2}{2 m}=2^{2(n+1)-1}=2^{2 n+1}
$$

It follows that

$$
\frac{1}{2}\left\{\sum_{m=1}^{n}\binom{2 n+2}{2 m}\right\}=\frac{1}{2}\left(2^{2 n+1}-2\right)=2^{2 n}-1
$$

is odd. Now it is enough to show that

$$
V(n)-\left(2^{2 n}-1\right)=\sum_{m=1}^{n} \frac{\binom{2 n+2}{2 m}}{2}\left(O_{m}-1\right)
$$

is even, since then $V(n)$ must be odd and the result follows.
Note that $O_{m}=O_{n-m+1}$ for all $1 \leq m \leq n$. It follows that

$$
\begin{aligned}
& V(n)-\left(2^{2 n}-1\right) \\
= & 2 \sum_{m=1}^{\left\lfloor\frac{n}{2}\right\rfloor} \frac{\binom{2 n+2}{2 m}}{2}\left(O_{m}-1\right)+b(n \text { is odd }) \frac{\binom{2 n+2}{2\left\lceil\frac{n}{2}\right\rceil}}{2}\left(O_{\left\lceil\frac{n}{2}\right\rceil}-1\right) .
\end{aligned}
$$

It is clear that for $1 \leq m \leq\left\lfloor\frac{n}{2}\right\rfloor,\binom{2 n+2}{2 m}\left(0_{m}-1\right)$ is even since each $\left(0_{m}-1\right)$ is even and $\binom{2 n+2}{2 m}$ is an integer. Moreover, we have the extra term in the odd- $n$ case is also even since $\frac{\binom{2 n+2}{2\left\lceil\frac{n}{2}\right\rceil}}{2}$ is an integer and $O_{\left\lceil\frac{n}{2}\right\rceil}-1$ is even. Hence $V(n)-\left(2^{2 n}-1\right)$ is even and then $V(n)$ is odd.

### 3.4 The Divisibility of the Generalized $q$-Euler Numbers

G. E. Andrews and I. Gessel have shown [2, Theorem 1 and Theorem 2] that

1. $E_{(2 n+1) \mid 2}(q)$ is divisible by $(1+q)\left(1+q^{2}\right) \ldots\left(1+q^{n}\right)=[2][2]_{2}[2]_{3} \ldots[2]_{n}$.
2. $E_{(2 n+1) \mid 2}(q)$ is divisible by $(1+q)^{n}=[2]^{n}$.

It follows that $2^{n}$ divides $E_{(2 n+1) \mid 2}$ by letting $q=1$.
We adopt the techniques which G. E. Andrews and I. Gessel have used in their work and extend their results to $E_{(n k+i) \mid k}(q)$ for all prime $k \geq 2$ and $1 \leq i \leq k-1$.

First, we study some related divisibility properties of certain binomial coefficients and $q$-binomial coefficients .

Lemma 3.4.1 Let $k$ be prime. Then $\binom{k N+i}{k m-1}$ is divisible by $k$ for all $0 \leq i \leq k-2$.

Althought Lemma 3.4.1 is just a special case of Theorem 3.4.3 and Theorem 3.4.4, we include a proof here to show a special method used in proving such a problem.

Proof. By Kummer's Theorem [15, p.270, item 71], it is enough to show that the number of carries when adding $k m-1$ to $k N+i-(k m-1)$ in base $k$ is greater than or equal to 1 . Now $k N+i-(k m-1)=k(N-k)+(i+1)$ where $1 \leq(i+1) \leq k-1$ and $k m-1=k(m-1)+(k-1)$. So these two numbers have one's digit $i+1$ and $k-1$ in base $k$. Since $(i+1)+(k-1) \geq k$, we have a carry out of the one's digit and are done.

In general, q -analogs of these binomial coefficients have the similar divisibility. To show it , we first need the following lemma [24].

Lemma 3.4.2 If $\rho$ is a primitive $k$ kth roots of unity, then $\rho$ is a simple root of $1-q^{M}$ if and only if $k \mid M$.

Remark: Note that Lemma 3.4.2 requires the condition that $k$ is prime. Since our proofs are based on Lemma 3.4.2, the condition that $k$ is prime can not be omitted. Also, it is easy to find a counter example to show that this condition is nesessary.

Lemma 3.4.3 Let prime $k \geq 2$ and $0 \leq i \leq k-2$. For any nonnegative integers $n$ and $m$, the expression

$$
\left[\begin{array}{l}
k n+i \\
k m-1
\end{array}\right] \frac{[k][k]_{2} \ldots[k]_{m-1}}{[k]_{n}[k]_{n-1} \ldots[k]_{n-m+1}}
$$

is a polynomial in $q$. Clearly, when $q=1$, we have Lemma 3.4.1.

Proof. The expression in question is a rational function and the roots of the denominator are roots of unity. To prove Lemma 3.4.3, we need only show that each zero of the denominator appears with at least as large multiplicity in the numerator as in the denominator.

We know that that $\left[\begin{array}{l}k n+i \\ k m-1\end{array}\right]$ is a polynomial in $q$. By Lemma 3.4.2, for each $1 \leq j \leq k m-1, j$ must divide at least $\left\lfloor\frac{k m-1}{j}\right\rfloor$ of the numbers $k n+i, k n+i-$ $1, \ldots, k(n-1)+1, k(n-1), k(n-1)-1, \ldots, k n-k m+i+2$ (otherwise this $q$-binomial coefficient would not be a polynomial). Now

$$
\left[\begin{array}{l}
k n+i  \tag{3.23}\\
k m-1
\end{array}\right]=\frac{\left(1-q^{n k+i}\right)\left(1-q^{k n+i-1}\right) \ldots\left(1-q^{k n-k m+i+2}\right)}{\left(1-q^{k m-1}\right)\left(1-q^{k m-2}\right) \ldots\left(1-q^{2}\right)(1-q)} .
$$

Since $[k]_{j}=\left(1-q^{j k}\right) /\left(1-q^{j}\right)$, we have

$$
\begin{equation*}
[k][k]_{2} \ldots[k]_{m-1}=\frac{\left(1-q^{k}\right)\left(1-q^{2 k}\right) \ldots\left(1-q^{k(m-1)}\right)}{(1-q)\left(1-q^{2}\right) \ldots\left(1-q^{m-1}\right)} \tag{3.24}
\end{equation*}
$$

and

$$
\begin{equation*}
[k]_{n}[k]_{n-1} \ldots[k]_{n-m+1}=\frac{\left(1-q^{n k}\right)\left(1-q^{k(n-1)}\right)\left(1-q^{k(n-2)}\right) \ldots\left(1-q^{k(n-m+1)}\right)}{\left(1-q^{n}\right)\left(1-q^{n-1}\right) \ldots\left(1-q^{n-m+1}\right)} \tag{3.25}
\end{equation*}
$$

As a result, we have

$$
\begin{aligned}
& \frac{[k][k]_{2} \ldots[k]_{m-1}}{[k]_{n}[k]_{n-1} \ldots[k]_{n-m+1}} \\
& =\frac{\left(1-q^{k}\right)\left(1-q^{2 k}\right) \ldots\left(1-q^{k(m-1)}\right)\left(1-q^{n}\right)\left(1-q^{n-1}\right) \ldots\left(1-q^{n-m+1}\right)}{\left(1-q^{n k}\right)\left(1-q^{k(n-1)}\right) \ldots\left(1-q^{k(n-m+1)}\right)(1-q)\left(1-q^{2}\right) \ldots\left(1-q^{m-1}\right)}
\end{aligned}
$$

Now we get

$$
\left[\begin{array}{l}
k n+i  \tag{3.26}\\
k m-1
\end{array}\right] \frac{[k][k]_{2} \ldots[k]_{m-1}}{[k]_{n}[k]_{n-1} \ldots[k]_{n-m+1}}=\frac{Q_{1}(q)}{Q_{2}(q)},
$$

where $Q_{1}(q)$ and $Q_{2}(q)$ are as follows:

$$
\begin{aligned}
Q_{1}(q)= & \left(1-q^{k n+i}\right)\left(1-q^{k n+i-1}\right) \\
& \ldots\left(1-q^{k n+1}\right)\left(1-q^{n}\right)\left(1-q^{k n-1}\right) \\
& \ldots\left(1-q^{k(n-1)+1}\right)\left(1-q^{n-1}\right)\left(1-q^{k(n-1)-1}\right) \\
& \ldots \\
& \ldots\left(1-q^{k(n-m+1)+1}\right)\left(1-q^{n-m+1}\right)\left(1-q^{k(n-m+1)-1}\right) \\
& \cdot\left(1-q^{k(n-m+1)-2}\right) \ldots\left(1-q^{k(n-m)+i+2}\right), \\
Q_{2}(q)= & \left(1-q^{k m-1}\right)\left(1-q^{k m-2}\right) \\
& \ldots\left(1-q^{k(m-1)+1}\right)\left(1-q^{m-1}\right)\left(1-q^{k(m-1)-1}\right) \\
& \ldots\left(1-q^{k(m-2)+1}\right)\left(1-q^{(m-2)}\right)\left(1-q^{k(m-2)-1}\right) \\
& \ldots \\
& \ldots\left(1-q^{k+1}\right)(1-q)\left(1-q^{k-1}\right) \\
& \cdot\left(1-q^{k-2}\right) \ldots\left(1-q^{2}\right)(1-q) .
\end{aligned}
$$

Note that $Q_{1}(q) / Q_{2}(q)$ is almost same as $\left[\begin{array}{l}k n+i \\ k m-1\end{array}\right]$ except that the factor

$$
\frac{\left(1-q^{k n}\right)\left(1-q^{k(n-1)}\right) \ldots\left(1-q^{k(n-m+1)}\right)}{\left(1-q^{k(m-1)}\right)\left(1-q^{k(m-2)}\right) \ldots\left(1-q^{k}\right)}
$$

in $\left[\begin{array}{l}k n+i \\ k m-1\end{array}\right]$ is replaced by

$$
\frac{\left(1-q^{n}\right)\left(1-q^{n-1}\right) \ldots\left(1-q^{n-m+1}\right)}{(1-q)\left(1-q^{2}\right) \ldots\left(1-q^{m-1}\right)}
$$

More precisely, $Q_{1}(q) / Q_{2}(q)$ is same as $\left[\begin{array}{l}k n+i \\ k m-1\end{array}\right]$ except that each kN exponent in the numerator and denominator has been divided by $k$. Suppose that $1 \leq j \leq k m-1$ and $j \mid k N$. If $k \wedge j$, then $j \mid k N$ implies that $j \mid N$. If $k \mid j$, then $\left.\frac{j}{k} \right\rvert\, N$. Hence we still have that each zero of the denominator of $Q_{1}(q) / Q_{2}(q)$ appears with at least as large multiplicity in the numerator as in the denominator. Thus the divisibility properties previously described are preserved since the only change dose not affect whether a denominator exponent divides a numerator exponent.

Lemma 3.4.4 Let $k \geq 2$ be aprime and $0 \leq i \leq k-2$. For any nonnegative integers $n$ and $m,[k]$ is a factor of $\left[\begin{array}{l}k n+i \\ k m-1\end{array}\right]$.

Clearly, when $q=1$, we also have Lemma 3.4.1.

Proof. For all non-negative integers $n$ and $m$, we see that

$$
\left[\begin{array}{l}
k n+i  \tag{3.27}\\
k m-1
\end{array}\right]=\frac{\left(1-q^{n k+i}\right)\left(1-q^{k n+i-1}\right) \ldots\left(1-q^{k(n-m+1)}\right) \ldots\left(1-q^{k n-k m+i+2}\right)}{\left(1-q^{k m-1}\right)\left(1-q^{k m-2}\right) \ldots\left(1-q^{k(m-1)}\right) \ldots\left(1-q^{2}\right)(1-q)} .
$$

By Lemma 3.4.2, for any integer $M, 1-q^{M}$ has one and only one factor $[k]$ if and only if $M$ is divisible by $k$. There are $n-(n-m)=m$ factors of $[k]$ in the numerator and $m-1$ factors of $[k]$ in the denominator of $\left[\begin{array}{l}k n+i \\ k m-1\end{array}\right]$. As a result, there is one factor $[k]$ in $\left[\begin{array}{l}k n+i \\ k m-1\end{array}\right]$.

Now we are in the position to prove the divisibility properties of the generalized $q$-Euler numbers.

Theorem 3.4.5 Let $k$ be any prime and $1 \leq i \leq k-1$. We have $E_{(n k+i) \mid k}(q)$ is divisible by $[k][k]_{2}[k]_{3} \ldots[k]_{n}$.

Remark: When $k=2$, we have the Andrews and Gessel's first result about the divisibility of the $q$-tangent numbers in [2].

Proof. Induct on $n$. For $n=0$, the result is trivial. Suppose the result is true up to but not including N. By Theorem 3.3.2, we have two cases.

Case 1: If $i=1$, then

$$
\begin{aligned}
& E_{(k N+1) \mid k}(\mathcal{q}) \\
= & \sum_{m=1}^{N}\left[\begin{array}{c}
k N \\
k m-1
\end{array}\right] q^{k N-k m+1} E_{(k m-1) \mid k}(q) E_{(k N-k m+1) k}(q),
\end{aligned}
$$

Case 2: If $2 \leq i \leq k-1$, then

$$
\begin{aligned}
& E_{(k N+i) k}(q) \\
= & \sum_{m=1}^{N}\left[\begin{array}{c}
k N+(i-1) \\
k m-1
\end{array}\right] q^{k N-k n+1} E_{(k m-1) \mid k}(q) E_{(k N-k m+i) \mid k}(q)+E_{(k N+i-1) \mid k}(q)
\end{aligned}
$$

We first consider case 1 . By the induction hypothesis, for all $1 \leq m \leq N$,

$$
E_{(k m-1) \mid k}(q)=[k][k]_{2}[k]_{3} \ldots[k]_{m-1} P_{1}(q)
$$

and

$$
E_{(k N-k m+1) \mid k}(q)=[k][k]_{2}[k]_{3 \ldots} \ldots[k]_{N-m} P_{2}(q)
$$

where $P_{1}(q)$ and $P_{2}(q)$ are different polynomials in $q$. Then

$$
\begin{aligned}
& {\left[\begin{array}{c}
k N \\
k m-1
\end{array}\right] E_{(k m-1) \mid k}(q) E_{(k N-k m+i) k}(q)} \\
& =\left[\begin{array}{l}
k N \\
k m-1
\end{array}\right] \frac{[k][k]_{2} \ldots[k]_{m-1}}{[k]_{N}[k]_{N-1} \ldots[k]_{N-m+1}}[k][k]_{2}[k]_{3 \ldots}[k]_{N} P_{1}(q) P_{2}(q) .
\end{aligned}
$$

By Lemma 3.4.3,

$$
\left[\begin{array}{l}
k N \\
k m-1
\end{array}\right] \frac{[k][k]_{2} \ldots[k]_{m-1}}{[k]_{N}[k]_{N-1} \ldots[k]_{N-m+1}}
$$

is a polynomial in $q$. We have that $[k][k]_{2}[k]_{3} \ldots[k]_{N}$ is a factor of

$$
\left[\begin{array}{c}
k N \\
k m-1
\end{array}\right] E_{(k m-1) \mid k}(q) E_{(k N-k m+1) k}(q)
$$

for all $1 \leq m \leq N$ and then a factor of

$$
\sum_{m=1}^{N}\left[\begin{array}{c}
k N \\
k m-1
\end{array}\right] q^{k N-k m+1} E_{(k m-1) \mid k}(q) E_{(k N-k m+i) \mid k}(q) .
$$

So the result holds in case 1 .

For case 2, we see that $[k][k]_{2}[k]_{3} \ldots[k]_{N}$ divides the extra term by an induction on $i$, where $i=1$ is done in case 1 . So the result also holds in case 2.

Theorem 3.4.6 Let $k$ be prime and $1 \leq i \leq k-1 . E_{(k n+i) \mid k}(q)$ is divisible by $[k]^{n}$.

Remark: When $k=2$, we have the Andrews and Gessal's second result about the divisibility of $q$-tangent numbers in [2].

Proof. Induct on $n$. For $n=0$, the result is trivial. Suppose the result is true up to but not including N. By Theorem 3.3.2, we consider the two same cases as in Theorem 3.4.5.

Case 1: If $i=1$, then

$$
\begin{aligned}
& E_{(k N+1) \mid k}(q) \\
= & \sum_{m=1}^{N}\left[\begin{array}{c}
k N \\
k m-1
\end{array}\right] q^{k N-k m+1} E_{(k m-1) \mid k}(q) E_{(k N-k m+1) \mid k}(q)
\end{aligned}
$$

Case 2: If $2 \leq i \leq k-1$, then

$$
E_{(k N+i) \mid k}(q)
$$

$$
=\sum_{m=1}^{N}\left[\begin{array}{c}
k N+(i-1) \\
k m-1
\end{array}\right] q^{k N-k n+i} E_{(k m-1) \mid k}(q) E_{(k N-k m+i) k}(q)+E_{(k N+i-1) \mid k}(q) .
$$

We first consider case 1 . By the induction hypothesis, for all $1 \leq m \leq N$, then

$$
E_{(k m-1) \mid k}(q)=[k]^{m-1} H_{1}(q)
$$

and

$$
E_{(k N-k m+1) \mid k}(q)=[k]^{N-m} H_{2}(q)
$$

where $H_{1}(q)$ and $H_{2}(q)$ are different polynomials in $q$. By Lemma 3.4.4, [k] is a factor of $\left[\begin{array}{l}k N \\ k m-1\end{array}\right]$. We have that $[k]^{N-m+m-1+1}=[k]^{N}$ is a factor of

$$
\left[\begin{array}{c}
k N \\
k m-1
\end{array}\right] E_{(k m-1) \mid k}(q) E_{(k N-k m+1) \mid k}(q)
$$

for all $1 \leq m \leq N$ and then a factor of

$$
\sum_{m=1}^{N}\left[\begin{array}{c}
k N \\
k m-1
\end{array}\right] q^{k N-k n+1} E_{(k m-1) \mid k}(q) E_{(k N-k m+1) \mid k}(q)
$$

So the result holds in case 1 .
For case 2 , we see that $[k]^{N}$ divides the extra term by an induction on $i$, where $i=1$ is done in case 1 . So the result also holds in the case 2.

Observe that if put $q=1$ in Theorem 3.4.5 and Theorem 3.4.6, we have the divisibility properties of $E_{n \mid k}$ as follows.

Corollary 3.4.7 If $k$ is prime, then $k^{n}$ divides $E_{(k n+i) \mid k}$ for all $1 \leq i \leq k-1$. In particular, when $k=2$, we have $2^{n}$ divides $E_{(2 n+1) \mid 2}$.

## Chapter 4

## Open Problems and Conjectures

We know that $(n+1) E_{(2 n+1) \mid 2}$ is divisible by $2^{2 n}$ but by no higher power of two. More precisely, we have

$$
\begin{equation*}
(n+1) E_{(2 n+1) \mid 2}=2^{2 n} G_{2 n+2} \tag{4.1}
\end{equation*}
$$

where the Genocchi number $G_{2 n+2}$ is odd. It is then natural to ask the following question:

Problem: For a fixed prime $k$, are there two simple functions of $n$ and $k$, say $a_{n, k}$ and $b_{n, k}$, such that

$$
\begin{equation*}
a_{n, k} E_{n \mid k}=k^{b_{n, k}} G_{n \mid k} \tag{4.2}
\end{equation*}
$$

with $G_{n \mid k}$ being an integer that is not divisible by $k$ ?
In our study, we see that for each $i, 1 \leq i \leq k-1$,

$$
\begin{equation*}
\frac{(n+1) E_{(n k+i) \mid k}}{\left.k^{\left\lfloor\frac{k n+1}{k-1}\right\rfloor}\right\rfloor} \tag{4.3}
\end{equation*}
$$

is an integer, but in general this number and $k$ are not relatively prime. For example: if $k=5$ and $n=9$, then $(9+1) E_{(9.5+4) \mid 5}$ has factor $5^{14}$, while $\left\lfloor\frac{49-1}{5-1}\right\rfloor=12$. So the number $(9+1) E_{(9.5+4) \mid 5} / 5^{12}$ has factor $5^{2}$. But we believe that $E_{(3 n+i) \mid 3}$ behaves exactly like the ordinary Euler numbers.

Conjecture 4.0.8 For $i=1$ or 2 , we have

$$
(n+1) E_{(3 n+i) \mid 3}=3^{\left\lfloor\frac{3 n+1-1}{2}\right\rfloor} G_{(3 n+i) \mid 3}
$$

such that $G_{(3 n+i) \mid 3}$ is an integer that is not divisible by 3.

Note that if $k=2$, expression (4.3) agrees with the Genocchi number.
The signed Euler number $E_{n \mid 2}^{\prime}$ is defined by

$$
E_{n \mid 2}^{\prime}=(-1)^{\left\lfloor\frac{n}{2}\right\rfloor} E_{n \mid 2}
$$

where $\left[J\right.$ is the round down function. L. Carlitz [10] found a congruence for $E_{n \mid 2}^{\prime}$ :

$$
E_{\left.(2 n)\right|^{2}}^{\prime} \equiv \begin{cases}0\left(\bmod p^{e}\right) & (p \equiv 1(\bmod 4))  \tag{4.4}\\ 2\left(\bmod p^{e}\right) & (p \equiv 3(\bmod 4))\end{cases}
$$

where $p$ is an odd prime such that $(p-1) p^{t-1} \mid 2 n$.
We expect that the generalized Euler number and the signed Euler number have the similar congruence properties.
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