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ABSTRACT

A PRODUCTION SCHEDULING MODEL FOR
REPETITIVE MANUFACTURING SYSTEMS

By

Bret Joseph Wagner

This dissertation presents the Machine State Scheduling (MSS) model, a
production planning and scheduling model for repetitive manufacturing systems. The
MSS model was evaluated using data from an actual production facility.

Although production planning and scheduling has received a great deal of attention
in the past 40 years, surprisingly few models or techniques have been applied in actual
manufacturing environments. In varying degrees, three problems have plagued most
models:

1. The models make simplifying assumptions or constrain the problem so that it
has limited applicability in real world environments.

2. The models are difficult to solve.

3. The models are hard for the typical practitioner to understand.

The MSS model addresses real-world production problems, including labor and
machine constraints, sequence-dependent setups, component part commonality and
transfer batches. It is a zero-one integer programming model that does not involve the
large number of integer variables typical of most models. While the model itself is not
simple, the underlying logic is easily explained. Further, the results of the model can be
directly translated into shop floor instructions. Thus, the model lends itself to

implementation in real production environments.



The computer program MSS Plan was developed to implement the MSS model
and demonstrate how the model could be used in an actual production environment. Two
solution methods--integer programming using GAMS/OSL and a single-pass finite loading
(SPFL) heuristic--were evaluated using production data from Walker Manufacturing’s
Newark, Ohio exhaust system production facility. While it proved difficult to find optimal
solutions to the MSS model for real-world sized problems, both the integer programming
and SPFL heuristic solutions compared favorably to the scheduling decisions of Walker
Manufacturing.

The MSS Model provides a means to schedule production in a repetitive
manufacturing environment that currently does not exist. Future research that finds
solution techniques that quickly find better solutions will enhance the usefulness of the

MSS model.
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1.0 INTRODUCTION

A repetitive manufacturing system intermittently produces a fixed set of relatively
high volume products and is a common and important type of manufacturing system. The
production scheduling problem in this environment is complex and effective scheduling
techniques do not exist. Numerous models and techniques have been proposed for this
problem, all of which have weaknesses and limitations. This dissertation presents the
Machine State Scheduling (MSS) model, a comprehensive production planning and
scheduling model that provides an improved capability to schedule production in repetitive
manufacturing environments. The MSS model was evaluated by applying it to the
scheduling problem faced by Walker Manufacturing, a major automotive supplier that
provides an assembled product according to the customer's demand schedule.

To define the production planning and scheduling problem, it is necessary to
classify the production environment and describe the traditional approach to the problem,

then describe how this model differs from the traditional approach.

1.1 CLASSIFICATION OF PRODUCTION-INVENTORY SYSTEMS
A number of researchers (Buffa and Taubert [1972], Buffa and Miller [1979] and
Johnson and Montgomery [1974]) suggest that production-inventory systems be classified

into four categories:
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Pure inventory systems
Continuous production systems
Intermittent production systems
Project management

LU -

Intermittent production systems are characterized by batch production of many
products using shared production equipment. A repetitive manufacturing system is a
special case of the intermittent production system in which a fixed and usually limited set
of products is produced. Repetitive production systems may be composed of a
combination of machines, workcenters, assembly stations or assembly lines and usually
exhibit a flow-shop-like work flow as opposed to the random flow of the general job shop.
Since product demand typically varies, production batches may vary in size or timing,
equipment may be operated intermittently, dedicated machines may be idled and labor may
be transferred among different pieces of equipment.

Intermittent production systems are the least understood category of production
system. Inventory theory was well developed by the 1960's, and many practical
techniques have been applied by industry and the military. Continuous production systems
have also been studied extensively, and again research has resulted in tools for industry.
Many of the factors in successful project management are hard to quantify, but PERT and
CPM have simplified the coordination of tasks and resources in a project. Research on
intermittent production systems, while voluminous, has produced few practical tools and
techniques.

Intermittent production of unique products has been the domain of job shop
research, which now is typically conducted using computer simulation. Most of this

research has centered around the evaluation of dispatching rules. Researchers have
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developed a surprisingly large number of ways to select jobs for processing. Blackstone,
Phillips and Hogg (1982) provided a state-of-the-art evaluation of 34 dispatching rules
while Panwalker and Iskander (1977) provided a survey of over 100 dispatching rules
from the literature. A number of researchers have studied the dual resource constrained
problem (see Fredendall, 1991) in which both machines and labor constrain production
options. This research has used dual dispatching rules (labor assignment and job
selection) to solve the problem. McKay, Safayeni and Buzacott (1988) point out that little
job shop research has been applied, stating that in job shop research "the problem
definition is so far removed from job-shop reality that perhaps a different name for the
research should be considered."

Material Requirements Planning (MRP) is a practical, practitioner-developed
approach to order launching and due date maintenance that requires skilled planners for
successful implementation. In 1982, Anderson, Schroeder, Tupy and White estimated that
62% of manufacturing firms used MRP systems and in 1989 MRP systems accounted for
almost one-third of the total market for computer services.! Yet MRP systems have not
been very successful in scheduling repetitive manufacturing systems. According to the
APICS Repetitive Manufacturing Group:

The history of floor control for repetitive manufacturing has been very
different from that of job shops. Very few companies have successfully adapted an

MRP system designed to generate shop orders to operate a repetitive

manufacturing floor. When they did, they buried themselves in transactions and
paperwork. Consequently, most repetitive manufacturing companies have

INewscope Column, "Competition in Manufacturing Leads to MRP 11", Industrial
Engineering, 1991, Vol. 23, No. 7, p. 10.
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developed their own planning and control systems. Their need is to provide
visibility and control of a flow of parts.2

The Japanese have developed Kanban systems to be used in conjunction with the
Just-In-Time (JIT) approach to manufacturing. A Kanban system is essentially an
advanced reorder-point inventory system that works well if production equipment requires
minimal setups and production managers are willing to set level production schedules, two
factors that appear to be in short supply in U.S. manufacturing firms.

In conclusion, repetitive manufacturing systems are an important form of
production systems for which effective production planning and scheduling techniques do
not exist. By taking a different approach to the problem, the MSS model provides a
means for converting an end-item production schedule into detailed shop floor
instructions. Because the MSS model considers the critical parameters of the real-world
repetitive manufacturing problem (sequence-dependent setups, machine capacity, labor
assignments, assembly, component commonality, etc.), this research is of importance to
the repetitive manufacturing practitioner. The next two sections describe how the MSS
model differs from the traditional modeling approach to production planning and

scheduling for repetitive manufacturing systems.

1.2 TRADITIONAL APPROACHES TO PRODUCTION PLANNING AND
SCHEDULING IN REPETITIVE MANUFACTURING SYSTEMS

The traditional approach to production planning and scheduling in repetitive

manufacturing systems is to treat the problem in a hierarchical fashion. Figure 1.1

2APICS Repetitive Manufacturing Group, "Repetitive Manufacturing", Production and
Inventory Management, Second Quarter, 1982, p. 81.
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illustrates this traditional view. Long range production planning involves determining
labor and machine capacity requirements to meet long range product demand. These
strategic decisions are typically made for a one- to two-year planning horizon and
constrain lower level decisions.

The first tactical problem is master production scheduling, which is determining
which finished products to manufacture to best meet short term demand, given labor and
machine capacity constraints. In many environments, there is no master production
scheduling decision. For example, automotive suppliers must meet dictated schedules or
face severe penalties. General Motor's Saturn division charges suppliers $500 per minute
of assembly line production delay due to tardy shipments.3

Given a master production schedule, the next problem in the traditional approach
is deciding how big production lots should be (lot sizing) and when these lots should be
released to the shop floor (lot scheduling). Ideally, these decisions should be made
simultaneously for all components. In MRP systems, lot sizing and scheduling decisions
are made separately for each component and constrain the decision for components at
lower levels in the bill of material. The lot sizing and sequencing decisions should be
made recognizing labor and machine constraints and many planning models incorporate at
least one constraint. MRP systems incorporate capacity planning as a separate process

that must be used iteratively with the MRP lot sizing and scheduling logic.

3Raia, Ernest, "Saturn: Rising Star", Purchasing, Vol. 115, No. 3, September 9, 1993, p.
45.
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With production lots sized and scheduled, the shop floor supervisor must
determine how to manage machines and workers to process production lots so that
demand is satisfied at minimum cost. The shop floor supervisor decides which production
lot to process next (the sequencing or dispatching decision) and where to assign workers
(the labor assignment decision). Although the sequencing problem has been studied
extensively, in practice this decision is made using dispatching rules. In some cases,
dispatching heuristics include behavioral parameters, e.g., which supervisor is most
convincing in his demand that his batch of parts be produced next.

While the traditional hierarchical approach attempts to simplify the production
planning and scheduling problem by sacrificing global optimality, the resulting tactical and
operational problems are still complex, and integrated solutions are not available. Von
Lanzenauer (1970) observed that "The production scheduling and the job-lot sequencing
problem remain separate in theory while being closely interrelated in practice."4 More
recently, Sum and Hill (1993) "take the position that order sizing and scheduling should be
considered simultaneously (or at least iteratively) because they are tightly

interdependent."?

1.3 THE MACHINE STATE SCHEDULING APPROACH
The MSS model is a zero-one integer programming model that integrates tactical

and operational decisions by focusing on the state of production equipment, i.e., which

4Von Lanzenauer, Christoph Haehling, "A Production Scheduling Model by Bivalent
Linear Programming", Management Science, Vol. 17, No. 1, 1970, p. 105.

5Sum, Chee-Chuong and Arthur V. Hill, "A New Framework for Manufacturing Planning
and Control Systems", Decision Sciences, Vol. 24, No. 4, July/August 1993, p. 740.
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component are machines, workcenters and assembly lines producing in a given time
period. By constraining production to fixed time intervals, the model can determine
schedules for machines and labor in a dependent demand repetitive manufacturing system
with sequence-dependent setups. The model formulation requires a reasonable number of

integer variables. If c; is the number of components produced on workcenter / and 7'is

the number of periods in the planning horizon, then the number of zero-one integer

variables in the problem (¥,) is:
N, =T (1-1)

This model takes a desired end item demand schedule and converts it into a set of
shop floor production decisions that can be easily implemented by shop floor supervisors.
The shop floor supervisor, freed from the intractable shop floor scheduling problem, can
concentrate on ensuring that labor and equipment are performing to plan.

Constraining production to a single component at a workcenter in a period is
consistent with management practice in repetitive manufacturing firms. According to the
APICS Repetitive Manufacturing Group, repetitive manufacturers use "daily run
schedules, not work orders, for control of production. Master schedules culminate in
serialized control of production which covers specific lengths of time, which is the

development of schedules, not orders."¢

6 APICS Repetitive Manufacturing Group, "Repetitive Manufacturing", Production and
Inventory Management, Second Quarter, 1982, p. 81.



1.4 FORMAT OF THE DISSERTATION

Section 2 reviews the literature on production planning and scheduling models.
Section 3 presents the Machine State Scheduling (MSS) model. Section 4 presents the
single-pass finite loading (SPFL) heuristic that gives good solutions to MSS problems.
Section S presents the production environment at Walker Manufacturing, the firm that was
used to evaluate the MSS model. In Section 6, the quality of the integer programming and
SPFL heuristic solutions is evaluated and the MSS model solutions are compared to the
production scheduling decisions made at the Walker Manufacturing. Section 7 presents a
discussion of the results and Section 8 gives conclusions and recommendations for future
research. Appendix A describes the methods and computer programs used to generate

solutions to the MSS model.



2.0 LITERATURE REVIEW

2.1 PRODUCTION PLANNING AND SCHEDULING MODELS AND METHODS
Most production planning and scheduling models/methods make use of at least one

of the following techniques to make the problem tractable:

1. Hierarchical Structure: The problem is solved in a hierarchical fashion, with
each solution in the hierarchy providing restrictions on the lower level
problems.

2. Aggregation/Disaggregation: The products are aggregated to reduce the size
of the problem. The solution to the aggregate problem must then be
disaggregated to provide detailed production plans.

3. Limited Scope: A limited portion of the production planning and scheduling
problem is addressed or some of the factors of production are ignored. For
example, machine capacity constraints may be considered but labor capacity
ignored.

4. Simplifying assumptions/restrictions: For example, component part
commonality may not be allowed or production lot sizes may be restricted to
be integer multiples of the parent component lot size.

5. Local logic: Heuristics may be applied using a limited set of information in
isolation from other decisions in the production facility. Local logic produces
solutions to the scheduling problem which are locally optimal at best.
Dispatching rules and Kanban systems are examples of local logic.

MRP is the most common production planning and scheduling technique in use
today. MRP systems develop production schedules for component parts based on a time-
phased "parts explosion" using the bill of material. Figure 2.1 shows the main components
of an MRP system. The MRP lot sizing logic requires a master production schedule as an

input. Capacity requirements can be approximated at the master production schedule level

using rough-cut capacity planning techniques, or more accurately after the parts explosion

10
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process using capacity requirements planning techniques. MRP systems use a hierarchical
structure (the bill of material) with simplifying assumptions and a limited scope to generate
production plans. MRP systems have a number of weaknesses as a result of the

techniques used to make the production planning and scheduling problem tractable:

1) The production planning decisions are made independent of the shop floor.
MRP systems only provide batch sizes, release dates, due dates and priority
information to the shop floor, but they do not provide shop floor
production schedules.

2) The time phasing process assumes a known and constant lead time for
component part production--usually with significant slack.

3) The MRP logic assumes infinite capacity (capacity planning techniques are
separate from the explosion process).

4) Lot sizing decisions are performed level by level according to the BOM.

Lot sizing decisions at one level constrain the decisions at a lower level,
producing less than optimal lot sizes.

2.1.1 Lot Sizing Models

A number of lot sizing models have been developed since F.W. Harris proposed
the EOQ model. Bahl, Ritzman and Gupta (1987) evaluate lot sizing models and provide
the classification scheme shown in Figure 2.2. To solve practical problems in a repetitive
production system, a lot sizing model must consider dependent demand and constraints, so
this discussion will focus primarily on MLCR models.

A second means of classifying lot sizing models is to consider the nature of
demand. Many of the earlier models were developed in the inventory theory field, and
considered demand as stochastic. Others are extensions of the EOQ model and consider

demand known and constant. More recent models use the concept of a master production
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schedule--a varying but known production schedule for end items. The MSS model
assumes demand is known and fixed but that it may vary from period to period.

The single-level constrained resource (SLCR) problem has received considerable
attention. Elmaghraby (1978) provides a survey of the research on the economic lot
scheduling problem (ELSP), which allows multiple items but assumes only one
constrained resource and constant demand. Many heuristics have been developed for the
ELSP problem when the constant demand constraint is relaxed (Eisenhut (1975),
Vanderveken (1978), Karni and Roll (1982) among them), but these methods assume that
setups result in a cost but not in reduced capacity. In the repetitive manufacturing
environment, the setup costs are typically the labor costs associated with performing the
setup, but the loss in production capacity may be more important. A second problem with
these models is that they assume that production of an item in a period requires a setup. It
is possible that an item may be the last one produced in one period and the first one
produced in the next period, eliminating the need for a setup.

Manne (1958), in his seminal piece, defined a zero-one integer variable for each
possible production sequence. Although this approach resulted in a large number of zero-
one integer variables, Manne showed that the large majority of these variables would be
integer when the problem was solved as a linear program. Thus, good solutions could be
achieved by rounding LP relaxations. A disadvantage of the model is that by defining
production sequences, variable lot sizes are not allowed.

The multiple-level unconstrained resource (MLUR) problem has been studied, but

a number of assumptions are usually made in addition to the assumption that resources are
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unlimited. Component commonality is usually not allowed, constant end-item demand
rates are typically assumed and production is assumed to be instantaneous. Crowston,
Wagner and Williams (1973) proved that in this environment component lot sizes should
be integer multiples of the parent component's lot size, a proof that was later shown to be
incorrect (Williams, 1982). Unfortunately, the Crowston, Wagner and Williams paper is
frequently quoted and used to justify the assumption of integer multiple lot sizes.

As Bahl, Ritzman and Gupta point out, "A casual look at practitioner-oriented
literature such as the Production and Inventory Management journal and APICS
Conference Proceedings strongly suggests that most real-life environments are MLCR
problems."”

Von Lanzenauer (1970) formulated a zero-one integer programming model that
considered machine capacity in the multi-level production environment. Like the Von
Lanzenauer model, the MSS model divides the production horizon into periods. Von
Lanzenauer’s model considers setups, but only as a fixed cost independent of the
production sequence. The production environment is considered to be a flowshop, with
no assembly operations. Von Lanzenauer's model contains the basic structure used in this
proposal to address a less constrained, more realistic environment. Surprisingly little has
been done with this approach since Von Lanzenauer's original paper. Bruvold and Evans
(1985) use the fixed time period concept in the single level problem to consider

sequencing multiple products on multiple production lines where setups are sequence-

"Bahl, Harish C., Larry P. Ritzman and Jatinder N. D. Gupta, "Determining Lot Sizes and
Resource Requirements: A Review", Operations Research, Vol. 35, No. 3, May-June
1987.
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dependent. Setups are considered to result in both a fixed cost and a capacity loss. A
disadvantage of their model is the number of variables required. Bruvold and Evans define

the zero-one integer variable 5,.jk to determine if product / is produced on production line

Jjin period . If there are N products produced on J machines in T time periods, then NJT
zero-one integer variables are required to define the production schedule. To determine
which setups occur, Bruvold and Evans define the continuous variables

@k, O and y ., which are continuous variables but only take on binary values due to

constraint relationships with the variable 501‘ . Since the subscript i and /in y,, refer to

product, there are 2NJT + N’IT added variables in the problem. In the MSS model

presented in Section 3, a production variable &, is defined similarly to Bruvold and

Evans, except the sequence-dependent setups are determined using only one continuous

variable 7, , resulting in NJT additional continuous variables with a corresponding

reduction in added constraints.

Smith-Daniels and Smith-Daniels (1986) developed a mixed integer programming
model for lot sizing and sequencing in packaging lines which include both major and minor
setups. A major setup may be required for changing products, while a minor setup may be
required to change package size (or vice-versa). Their model only allows major setups to
occur between fixed time periods (over the weekend, for example), and restricts
production in a period to one product family. Item production in a period can have
sequence-dependent setups, and not all items need to be produced. Item sequencing is

handled via a traveling-salesman binary variable V,,, which equals one if item i/ is an
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immediate predecessor of item m in period . Thus, the number of zero-one variables is
proportional to the square of the number of items.

A variety of other approaches have been used to model MLUR and MLCR
problems. Prabhakar (1974) modeled a two-stage chemical processing problem using
traveling salesman binary variables. His continuous time model allowed for sequence-
dependent setups, but no assembly. While his model constrains aggregate production and
inventory in the first stage to be at least as great as aggregate production in the second
stage, his model does not require first stage production to precede second stage
production. Thus, the model could produce a schedule where the second stage production
of a product is scheduled before the first stage production is started.

Gabbay (1979) formulated a discrete time, multi-stage, multi-item planning model
with one constraint per stage. He presented a one-pass algorithm and a hierarchical
solution procedure, however, the problem could be solved with a linear program since the
model does not consider setups.

Steinberg and Napier (1980) proposed a model that considers commonality. While
it is presented as having a network structure, the problem is solved with a mixed integer
linear programming code.

A number of researchers have considered the multi-stage problem assuming
constant end item demand as in Crowston, Wagner and Williams (1973). Blackburn and
Millen (1982) considered the multistage problem assuming child component lot sizes to be
integer multiples of the parent lot size in the context of a lot sizing procedure for an MRP

system. They developed a single pass heuristic that considers the impact of lot sizing
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decisions at one level of the bill of material on lower level components. Moily (1986)
considered the same problem assuming lot splitting (an integer number of child component
lots is required to satisfy the demand created by a parent component lot) and provides
both an optimal and a heuristic solution procedure.

Billington, McClain and Thomas (1983) present an integer programming model
that considers sequence-independent setups. The contribution of their paper is product
structure compression--an optimized production technology (OPT) concept by which the
problem size is reduced by solving the problem for the few capacity-constrained facilities
and lot-for-lot lot sizing is used at unconstrained facilities.

Bahl and Ritzman (1984) present a model that combines the Manne concept of
production sequences with an integer programming lot sizing model. They develop a
solution heuristic that iterates between a production sequencing problem with fixed lot
sizes and a lot sizing model with fixed production sequences. The model only considers 2
levels--component and end-item--and assumes that assemblies are produced lot-for-lot and
have no capacity constraints. Sum and Hill (1993) propose the integrated manufacturing
planning in continuous time (IMPICT) framework, which is a late-start, capacity
constrained operation scheduling network, similar to a project scheduling network. They
present three heuristics based on order merging, order splitting and order merging and
splitting.

The production planning and scheduling literature is broad and varied. Table 2.1
provides an analysis of the more relevant models described above. This comparison

clearly shows that all of these models have significant limitations that make them
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unsuitable as a general modeling approach for repetitive manufacturing systems.
Commonality frequently has been excluded from model formulations. Machine capacity is
frequently modeled, but labor constraints (constraints based on the actual workers and not
aggregate labor levels) have been excluded. Only Von Lanzenauer's model could be easily
extended to consider labor. Many models consider setups as a cost and ignore the
capacity loss. Sequence-dependent setups have only been considered in the single level
case (Bruvold and Evans) and the two level case of Prabhakar, although Prabhakar's
model incorrectly relates the timing of production quantities at each level.

The MSS model includes all of the model capabilities given in Table 2.1.
Furthermore, it includes these capabilities while only making three simplifying
assumptions:

1. Only one component is produced at a workcenter in a period

2. Labor cannot be transferred between workcenters in a period.

3. Setups are performed either during a period when the workcenter is idle or at

the beginning of a period in which there is production.

The next section presents the MSS model.



3.0 THE MACHINE STATE SCHEDULING (MSS) MODEL

In the following description, component refers to components, subassemblies,
assemblies or end items. A workcenter is a collection of tools, a machine or a group of
machines operated by one or more workers that produces one or more components using
purchased components or components produced by other workcenters. A workcenter is
buffered by inventory; that is, components used and produced by a workcenter can be
stored in work-in-process (WIP).

The fundamental concept behind the MSS model is that the production planning
and scheduling problem for repetitive manufacturing systems can be made manageable by
dividing the planning horizon into periods, then producing no more than one component at

o,

each workcenter in the period. The zero-one integer production variable i is used to
determine whether component i is being produced at workcenter j in period . Knowing
which components are being produced at each workcenter, it is possible to determine

production quantities and labor requirements. By assuming setups are performed either

during periods when the workcenter is idle or at the beginning of a production period, it is
possible to include sequence-dependent setups in the model. A machine state variable Yijt

is used to keep track of which component a workcenter is set up to produce. This
variable takes on a value of one when a workcenter is set up to produce component i in
workcenter j in period ¢ and zero if not. The machine state variable is continuous and can
take on fractional values when the workcenter is idle to represent a setup that is performed
over more than one (idle) period. The following example demonstrates the logic behind

the MSS model.

21
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3.1 AN EXAMPLE PROBLEM

Figure 3.1 presents the data for the example problem and Figure 3.2 presents the
MSS solution. The problem requires 300 units of component A by the end of period 4.
Component A is assembled using one unit of component B and two units of component C,
where components B and C are produced in the same workcenter. Production of
components A and C require one worker, while production of component B requires two.
Two workers are available each period; thus, labor limits production to either component
B or components A and C in any period. Production periods are two hours long, resulting
in four periods in a standard eight hour day. If component C is produced in a period, up
to 150 units can be transferred in the same period to workcenter 1 for use in assembling
component A. If a setup is required to produce component C in a period, the maximum
units that can be transferred is reduced from 150 to 100 due to the production loss from
the setup.

Units of component B cannot be transferred to workcenter 1 in the same period
they are produced--the entire quantity becomes available in the next period. Workcenter 2
starts period 1 set up to produce component B and a setup is required to switch from
production of component B to component C. These setups are sequence-dependent,
expressed in terms of the units of production lost at the beginning of a period.

The MSS solution in Figure 3.2 shows that component B is produced in the first
period, components A and C are produced in periods 2 and 3 and component A is
produced in period 4. The initial inventory of 25 units of component B, plus 50 of the

units produced in the first period are used in the assembly of component A in period 2.
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| Bill of Material I

A

——

B C
2

Production
Information

Period Length Inventory Holding Cost
2 Hrs 20%/unit/yr
Demand
300 units of end item A by the end
of Period 4
Available Workers Initial Setup, Workcenter 2
2 Component B

Component Data

Prod. Periods Max Number Initial Unit Cost
Comp. Center (hour) Delay  Transfer Workers Inventory (%)
A 1 50 0 - 1 25 $30
B 2 12§ 1 - 2 25 $20
C 2 150 - 150 1 50 $10

Production Loss from Setups
(production loss in units of the component

switched to.) To
B C
- 50
Switching
From
C | 40 -

FIGURE 3.1 MACHINE STATE SCHEDULING EXAMPLE PROBLEM
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Units of component B used to assemble component A in periods 3 and 4 are satisfied from
inventory.

In period 2, workcenter 2 is switched from production of component B to
production of component C. The setup of workcenter 2 in period 2 means that only 250
units of component C can be produced in period 2 and the maximum number of units of
period 2 production that can be transferred to workcenter 1 in period 2 is 100 units. The
transfer of 100 units of period 2 production plus the initial inventory of 50 units is
sufficient to support the assembly of component A in period 2. Workcenter 2 produces
250 units of component C in period 3, 50 of these units are used in period 3 for assembly
of component A. After period 3, sufficient inventory of component C is available to
support assembly of component A in period 4.

The example of Figures 3.1 and 3.2 illustrate the logic behind the MSS model,

which is presented in the next section.

3.2 THE MACHINE STATE SCHEDULING INTEGER PROGRAMMING
MODEL

In the following model, production periods are assumed to be of equal length with

no loss in generality.

SUBSCRIPTS:
i,i'" - component
J - workcenter
t - time period
d

- labor division
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VARIABLES:
Binary:
Sijt = 1 if workcenter j is producing component i in time period /.
0 if not.
Aijt = 1 if an intraperiod transfer of component i can occur from
workcenter j in period ¢.
0 if not.
Continuous:
YVii = 1 if workcenter j is set up to produce component i in time period /
0 if not.
Xijt = Number of units of production of component / at workcenter j in
period ¢ available after period .
Yijt = number of units of production of component i at workcenter j in
period ¢ available for intraperiod transfer.
Ij = Units of component i in inventory at the end of period 1.
Z,'j, = Production loss (in units) of component i in a workcenter j in period /
due to a setup (assumed to be less than the period production rate
Pij)-
Parameters:
by = Wage rate for a worker in labor division d ($/period).
cj = Per period holding costs for a unit of component i.
dj = External demand for component i during period /.
f,~j = The maximum number of units of component i produced at

workcenter j that can be transferred to and used at another
workcenter in the period in which they are produced.

Iij = Number of periods of delay between production of component i at
workcenter j and its availability at another workcenter. If Iij >0,

thenfij =0,
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max( Sy, ) where uj; is defined below. This is only required if
setups are sequence-dependent and some but not all uj'jj are greater
than fj;.

Number of workers in labor division d in period .
Production rate of component i at workcenter j (units/period).

Number of units of component i used to produce a unit of component

.

Production loss (in units) when changing production from component
i’ to component i at workcenter j if setups are sequence-dependent.
max(u,.,j) = maximum production loss (in units) in switching to

g

product i at workcenter j if setups are sequence-dependent.
Uijj - uj 'ij-

Number of workers in labor division d required to staff workcenter j
when producing component /.

Production loss (in units) when changing the setup at workcenter j if
setups are not sequence-dependent.

Minimize D D .1y + 2.2 2. D bawyaS
it i Jj d t

Production/Inventory Balance:

)

Ligv+ D Xiju—1, D Yo = Lis =die +D. Y qii' Xiv ji Vit

J J rJ
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Labor Capacity:

(2) D> wijabije < nar Vd, 1
i

Intraperiod transfer limit:

If f,-j > all setup losses (u,~',-j), then:

A3) Yije + Zijt < fiy Vi,t where / =0
If f,'j < any uj'ij, then:

(3a) Yje + Zijg + M(Aj¢ 1) < fy Vi, j,t where I, =0
(3b) Yijt < fijA jit Vi, j,t where IU =0

Definition of the setup state variable y

) Yin 2 6y Vi, j,t

(5) Z}/l}l = l Vlst

If setups are not allowed during idle periods, then constraint (6) is included:

(6) Vit 2 Vijamt = 202 Vi, j.t

Define setup production loss Z,'j,:

(7) Zl]l Z(11;6111 —Zv:'u},r'].l—l v"j?’

Define period production Xjj

(8) Vi, j,t
Xijt + Yjt < pijSije = Zijt
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The objective function of the MSS model minimizes the sum of inventory holding
and labor costs. If a workcenter is producing a component in a period, then the labor
required to operate the workcenter for the entire period is charged even if only one part is
produced.

The first constraint in the model is the production/inventory balance equation. In

any period, the beginning inventory plus the production available in the period

(both Xijt-1, and Y;jt) minus the ending inventory must equal the external demand for

the component plus the dependent demand for the component from workcenters that use
the component. The parameter g,;- can be set to allow for scrap losses, but this does result
in fractional production quantities.

A workcenter may require more than one worker. For example, an assembly line
may require a number of workers from different labor divisions (e.g. welders, assemblers,
etc.). The second constraint is the labor capacity constraint which limits the number of
workers assigned to workcenters in a period.

The model allows two types of delay in the transfer and use of components. If
components produced at a workcenter are not available for use by another workcenter in

the same period they are produced, then parameter 1,-j is the number of periods of delay

before they are available. This delay might be due to material handling restrictions (parts
transferred by forklift, time for paint to dry or steel to cool) or it may be due to an external
process like electroplating by a supplier. Components delayed in this fashion are not
included in the inventory variable for the periods of the delay and the entire period’s

production is available /; periods later.
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If components can be transferred to a workcenter during the same period in which
they are produced, it is unlikely that all components can be transferred and used within the
period. The parameter f,'j is the maximum number of components that can be effectively
transferred in the period. If the intraperiod transfer limit is always greater than or equal to

the setup loss ( Sij = uivij Vi') , then the intraperiod material transfer is handled by

constraint (3). If the setup loss can be greater than the intraperiod transfer limit

( Jij < any u,*,y-) then an addition binary variable A j is required and constraints (3a) and

(3b) are used. These constraints are illustrated graphically in Figure 3.3.
To determine when setups occur, it is necessary to know the state of each
workcenter in every period (i.e., what component a workcenter is set up to produce). The

production variable 5,.1., indicates the state of a workcenter when it is operating but not
when it is idle. The machine state variable y;, is defined in terms of the production

variable ;.

Constraint (4) requires the state variable to be one when the production
variable is one. Constraint (5) requires the sum of the state variables for a workcenter in a
period to be one. Together, constraints (4) and (5) limit a workcenter to production of

only one component in a period, making a constraint on the production variable 5,.,,

unnecessary. If there are no setups, then 26 iit <1 Vi, replaces constraints (4) and
J

(5).
If the workcenter setup can be changed only during an operating period, then
constraint (6) is added. Constraint (6) requires the state variable for state / in period / to

be one if the workcenter was in state i in period #-/ unless there is production of a
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2z,

Setup production loss is less than maximum intraperiod transfer

Zyp2J,

Setup production loss is greater than maximum intraperiod transfer

FIGURE 3.3 GRAPHIC REPRESENTATION OF THE TRANSFER LIMIT
CONSTRAINT
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different component /' in period . Constraints (4), (5) and (6) will force the machine state

variable ¥, to be binary even though it is defined as a continuous variable.

If n components can be produced in a workcenter, then n(n-1) state changes are
possible each period. Rather than defining a variable for each of the n(n-1) possible state

changes, constraint (7) defines the setup loss Z;j, in terms of the production variable &,
and the machine state variable y,, . Since v; 'ij = Uijj - uj'ij, the sequence-dependent setup
loss uj’;j can be expressed as Uj; - vj'jj, so constraint (7) requires the setup production loss
Zjj to be greater than or equal to uj';; when there is production in a period and at least a

nonpositive number when there is no production. Note that sequence-independent setup
losses are a special case of the sequence-dependent setup loss.

Constraint (8) defines the period production Xjj; + Y;j; in terms of the production

variabled,

jit» production rate parameter Pij and setup loss variable Z,j,.

The MSS model addresses two of the seven needs of repetitive manufacturing

cited by the APICS Repetitive Manufacturing Group:

1. Conversion of MRP Explosions to Run Schedules for Repetitive
Manufacturing.

Most companies control repetitive manufacturing by daily schedules,
but schedules covering other lengths of time are more appropriate for some
products. Floor control of repetitive manufacturing has not been addressed
in a systematic way in the United States. Every company has developed its
own in-house system. More detailed systems of planning are needed for
repetitive manufacturing. Planning should lead to improved control of a
flow of material through a sequence of operations. This would result in
obvious savings by reducing parts banks between operations.

2. Planning Capacity During Production Planning and Master Scheduling.
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This seems to be much more a problem with some companies than
others, and is most severe in multi-plant planning. If production is planned
through several stages and into final assembly, the assembly rates and parts
fabrication rates must be balanced to avoid shortfalls or excessive parts
banks between operations. A shortfall of parts is most serious, and it
should be revealed as early as possible in the planning process.?

8APICS Repetitive Manufacturing Group, "Repetitive Manufacturing", Production and
Inventory Management, Second Quarter, 1982, p. 85.



4.0 FINITE LOADING HEURISTIC

Although the MSS model does not require the large number of zero-one integer
variables of typical production planning and scheduling models with sequence-dependent
setups, the model is difficult to solve. Even for problems with good solutions, the time
required to find solutions with integer programming software prevents using the model
iteratively. Thus, a simple heuristic solution procedure, the single-pass finite loading
heuristic (SPFL), was developed to provide an effective solution technique so that
production planners could use the model in a trial-and-error manner.

The SPFL heuristic does not schedule setups during idle periods. Scheduling
setups during an idle period in the heuristic could result in a significant loss of capacity
since it is not possible to determine a priori which periods are idle. Allowing for setups
during an idle period requires a multiple-pass or iterative approach. The heuristic
procedure ignores cost or productivity differences at workcenters that can produce the
same component.

The following parameters are used in the SPFL heuristic and are identical to the
parameters of the MSS model in Section 3. The parameters and subscripts are not

presented in italics in this section (except for the parameter 1ij and the subscript /) to

clearly distinguish the heuristic procedure from the MSS model.

Parameters
di = External demand for component i during period t.
f; = The maximum number of units of component i produced at

workcenter j that can be transferred to and used at another
workcenter in the period in which they are produced.

34
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I = Number of periods of delay between production of component i at
workcenter j and its availability at another workcenter.

Ng, = Number of workers in labor division d in period t.

P; = Production rate of component i at workcenter j (units/period).

Qi = Number of units of component i used to produce a unit of component
i’

Uivjj = Production loss (in units) when changing production from component
i' to component i at workcenter j.

Ui = m_ax(ul.lj) = maximum production loss (in units) in switching to

;

product i at workcenter j.

Vi = Uj-uiy

wia = Number of workers in labor division d required to staff workcenter j

when producing component i.

The variables used in the heuristic are defined below.

Variables

STATE(, t)

PROD(, j, t)

POT(, j, t)

WORK(t, d)

BAL(, t)

i if workcenter j is producing component i in period t.
= Oifnot.

Production of component i scheduled at workcenter j in
period t.

Best known upper bound on the units of component i that can
be produced at workcenter j in period t. If STATE(, t-1) is
not known, then POT(i, j, t) = P;; - Uj; Vi.

# of workers in labor division d in period t who are not yet
assigned to a workcenter.

Units of component i available in period t. BAL(), t) will take
on negative values during processing of the heuristic to
represent the need for production. If a feasible solution is
found by the heuristic all BAL(i, t) must be > 0.
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The subscript i represents the component and ranges from 1 to I. The subscript j
represents the workcenter and ranges from 1 to J. The time periods t are numbered from
1 to T. The component indices are assigned first in order of ascending low-level code,
then in order of descending inventory holding cost. Figure 4.1 illustrates the low-level
code concept, which was developed for MRP record processing. For example,
component B is a level 2 component because it appears at level 1 for end item A but also
appears at level 2 as a component of item H in end item G. Numbering components in
low level code order allows the SPFL heuristic to schedule production in a single pass
while considering dependent demand relationships. Numbering components in order of
descending inventory holding costs should result in relatively low inventory costs since the
SPFL heuristic will schedule production of higher holding cost components closer to the
period in which they are used. It should be noted that low-level codes are generally
negatively correlated to inventory holding costs because components with lower low-level
codes have had more processing and are frequently assembled from components with
numerically higher low-level codes.

Figure 4.2 shows how the major routines in the heuristic are related. The initial
variable values are set in the Initialize routine. The Increment routine uses the BAL(i,t)
variable to determine when component production is needed. When the Increment routine
finds a period that requires component production, control is passed to the Production
routine which determines when the components should be produced. The Production
routine passes control to the Schedule routine, which updates the variables STATE(j,t),

PROD(i,j,t) and POT(i,j,t). The routine Adjust updates the BAL(i,t) variable to reflect the
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Level

(@
cx
©
©-

Unit Low Level Index
Component Cost Code (i)

A $10 0 2
B 4 2 7
Cc 3 3 10
D 1 1 6
E 2 2 9
F 1 4 12
G 15 0 1
H 5 1 3
| 3 1 5
J 4 1 4
K 3 2 8
L 2 3 11

FIGURE 4.1 LOW LEVEL CODING
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Initialize
Initializes Heuristic Variables

Increment

Controls single pass
incrementing

P> Determines when production | Infeasible
capacity is available

Production .

Schedule

Sets production
Updates production potential

'

Adjust

Determines dependent demand for scheduled production
Adjusts production potential if workcenter idle in next period
Determines if production should be updated in next period due to setup

Y

Setup Adjust

Adds production due to setup and
corresponding dependent demand

FIGURE 4.2 SPFL HEURISTIC - OVERVIEW OF ROUTINES
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dependent demand for the component production that was just scheduled. Since the
decision to schedule production in period t determines the state of the workcenter,
adjustments may need to be made in period t+1. If the workcenter is idle in period t+1,
the production potential can be adjusted since the workcenter's state is now known in
period t. If the workcenter was scheduled to produce component i in period t and was
already scheduled to produce component i in period t+1, a setup is not required in period
t+1. Since the heuristic assumed the worst-case production potential when scheduling
production in period t+1, production in period t+1 can be increased (if needed). This is
accomplished in the Setup Adjust routine. Control returns to the Production routine
either from the Adjust or Setup Adjust routine. The Production routine then checks if the
scheduled production is sufficient to cover the need identified in the Increment routine. If
not, additional production is scheduled. Otherwise, control is passed back to the
Increment routine, which continues the single pass search for periods requiring component
production. The heuristic either ends successfully if all component requirements are
satisfied in the Increment routine, or unsuccessfully if the production routine cannot
schedule sufficient production to satisfy the demand for a component.

The six SPFL heuristic routines are presented in detail in Figures 4.3 to 4.8.
Important steps are identified by circled numbers to facilitate the following discussion. In
Step 1, the Initialize routine (Figure 4.3) sets the variables STATE(j,t) and PROD(i,j,t) to
zero. The POT(l,j,t) variable is set to the minimum production potential for periods t > 1
since the previous production states are not known. The initial state for each workcenter

is known for period 0, so the exact production potential for t = I is known and set
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Initialize
Initializes Heuristic Variables

STATE(j, 0) = Component number (i)

for initial setup

L ]
Set
Vj" tz20 @

STATE(j,t) = 0
PROD(, j, t)= 0 Vi
POTG, j. ) = P; - U,

POTQ, j, 1) = Py - ugrateg.01i.
WORK(t, d) = ny td
BALG, 1) =1,

Set
tE=
i=it+]

Set
t=tg

Y

BAL(i,t) = BAL(i.t) - d;,, tel—

FIGURE 4.3 SPFL HEURISTIC - INITIALIZE ROUTINE
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Increment

Controls single pass
incrementing

Go to
Production

Return from
Production

ty=t+ 1

No

FIGURE 4.4 SPFL HEURISTIC - INCREMENT ROUTINE
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Production

Determines when production
capacity is available

ctumn from
Adjust or
tup Adjust

From
Increment

fiey, - (pi.'j. - POT(14.)5.1q)) Set
2 -(BAL(14.14)) L4ty
Go to
Schedule

Wi, js.d S

— = . Schedul
Py Setty=t,— 1, j, WORK(t],d) ule
Y74 Ifli,.j, = 0

Settyj=ts-1

A

Infeasible

FIGURE 4.5 SPFL HEURISTIC - PRODUCTION ROUTINE
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Schedule

Sets production
Updates production potential

From
Productio
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BAL(iy, t5) = BAL(iy, tg) + PROD(ig, j,, t))
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FIGURE 4.6 SPFL HEURISTIC - SCHEDULE ROUTINE
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Adjust
Determines dependent demand for scheduled production
Adjusts production potential if workcenter idle in next period

PDetermines if production should be updated in next period due to setup)
From
Schedule (B)
Set
Set POT(i»j.vtl"’l):Pi.,',‘“i,_L; Vi
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FIGURE 4.7 SPFL HEURISTIC - ADJUST ROUTINE
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Setup Adjust

Adds production due to setup and
corresponding dependent demand

o [

If - (BAL(G4, T)) > P,_j, - PROD(ig. js.t/ +1) Then Set

D = P,.,, - PROD(g. js.ts +1)
Else
D = -(BALG4. T))

»#
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PRODiy, j,, t;+1) = PROD(iy, j,. t+1) + D

Retumn to
Production

BAL(ip. tp)-(ai, i, )(D)

Y

b=t )

FIGURE 4.8 SPFL HEURISTIC - SETUP ADJUST ROUTINE
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accordingly. The WORK(t,d) variable keeps track of the number of workers available for
assignment to a workcenter, so it is initialized to be nyq for all t. The BAL(i,t) variable
keeps track of the number of components at the end of each period. In Step 1 it is set
equal to the initial inventory balance I,o. The rest of the Initialize routine subtracts
external component demand (d;) from BAL(i,t) for the period in which it occurs and all
following periods. A negative value for BAL(i,t) represents the need for component
production.

Figure 4.4 shows the Increment routine. This routine increments ig and tq4 to
determine when components are needed, which is indicated by a negative value of
BAL(i4,t4) in Step 2. Because the components are numbered in order of ascending low
level code, the BAL(i,t) array can be checked in a single pass.

Figure 4.5 shows the Production routine, which determines when production
should be scheduled to eliminate a negative value in the BAL(i4,t4) variable. The
production routine tries to schedule production as close to the period in which it is needed
to minimize inventory holding costs. The routine first checks if the entire demand in
period t4 can be satisfied using intraperiod transfer (Step 3). Ifit can and there are
sufficient workers available then control is passed to the Schedule routine. If not, the
routine searches for the workcenter that can produce the desired component closest to the
period needed (Step 5) and if there are sufficient workers to man the workcenter (Step 6)
then control is passed to the Schedule routine. After production is scheduled, BAL(iq,t4)

may still be negative and additional production may need to be scheduled.
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The Schedule routine (Figure 4.6) first checks the ending component balance (Step
7) and sets the production quantity in the PROD(i,j,t) variable so that the ending inventory
balance will be zero. If a nonzero ending balance were desired, the desired ending
inventory could be subtracted from the last period of BAL(i,t) in the initialize routine. In
Step 8 the scheduled production is added to the BAL(i,t) variable for the period in which
it is available (t,) and all later periods. Step 9 sets the STATE(j,t) variable to the
component number iz and adjusts the WORK(t,d) variable for the workers needed to staff
the workcenter. With production assigned at workcenter j, in period t;, the workcenter is
not available to produce other components and the POT(i,j,t) variable is set to zero for all

components at workcenter jg in period t; (Step 10).

If the component that has just been scheduled for production (ig) is an assembly
that requires other components in its production, then BAL(i,t) must be adjusted to reflect
the need for these components. This is done in the Adjust routine (Figure 4.7). Ifa
component is used in the production of component iy (Step 11), then the BAL(i,t) variable
is adjusted to reflect this dependent demand.

The state of workcenter j, is known in period t; because production was just
scheduled. If the workcenter j, has not been scheduled for production in period t;+1 (Step

12) then the production potential will be adjusted for period t+1 at workcenter js (Step

13) since the setup losses are now known.

If workcenter j, is producing component iq in period t +1, then the production
scheduled can be increased in period t, + 1 since no setup will be required. Step 14 sends

control to the routine Setup Adjust if additional production is needed and available. Note
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that if production has been scheduled for a component other than i4 in period t,+1, then
due to the single pass approach of the SPFL heuristic, sufficient production has already
been scheduled to meet demand and there is no need to increase output.

The Setup Adjust routine sets the additional production D (due to the setup being
performed in period t,) as Minimum{Potential Production, Component Deficit} in Step 15.
If additional production is scheduled, then dependent demand for subcomponents must be
reflected in the BAL(i,t) variable (Step 16). When all dependent demand has been
accounted for, control returns to the Production routine.

The SPFL heuristic provides a simple means to generate good solutions to the

MSS model. The quality of the SPFL heuristic solutions is evaluated in Section 6.



5.0 PRODUCTION SYSTEM FOR MODEL EVALUATION

The MSS model was evaluated using Walker Manufacturing's 7-inch light truck
exhaust system production line at its manufacturing facility in Newark, Ohio. Eight
versions of the 7-inch exhaust system are produced at the facility. A drawing of a typical
7-inch exhaust system is shown in Figure 5.1. The typical exhaust system consists of a
muffler, inlet and outlet pipes, a heat shield and hangers. Since hangers and heat shields
are purchased components, they were not considered in the evaluation of the model. It
would be easy, however, to incorporate a purchased material ordering capability in an
implementation of the MSS model. Inlet and outlet pipes also were excluded from the
model as they are produced on pipe benders that service a number of different products.

The 7-inch exhaust system mufflers are produced using a number of components--
heads, partitions, bushings, louver tubes and tuning tubes--as illustrated in Figure 5.2.
These components are produced in the pipe and press area of the Walker plant and are
combined with a stamped steel sheet to produce a finished muffler on the muffler assembly
line. Table 5.1 provides bill of material data for the 7-inch mufflers.

Production of 7-inch exhaust systems involves additional manufacturing processes
including: the production of steel tubing sheet steel, bending of steel tubing, stamping of
steel blanks for heads and partitions, stamping of perforated steel blanks for louver tubes
and stamping muffler shell blanks. Since products from these processes are used in the
production of other exhaust systems and components, they were not included in the

evaluation.

49
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FIGURE 5.1 TYPICAL 7-INCH EXHAUST SYSTEM
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FIGURE 5.2 TYPICAL 7-INCH MUFFLER



TABLE 5.1 MUFFLER BILL OF MATERIAL DATA
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Mufflers

8285

8286

8289 | 8290

8291

T s297

8298

8329

Inlet Buthinﬂ

324102

324282

324782

324862

324912

325792

Outlet Bushinge

324182

324292

325802

326672

Louver Tubes

324142

324152

324162

324372

324392

324442

324722

324732

324742

324952

325852

325862

325872

330022

330032

Partitions

324122

324132

324172

324322

324332

324342

324352

- b |

324752

324762

324922

324972

324982

325812

325822

325832

327782

327792

330002

Inlet Heads

324302

324462

1 1

Outlet Heads

117417

324202

324702

325782




52

5.1 THE WALKER MANUFACTURING ENVIRONMENT

The 7-inch exhaust manufacturing system has a hierarchical structure which is
illustrated in Figure 5.3. Exhaust system assembly is performed in dedicated work cells.
The arrangement of the exhaust system work cells is shown in Figure 5.4. Eight different
7-inch exhaust systems are produced on seven dedicated workcenters, primarily by
welders, although two C-classification machine operators are required for production of
exhaust system #8297. A negligible setup is required to switch between the #8290 and
#8291 exhaust systems; all other products are produced in dedicated assembly cells which
do not require setups. The assembly cell for exhaust system #8289 is shown in Figure 5.5.

All 7-inch mufflers are produced on a single muffler line which is staffed with C-
classification operators. Normally the muffler line produces 125 mufflers per hour and
operates for two 8-hour shifts each day. A 1-hour setup (sequence-independent) is
required to switch between different mufflers. The number of C-operators required to

operate the muffler line depends on the muffler being produced as shown in Table S.2.

TABLE 5.2 WORKERS REQUIREMENTS FOR MUFFLER ASSEMBLY

Muffler # C-Operators

8285 13
8286 11
8289 13
8290/91 11
8297 11
8298 14
8329 13

Some of the workstations on the muffler assembly line are shown in Figure 5.6
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7-inch Exhaust System Assembly

Assemble exhaust system from
mufflers, pipes*, heat shields*
and hangers*

7-inch Muffler Assembly

Assemble mufflers from shell blank*,
heads, partitons, bushings, louver
tubes and tuning tubes*

Pipe Area Press Area

Produce heads, partitons Produce bushings and tuning tubes*
and louver tubes

*not included in evaluation.

FIGURE 5.3 THE 7-INCH EXHAUST SYSTEM PRODUCTION STRUCTURE
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8298 8286
3 Welders 54 parts/hr. 3 Welders 56 parts/hr.
8297 8285
3 Welders 47.5 parts/hr. Open 2 Welders
2 C-Operators 52.5 parts/hr.

8290 8329 8289

8291 2 Welders 2 Welders

25 parts/hr. 60 parts/hr.

3 Welders
40.5 parts/hr.

Pipe Service
Bender Parts

FIGURE 5.4 7-INCH EXHAUST SYSTEM ASSEMBLY AREA ARRANGEMENT
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View showing both workstations

First workstation and conveyor to second workstation

FIGURE 5.5 ASSEMBLY CELL FOR EXHAUST SYSTEM #8289



View of workstations where components are inserted

FIGURE 5.6 MUFFLER ASSEMBLY LINE WORKSTATIONS



57

Pipe components used in muffler production--inlet tubes, outlet tubes and
bushings--are produced in the pipe area. The arrangement of the pipe area is shown in
Figure 5.7. Production of these components begins by cutting steel tubing to length on
one of two cutoff machines. The cutoff machines were not included in the problem since
they produce components for products other than the 7-inch exhaust system. Since tuning
tubes do not require additional processing, they were not included in the evaluation.
Single diameter bushings (no diameter changes over the length of the bushing) require
processing on both ends by a riesener machine, a metal forming machine that ensures that
the end of the pipe is exactly round. The single diameter bushings listed below are
produced in two diameters (2-3/8-inch and 2-5/8-inch) at one of two single-riesener

workcenters as shown in Table 5.3.

TABLE 5.3 SINGLE DIAMETER BUSHINGS

Inlet Bushings
324912
325792

Outlet Bushings
324182
324292

Dual diameter bushings are produced by taking tubing that has been cut to length and
reducing the diameter of one end with a swage machine. Each end must be processed on a
riesener to ensure roundness, and since the pipe now has a different diameter on each end,
a riesener is dedicated to each diameter. A swage with two riesener machines is set up in

one workcenter dedicated to 2-3/8-inch dual diameter bushings, while another workcenter
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2 3/8” Dual Diameter Bushings
2 C-Operators

333 parts/hr.

1 hr. setup

Riesener

Single Diameter Bushings
1 C-Operator

250 parts/hr.

1 hr. setup

Y

Riesener

2 3/8” Dual Diameter Bushings
2 C-Operators

333 parts/hr.

1 hr. setup

Riesener

Riesener

Riesener

Riesener

FIGURE 5.7 PIPE AREA LAYOUT
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composed of a swage with two rieseners is dedicated to 2-5/8-inch dual diameter
bushings.
The bushings produced at each dual diameter bushing workcenter are listed in

Table 5.4.

TABLE 5.4 DUAL DIAMETER BUSHING WORKCENTERS

2-3/8" Dual Diameter Bushings

Inlet Bushings
324102

324862

2-5/8” Dual Diameter Bushings

Inlet Bushing
324282

324782

Outlet Bushing
325802

326672

A workstation at the 2 5/8” dual diameter bushing workcenter is shown in Figure 5.8.
The other muffler components--louver tubes, partitions and heads--are produced
in the press area. The layout of the press area is shown in Figure 5.9. Louver tubes are
formed from perforated steel blanks on three stolp machines (one for each louver tube
diameter). See Figure 5.10. The louver tubes produced on each stolp machine are listed

in Table 5.5.
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Wor ion showing inter

p storage

Close-up view of a riesener

FIGURE 5.8 A DUAL DIAMETER BUSHING WORKSTATION
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FIGURE 5.9 PRESS AREA LAYOUT
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Close up view of completed louver tubes on stolp machine

FIGURE 5.10 STOLP MACHINES
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TABLE 5.5 LOUVER TUBE WORKCENTERS

1-3/4" Stolp 2-1/4" Stolp

324152 324142

330032 324372

2” Stolp 324722
324162 324732

324392 324742

324442 324952

330022 325852

325862

325872

Partitions and heads are produced on dedicated dial presses(Figure 5.11). Many
heads and partitions are similar, requiring only a change in a die insert to switch from one
to the other. Others require a complete die change, so setups for the head and partition
dial presses are sequence-dependent. Setup times for the head and partition presses are
shown in Tables 5.6 and 5.7, respectively. The characteristics of the four production areas

are summarized in Table 5.8.

5.2 WALKER PRODUCTION DATA

Walker Manufacturing production schedule data was obtained for the period from
November 15, 1993 to February 3, 1994. Daily reports of exhaust system and muffler
production were obtained, as well as copies of the shipment schedule, which recorded
daily exhaust system production, shipments and inventory balances. Table 5.9 summarizes
daily exhaust system demand.

Special records were made in the pipe and press area by the area supervisor to

record daily production quantities and their sequence on a workcenter. The plant’s
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Close-up view of dial press tool

FIGURE 5.11 PARTITION DIAL PRESS
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TABLE 5.6 SETUP TIMES FOR THE HEAD PRESS IN MINUTES

TO
FROM | 117417 | 324202 | 324302 | 324462 | 324702 | 325782
117417 | 30 30 30 30 15
324202 30 10 30 30
324302 R 30 10 10
324462 s 30 30
324702

325782
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TABLE 5.8 SUMMARY OF 7-INCH MUFFLER PRODUCTION AREAS

#of # of
Production Area Wctr | Comp Setups Other
Exhaust Systems 7 8 None
Assembly
Muffler Assembly 1 8 _Sequence- 2 shifts/day
independent
. Sequence-
Pipe Area 4 16 independent
Press Area 5 38 Sequence- Some Overtime
dependent

Used
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TABLE 5.9 WALKER EXHAUST SYSTEM DEMAND SCHEDULE

Exhaust 1 2 3 4 S 6 7 8 9 10
System | 115193 | 11/16/93 | 11/17/93 | 11/18/93 | 11/19/93 | 112293 | 1172393 | 11724193 | 1129193 | 11730193
8285] 180] 300| 180 270 420 120] 330 61| 510
8286] 390f 270] 390] 300 570] 240| 451f 270 570
8289 175 175 150] 150 175 175
8290 270 270 360 300 270
8291 25| 120 30] 120 180 60 90 60| 180
82971 120| 120 121} 120f 160] 160 160
82981 300] 300] 300] 300{ 300] 300 200
8329 25 25 50 25 25
Exhaust 11 12 13 14 15 16 17 18 19 20
System | 121193 | 12/293 | 125393 | 1206093 | 12793 | 12/893 | 1219193 | 1211093 | 12113193 | 12714193
8285] 210 60 360 270| 240{ 210 210| 240] 300f 210
8286 60| 270] 360 270] 600 30] 570 330| 1050 30
8289 150 150{ 150 150{ 175] 12§
8290 270 240] 270 30{ 270 60 300 90| 300
8291 60 90 180 150 150 60f 120] 120} 210 30
8297 160 160 160 160 120] 120] 120
8298 300 300 300 300 350] 350] 350
8329 25 25 25 25 25
Exhaust | 21 22 23 24 25 26 27 28 29 30
System |,2/15/93 | 12/16/93 | 12/17/93 | 1272093 | 12721193 | 12/22/93 | 12/23/93 | 174194 | w598 | 16194
8285] 270| 480 300| 180f 525 270 210|{ 360]| 330 90
8286 630| 690 270 330( 1140{ 600 300{ 390| S570| 210
8289] 150] 175 150 175] 150f 175 125] 150
8290 300| 330 360 420| 330 30
82911 120] 210 90 30f 210] 150 60 90{ 120 90
8297 120( 120 200| 200 240| 160] 200| 320
8298 350( 351] 200 200| 100| 400 600
8329 25 25 25 25




69

TABLE 5.9 (CONT’D)
Exhaust | 31 32 33 34 35 36 37 38 39 40
System 1/7/94 | 1/10/94 | 1/11/94 | 1/12/94 | 1/13/94 | 1/14/94 | 1/17/94 | 1/18/94 | 1/19/94 | 1/20/94
8285 330[ 300] 180] 270] 210 330 510] 90| 420
8286] 30| 630] 30[ 600 360] 630 840] 300] 405
8289 150 151] 150 125 150
8200] 180] 30| 300[ 30] 270] 30 330] 30| 405
82901 30| 30| 60[ 90| 90| 60 90| 30| 180
8207] 160] 160] 160 160] 200 160] 200
8208| 300] 300] 300{ 300] 200 300] 200
8329] 25 25| 25] 50 25
Exhaust | 41 42 43 44 45 46 47 48 49 50
Sy stem 1/21/94 | 1/24/94 | 1/25/94 | 1/26/94 | 1/27/94 | 1/28/94 | 1/31/94 | 2/1/94 2/2/94 2/3/94
8285] 90 600] 60[ 390] 210] 390[ 90| 390] 90
8286] 300 690] 300 360] 240] 990 210 450| 330
8289| 100 150] 125 150] 100 100 125
8290] 30 180 270] 330 60 330 90
8291] 60 120 30| 120] 9o] 120] 60] 90 30
8297| 200] 160] 200 160] 160] 200] 200 160] 160
8208] 200 300 200[ 300{ 300 200| 200 300] 300
8329 25 25| 25
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accounting department provided cost data for all components. Accurate inventory data
for November 15, 1993 (the beginning inventory for the planning period) for components
other than finished exhaust systems was unavailable. Since the goal was to compare MSS
model schedules to actual production decisions, the initial inventory levels were assumed
to be the lowest value that would result in a non-negative inventory balance over the
period of data availability. This resulted in a conservative (minimum cost) estimate of the
scheduling decisions made by the company. Table 5.10 summarizes the component cost

and beginning inventory data.

5.3 HIGH AND LOW CAPACITY DEMAND SCHEDULES

A high-capacity utilization test problem was developed based on the Walker
Manufacturing environment by keeping all parameters the same as the Walker problem
and increasing the demand. Exhaust system demand over the period November 15, 1993
to February 3, 1994 occurred in the proportions shown in column two of Table 5.11
(relative to the lowest demand exhaust system #8329). These proportions were used to
develop the lot sizes shown in column three of Table 5.11. Demand was randomly added
to the Walker demand schedule of Table 5.9 using the following procedure. Beginning
with the first day of the schedule, an exhaust system was randomly selected and demand
was increased by the lot size in the table above. The SPFL heuristic with an 8-hour period
length was used to determine if the demand schedule was still feasible. If it was, then the
additional demand was kept in the high capacity demand schedule. If not, it was removed

and another exhaust system was randomly selected. This process continued until either all



71

TABLE 5.10 COMPONENT COST AND BEGINNING INVENTORY DATA

Exhaust Systems Partitions
Part# Unit Cost | Initisl Inv.* Part# Unit Cost | Initial Inv.*
8285 $27.27 1710 324122 $0.55 7238
8286 $33.09 2310 324132 $0.42 9840
8289 $33.14 475 324172 $0.55 5813
8290 $29.38 240 324322 $0.42 4520
8291 $33.62 25 324332 $0.55 5076
8297 $51.50 1560 324342 $0.55 3238
8298 $33.35 650 324352 $0.55 6596
8329 $40.59 0 324752 $0.42 2187
Mufflers 324762 $0.55 1579
8285 $17.31 2048 324922 $0.59 1493
8286 $16.56 0 324972 $0.59 1753
8289 $17.76 125 324982 $0.55 503
8290/91 $16.30 696 325812 $0.42 1551
8297 $17.54 54 325822 $0.42 1551
8298 $18.00 1538 325832 $0.55 1551
8329 $18.93 47 327782 $0.55 1007
inlet Bushings 327792 $0.59 611
324102 $1.59 987 330002 $0.59 703
324282 $1.23 1685 Louver Tubes
324782 $1.62 769 324142 $0.79 16561
324862 $1.35 4968 324152 $0.66 4161
324912 $1.80 0 324162 $0.82 6952
325792 $1.52 551 324372 $1.38 1611
Outlet Bushings 324392 $0.66 4452
324182 $0.80 8032 324442 $0.63 4089
324292 $1.34 1011 324722 $0.68 3068
325802 $0.97 1844 324732 $0.64 1824
326672 $0.97 882 324742 $0.80 3557
Inlet Heads 324952 $0.76 1841
324302 $0.82 2663 325852 $0.76 2666
324462 $0.82 13704 325862 $0.64 2064
Outlet Heads 325872 $0.64 4984
117417 $0.94 228 330022 $0.57 228
324202 $0.82 20229 330032 $1.26 405
324702 $0.94 2275
325782 $0.82 4993

*Initial inventory was known for exhaust systems. For all other components it was
set at the minimum feasible level.
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TABLE 5.11 LOT SIZES USED FOR HIGH CAPACITY DEMAND SCHEDULE

Exhaust Proportion Lot Size

System
8285 20.3 200
8286 32.1 320
8289 7.1 70
8290 12.1 120
8291 6.7 70
8297 9.8 100
8298 16.7 170
8329 1.0 10

components during a day had been evaluated for additional capacity or three exhaust
systems had been selected with the result being an infeasible schedule, whereupon the
process was repeated for the next day in the schedule. The result was the development of
a demand schedule that used a high percentage of the available capacity, yet remained
feasible and had a demand pattern that was roughly proportional to that typically
experienced by Walker Manufacturing. The resulting demand schedule is shown in Table
5.12.

A low capacity problem was also developed by taking the Walker Manufacturing

demand schedule of Table 5.9 and reducing the demand by one half.

5.4 LABOR COSTS AND SCHEDULES

Three job classifications were used in the production of 7-inch exhaust systems.
Welders were used solely in the assembly of exhaust systems. C-classification machine
operators were used in the assembly of #8297 exhaust systems, muffler assembly and the

pipe production areas. B-classification machine operators are a higher classification of
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TABLE 5.12 HIGH CAPACITY DEMAND SCHEDULE

Exhaust 1 2 3 4 5 6 7 8 9 10

System 11/15/93 | 11/16/93 | 11/17/93 | 11/18/93 | 11/19/93 | 11/22/93 | 11/23/93 | 11/24/93 | 11/29/93 | 11/30/93

8285] 380( S500| 380] 470| 200| 620| 320| 530 61| SI10

8286 710 590f 710 300 320 890( 560 771 270| 570

8289 70 175 70| 245 701 220] 220 70( 175 175

82901 120] 270| 120| 270 360 300 120f 270

8291 95| 190] 200] 120 701 250] 130] 160 60| 180

8297] 220| 120} 121 120] 260 160] 260

8298] 470| 470] 470| 300 470| 470| 370f 170] 170

8329 35 10 25 10 60 10 35 25

Exhaust 11 12 13 14 15 16 17 18 19 20

System 12/1/93 | 12/2/93 1 12/3/93 | 12/6/93 | 12/7/93 | 12/8/93 | 12/9/93 | 12/10/93 | 12/13/93 | 12/14/93

8285] 210 60( 360] 270| 240( 210] 210} 240] 300 210

8286 60] 270] 360 270] 600 30/ 570] 330| 1050 30

8289 150 150] 150 150 175] 125

8290 270 240| 270 30 270 60| 300 90| 300
8291 60 90| 180f 150} 150 60| 120 120] 210 30
8297 160 160 160 160 120] 120] 120
8298 300 300} 300 300 350 350f 350
8329 25 25 25 25 25

Exhaust | 21 22 23 24 25 26 27 28 29 30

Sys‘em 12/15/93 { 12/16/93 | 12/17/93 | 12/20/93 | 12/21/93 | 12/22/93 | 12/23/93 1/4/94 1/5/94 1/6/94

8285] 270 480( 300| 180 525] 270 210} 360 330 90

8286] 630 690] 270] 330| 1140f 600f 300] 390| 570( 210

8289] 150 175 150 1751 150 175 125 150
8290 300 330 360 420| 330 30
82911 120 210 90 30{ 210} 150 60 90| 120 90
8297 120 120 200 200{ 240] 160 200| 320
8298 3501 351] 200( 200f 100{ 400 600

8329 25 25 25 25
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TABLE 5.12 (CONT’D)

Exhaust 31 32 33 34 35 36 37 38 39 40
System 1794 11094 | 11194 11294] 11394 ] 11494 ] 11794 | 11854 ] 11994 ] 12094
8285| 330| 300 180| 270f 210| 330 510 90| 420
8286 30 630 30| 600| 360] 630 840 300| 405
8289 150 151 150| 125 150
82901 180 30( 300 301 270 30 330 30| 405
8291 30 30 60 90 90 60 90 30| 180
8297 160| 160| 160 160] 200 160 200
8298] 300 300| 300| 300| 200 300| 200
8329 25 25 25 50 25
Exhaust 41 42 43 44 45 46 47 48 49 50
System | 121/04| 12494] 12594 12694 12794] 12894] 1319a] 2194] 22004] 2394
8285 90 600 60| 390| 210| 390 90| 390 90
8286] 300 690 300| 360| 240 990| 210| 450| 330
8289| 100 150 125 150 100| 100 125
8290 30 180 270 330 60 330 90
8291 60 120 30( 120 90| 120 60 90 30
8297] 200| 160| 200| 160| 160 200| 200 160 160
8298| 200| 300{ 200( 300| 300{ 200{ 200 300( 300
8329 25 25 25
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operator who can perform machine setups entirely on their own. They were used in the
press area to produce louver tubes, partitions and heads. Wage rates for the job

classifications are given in Table 5.13.

TABLE 5.13 WAGE RATES

Job Classification Hourly Wage Rate ($/hr)

Welder 12.00
C operator 11.16
B operator 12.00

For the MSS model of the production facility, the number of workers available was

assumed to be the same each day according to the schedule in Table 5.14.

TABLE 5.14 LABOR AVAILABILITY

Number of
Model Shift Classification Workers
Exhaust 1 Welder 12
Assembly
C operator 2
Muffler 1&2 C operator 14
Assembly
Pipe Area 1 C operator 4
Press Area 1 B operator 3
2 B operator 2(3%)
All Areas 1 Welder 12
1 B operator 3
1 C operator 20
All Areas 2 Welder 0
2 B operator 2(3*%)
2 C operator 14

*During some days a second shift was used for head
production with a second B classification operator.



76

A second shift for head production was assumed to be available on the days shown in

Table 5.15.

TABLE 5.15 DAYS WITH SECOND SHIFT HEAD PRODUCTION

11/16/93 11/23/93 11/30/93 12/7/93
12/14/93 12/21/93 1/5/94 1/11/94

1/18/94 1/25/94 2/1/94

The next section discusses the results of the MSS model evaluation.



6.0 EVALUATION OF THE MODEL

Two experiments were run using models of the Walker Manufacturing production
facility. In the first experiment, models were developed for each of the four production
areas (exhaust system assembly, muffler assembly line, pipe area and press area) and for
the entire production process. Three period lengths--eight, four and two hours--were
evaluated for planning horizons ranging from 10 to 50 days. The first experiment allowed
for the comparison of the MSS model results to actual production schedules used at
Walker Manufacturing.

A second experiment evaluated the impact of production system capacity
utilization on the solution procedures. This experiment was run using the Walker
Manufacturing environment with three demand schedules: Walker Manufacturing’s
demand schedule and the high and low capacity demand schedules described in Section
5.3. This experiment also evaluated hierarchical decomposition of the problem. In
hierarchical decomposition, the scheduling problem is solved one level at a time. In the
Walker Manufacturing environment, hierarchical decomposition means that the exhaust
system assembly problem is solved first, with the resulting exhaust system assembly
schedule used to generate demand for the muffler assembly problem. The solution to the
muffler assembly problem then can be used to generate demand for the pipe and press
areas, which in turn are solved in isolation. In the second experiment, models were
evaluated using 30 and 50 day planning horizons with 8 hour periods. Table 6.1

summarizes the two experiments used to analyze the MSS model.
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Assembly:

Muffler:
Pipe:
Press:

10-50:
10, 30, 50:
30, 50:
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TABLE 6.1 EXPERIMENTAL DESIGN

Walker Manufacturing Comparison

Production 8-hr. Days | 4-hr. Days | 2-hr. Days
System
Assembly 10-50 10, 30, 50 10, 30, 50
Muffler 10-50 10, 30, 50 10, 30, 50
Pipe 10-50 10, 30, 50 10, 30, SO
Press 10-50 10, 30, 50 10, 30, 50
Entire System 10-50 10, 30, 50 10, 30, 50
Capacity Evaluation
High Low
Production Capacity Walker Capacity
System Demand Demand Demand
Assembly 30, S0 30, 50 30, 50
Muffler 30, 50 30, 50 30, 50
Pipe 30, 50 30, 50 30, 50
Press 30, 50 30, 50 30, 50
Entire System 30, 50 30, 50 30, 50

Exhaust system assembly area, 7 workcenters, 8 components, no setups
Muffler assembly line, 1 workcenter, 7 components, seq. ind. setups, 2 shifts
Inlet and outlet bushings, 4 workcenters, 16 components, seq. ind. setups
Partitions and louver tubes, 5 workcenters, 38 components, seq. dep. setups

Model evaluated for 10, 20, 30, 40 and 50 day planning horizons
Model evaluated for 10, 30 and 50 day planning horizons
Model evaluated for 30 and SO day planning horizons
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6.1 WALKER MANUFACTURING COMPARISON

6.1.1 Walker Manufacturing Cost Estimates

The first experiment compared the performance of the integer programming and
the SPFL heuristic solutions to the actual schedules used at Walker Manufacturing. A
number of real-life factors (machine breakdowns, worker absences, setup difficulties, low
employee performance, etc.) can affect the implementation of a production schedule and
are difficult to include in the evaluation of the model. The approach used here was to
calculate costs for Walker Manufacturing based on production quantities, inventory levels
and setup decisions assuming the same parameters used in the MSS model.

To calculate costs for Walker Manufacturing, a spreadsheet was developed to
calculate the daily production-inventory balances based on the production data described

in Section 5.2. Daily inventory levels were calculated and inventory costs assessed

accordingly. In the MSS model, when a workcenter is activated (5 ijt =1), labor costs are

charged for the entire period whether parts are being made, a setup is being changed or
the workcenter is idle for part of the period. For Walker Manufacturing, production costs
were calculated in two parts: direct production costs and setup costs. Letting X, be the
units of component i/ produced at workcenter j in period ¢, the direct production cost ('P,,

was calculated as:

Xt
Py

CR]! = ;bdwud

where:

b; = Wage rate for a worker in labor division d ($/period)
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pjj = Production rate of component / at workcenter j (units/period).

wiiq = Number of workers in labor division d required to staff
workcenter j when producing component i

as defined in Section 3.2. Based on the production data gathered at Walker
Manufacturing it was possible to determine when setups occurred. The cost for a setup at
a workcenter with sequence-independent setups CS, was calculated using:
CSy = Zbdwija' 2
d Pij
where y, is the production loss (in units) when changing the setup at workcenter j. If the
setups are sequence-dependent, then the cost for changing the setup from component i to

component i’, CS,, was calculated as:

uj'jj

C,S,",'j = Zbdw,'jd
d Pij
where u,-, is the production loss (in units) when changing production from component i’ to

component i at workcenter j. Note that calculating labor costs in this fashion assumes no

idle labor.

6.1.2 Lower Bound on Costs

A lower bound on production costs was calculated to aid in the comparisons. A
perfect schedule would carry zero inventory while minimizing setups. Although it is
impossible to determine the minimum number of setups required for a particular demand
schedule, a lower bound is zero. Thus, a zero-setup, zero inventory (ZSZI) bound on

production costs can be calculated assuming zero inventory levels (once the initial



81

inventory is “consumed” by the demand schedule) and including only direct production
costs. This bound is quite good when there are no setups involved (e.g. exhaust system
assembly) and not as good when setups are significant (e.g. muffler assembly), but in
either case it can aid in comparing the MSS model results with Walker Manufacturing’s
production decisions.

6.2 SOLUTION OF MSS INTEGER PROGRAMMING MODELS

The integer programming models were solved using IBMs Optimization
Subroutine Library (OSL) release 2 on a Sun Microsystems SPARCcenter 2000 consisting
of eight SOmhz TI SuperSPARC CPUs with 2 MB of Supercache. Problems were
submitted to OSL using GAMS version 2.25.073 requesting 300 MB of core memory.

The branching strategy used in evaluating models was the standard OSL strategy
with the addition of supernode processing and the SPFL heuristic solution (if available) as
an incumbent. The OSL branching strategy first estimates two values for the solution
degradation (rounding up and rounding down) in satisfying integrality for each 0-1
variable that does not take on an integer value in LP relaxation at the current node. It

then branches on the variable with the worst of the best solution degradation estimates.

6.3 EXHAUST SYSTEM ASSEMBLY COMPARISON

For the exhaust system assembly problem, the GAMS/OSL integer programming
software was unable to find optimal solutions, even for a 10 period model with 8 hour
periods (80 integer variables). In these cases, the GAMS/OSL software ran out of
memory (300 MB available) after over 24 CPU hours. The SPFL heuristic found

solutions in under 1 minute. The difficulty in finding integer programming solutions to the
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MSS model is likely due to the failure of the LP relaxation to provide tight bounds in the

branch and bound procedure.

One problem with the LP relaxation is the term:

222 bawyuadi
d 1

iJ
in the objective function. This term defines the labor cost as a fixed cost if a workcenter is

operating in a period, no matter how many units are being produced. Since production at

a workcenter is defined as Pij5w , in the LP relaxation the variable & jr can take on

fractional values so that the labor cost for production is not a fixed quantity but

proportional to the quantity produced. When the term ZZZ Zbdwijd5m is removed
i j d 1t

from the model, the ten day assembly problem can be solved to optimality in minutes,
although larger problems are much harder to solve.

Tables 6.2 and 6.3 show the results for the exhaust system assembly models.
Table 6.2 shows that for this model (with no setups), better solutions can be obtained with
smaller period lengths for both the SPFL heuristic and integer programming solutions.
This is somewhat surprising for the integer programming solution since cutting the period
length in half doubles the number of integer variables in the model. Apparently the
increase in the ability to fit production to the demand schedule with shorter period lengths
more than offsets the increase in problem size. Smaller periods also improve the lower
bound on the optimal solution of the integer programming solution. For the 50 period
model with 2 hour periods, the best integer solution can be no more than 2.68% better

than the best integer solution found. There is some indication that the bound on the
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TABLE 6.2 SOLUTIONS FOR EXHAUST SYSTEM ASSEMBLY

IP Solutions
Planning Horizon (days)
Period Length 10 20 30 40 50
8 5,858 15,857 27,649 37,831 47,481
4 5,555 26.598 46,001
2 5,249 25,907 44 472
SPFL Solutions
Planning Horizon (days)
Period Length 10 20 30 40 50
8 5,925 15,609 27,042 36,489 46,541
4 5,587 14,447 26,502 35,853 45,545
2 5,191 14,027 26,287 35,438 44,926
IP Solution % of Lower Bound on Optimal
Planning Horizon (days)
Period Length 10 20 30 40 50
8 11.93 15.83 9.36 10.83 9.36
4 13.14 5.87 6.20
2 7.11 3.13 2.68
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TABLE 6.3 COMPARISON OF COSTS FOR EXHAUST SYSTEM ASSEMBLY

COMPARISON OF COSTS - 8 hr. Period

Planning Horizon (days)
Solution 10 20 30 40 50
Walker 12,480 23,849 34,585 45,409 57,860
IP 5,858 15,857 27,649 37,831 47,481
SPFL 5,925 15,609 27,042 36,489 46,541
ZSZI Bound 4,880 13,263 23,799 32,088 40,577
% OVER ZSZI BOUND - 8 hr. Period
Planning Horizon (days)
Solution 10 20 30 40 50
Walker 155.7% 79.8% 45.3% 41.5% 42.6%
IP 20.0% 19.6% 16.2% 17.9% 17.0%
SPFL 21.4% 17.7% 13.6% 13.7% 14.7%
COMPARISON OF COSTS - 4 hr. Period
Planning Horizon (days)
Solution 10 30 50
Walker 12,480 34,585 57,860
IP 5,555 26,598 46,001
SPFL 5,587 26,502 45,545
ZSZI Bound 4,880 23,799 40,577
% OVER ZSZI BOUND - 4 hr. Period
Planning Horizon (days)
Solution 10 30 50
Walker 155.7% 45.3% 42.6%
IP 13.8% 11.8% 13.4%
SPFL 14.5% 11.4% 12.2%
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TABLE 6.3 (CONT’D)

COMPARISON OF COSTS - 2 hr. Period

Planning Horizon (days)
Solution 10 30 50
Walker 12,480 34,585 57,860
IP 5,249 25,907 44472
SPFL 5,191 26,287 44,926
ZSZI Bound 4 880 23,799 40,577

% OVER ZSZ1 BOUND - 2 hr. Period

Planning Horizon (days)

Solution 10 30 50
Walker 155.74% 45.32% 42.59%
IP 7.56% 8.86% 9.60%

SPFL 6.37% 10.45% 10.72%
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optimal solution is tighter for models with longer planning horizons, but this result is not
consistent for all period lengths.

In Table 6.3, the integer programming and SPFL solutions are compared to the
Walker Manufacturing schedule and the ZSZI lower bound. In all cases, the integer
programming and SPFL solutions are better than the Walker Manufacturing schedule.
Since there are no setups, the ZSZI lower bound is reasonably tight, and provides a good
way to compare the MSS model solutions to the Walker Manufacturing schedules. The
Walker Manufacturing schedule costs are extremely high compared to the ZSZI bound for
short planning horizons. This is because the initial inventory levels are relatively high and
demand can be met in the early periods by ”consuming” the inventory to satisfy demand.
For planning horizons of 30 days and longer, the Walker Manufacturing schedules have
costs around 42-45% over the ZSZI bound, whereas the MSS solutions are in the range of
8-20% over the ZSZI bound. Thus, the MSS model can provide schedules that reduce
costs by up to 80% of the maximum possible cost reduction.

Interestingly, the SPFL heuristic is superior to the integer programming solutions
for planning horizons of over 10 days when the period length was over two hours.

Figure 6.1 presents the cost data graphically for the 50 day, two hour period SPFL
solution. These graphs show that the SPFL heuristic operates at a much lower inventory
level than the Walker Manufacturing schedule, resulting in significantly lower labor costs
early in the planning horizon. Once the initial inventory is “consumed,” the labor costs for
the SPFL solution parallel those of the Walker Manufacturing schedule, until the end of
the horizon, when the SPFL solution allows the ending inventory to go to zero, which

reduces labor costs even further.
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Daily Inventory Costs - Exhaust System Assembly
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FIGURE 6.1 DAILY COSTS FOR EXHAUST SYSTEM ASSEMBLY
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The graphs of Figure 6.1 show that comparing the total costs for the entire
planning horizon overestimates the cost reduction from the MSS model schedule. The
MSS model solution requires much less labor since the inventory levels are reduced, yet in
practice both methods require the same amount of labor to produce the same number of
parts. Because <ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>