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ABSTRACT

LOCAL CONVECTION HEAT TRANSFER COEFFICIENT FOR A TWO

DIMENSIONAL WALL JET WITH UNIFORM HEAT FLUX BOUNDARY

CONDITION USING INFRARED IMAGHNG

by

Ramez S. AbdulNour

The performance of automotive windshield defrosters is important for passenger safety

and comfort. An experimental system was developed and used to generate benchmark

data for a model heated wall jet flow using conditions relevant to automotive windshield

defrosters as a means to aid defroster and defogger design.

The focus ofthis study was to measure the local heat transfer coefficient in the

developing region ofthe wall jet with a uniform heat flux boundary condition. An

infrared imaging system was used to measure the surface temperature field. The results

were non-dimensionalized and compared to available literature data. The local convective

heat transfer coefficient decreased rapidly from the jet exit plane to a minimum at

approximately 4 jet slot widths (x/w), increased to a maximum at approximately

x/w = 11.5 and then decreased. The local convection heat transfer coefficient, hx, ofthe

isoflux boundary condition was compared with that ofan isothermal boundary condition

using the same experimental system. The difference in h" was largest at the leading edge

ofthe heated wall and decreased in the streamwise direction.
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kin. = thermal conductivity ofthe thermal insulation, W/mzK.

1
"

= test section length, m.

Nu,“ = non-dimensional convection heat transfer coefficient 5 hxwm/k.

q”eeua = conduction heat flux loss, W/mz.

q”oouv = convection heat flux loss, W/mz.

q”nt1 = radiation heat flux loss, W/mz.

qnw = total electrical flux supplied to the system, W/mz.

Pp; = plenum pressure, Pa.

Pm = ambient pressure in the flow facility, Pa.

R = electrical resistance ofthe test section, ohms.

Re, = exit Reynolds number a new/v.
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CHAPTER 1

INTRODUCTION

1. 1 Background andLiterature Review

Wall jets have been studied by many investigators in the past due to their applications in

a wide range oftechnological fields. These applications include automotive air

conditioning (A/C) systems, industrial furnaces, and forces applied to airplanes during

take off. The current study was motivated by the design ofautomotive A/C systems. Wall

jets are a dominant type offlow field leaving the windshield defroster. The wall jet

profile is what controls the heat transfer mechanism between the defi‘oster air and the

windshield. Therefore, a fundamental understanding ofthe wall jet fluid mechanics and

heat transfer characteristics can lead to better A/C system design.

The first experimental study ofwall jets was carried out by Forthmann in 1934 [Launder

and Rodi, 1981]. However, it was not until the early 1960's that more wall jets studies

were performed. Only a few ofthose studies were reviewed in this report based on their



relevance to the hydrodynamic and heat transfer work pertaining to this research. This

study focused on evaluating the heat transfer properties ofthe wall jet immediately

downstream ofthe nozzle exit where the wall jet characteristics are greatly influenced by

the nozzle geometry upstream ofthe nozzle exit [Panton, 1984]. The present study

examined a region where the nozzle exit geometry effect starts diminishing which is the

region ofmajor focus for most previous investigations.

A typical wall jet velocity profile is shown in Figure 1.1. A wall jet consists oftwo flow

regions. The first region is a shear or boundary layer flow along the wall and it extends

from the wall to the location ofthe maximum velocity, um. The second region is similar

to a free jet flow and it extends from the maximum velocity to the edge ofthe free jet.
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Figure 1.1. Wall jet velocity profile.



Sigalla provided a review ofwall jet studies up to 1958 [Sigalla, 1958]. The work he

presented was for fully turbulent wall jets, which started at approximately 20 nozzle

widths, w, downstream ofthe jet exit. He described the decay ofthe maximum velocity

as a function ofthe characteristic non-dimensional length, x/w, using the following

correlation:

um/uj oc (it/w)“

A study by Akfirat determined the local heat transfer coefficient, hx, of a 2-D wall jet

with an isothermal boundary condition from upstream ofthe nozzle exit to x/w = 80

[Akfirat, 1966]. The jet exit plane Reynolds number, Rec, for his study ranged from 190

to 16,620 and the leading edge ofthe test section was placed upstream ofthe nozzle exit.

The study showed that the local convection heat transfer coefficient displayed a minimum

value shortly downstream ofthe nozzle exit and a maximum farther downstream. The

location ofthe minimum and maximum hx was dependent on the nozzle geometry.

However, the location ofthe maximum hx was independent ofthe Rec. For Re, > 1000, it

was found that the heat transfer rates are greatly influenced by the average exit velocity,

11., and the discharge conditions for the 0 < x/w < 4 region where a laminar boundary

layer exists. In other words, the exit velocity and the discharge conditions have a large

influence on the wall jet for small x/w and less influence for large x/w. Finally, he

showed that the nozzle exit width, w, influenced the magnitude and distribution ofhx for

x/w >10.

Mabuchi and Kumada used a mass transfer analogy to derive heat transfer relations for

turbulent wall jets [Mabuchi and Kumada, 1972]. They experimentally studied the effect



ofthe boundary layer development in the jet nozzle region on the heat transfer in the

developing wall region. Again, they demonstrated that the velocity profile is dependent

on the nozzle geometry in the developing region. They presented the decay ofthe

maximum velocity in a fashion similar to Sigalla:

um/uj 0C (x./w)0'525

It should be noted that the virtual length, x’, was used instead ofx as in the Sigalla

correlation. The virtual length was defined as the streamwise distance from the virtual

origin ofthe jet upstream ofthe nozzle exit plane to the nozzle exit plane. The virtual

length was used because it is independent ofthe exit Reynolds number. Their heat

transfer data exhibited the same pattern as Akfirat's data in terms ofthe location ofthe

minimum and maximum hx.

Nizou studied the heat transfer coefficient of a turbulent wall jet using an isothermal

boundary condition [Nizou, 1981]. The leading edge ofthe heated surface was located at

the nozzle exit. Three different nozzle widths and an exit Ree ranging fi'om 9,000 to

60,000 were examined. All measurements were in the firlly developed region (x/w > 30)

and, hence, they were independent ofthe local discharge conditions.

A review paper published by Launder and Rodi for 2-D turbulent wall jets provided

comprehensive data describing previous studies of2-D turbulent wall jets [Launder and

Rodi, 1981]. These studies were only concerned with the fluid mechanics ofwall jets.

They demonstrated the self-similarity characteristic ofthe wall jet for flow fields similar

to the one used in this study. Also, the rate ofthe maximum wall jet decay was presented



as a firnction ofthe location in the streamwise direction.

1.2 Objectives

The purpose ofthis study was to establish benchmark data to aid in the design and

development of automotive A/C systems. These data will be used to validate the

computational fluid dynamics (CFD) models employed in the design ofautomotive A/C

systems. Therefore, it was important to create a relatively simple experimental study that

could be duplicated using CFD modeling.

The actual wall jet in a car is a three dimensional impinging jet with an ill-defined

thermal boundary condition. This study was the first phase to simulate the actual

windshield defroster. The focus ofthis research was on a two-dimensional wall jet with a

well—defined thermal boundary condition. Additionally, locations close to the jet inlet are

relevant to windshield defroster design.

The work presented here was part of an effort to measure the heat transfer coefficient for

both isothermal and isoflux boundary conditions. In accordance with flat plate flow, it

was hypothesized that the heat transfer coeflicient for both boundary conditions would be

practically the same for a turbulent flow. Therefore the main objective ofthe overall

study was to determine how sensitive the local convection heat transfer coefficient was to

the two distinctly different thermal boundary conditions, isothermal and isoflux. This is

important for CFD modeling because it is capable of simulating either the isothermal or

isoflux boundary condition relatively more reliably than the conjugate heat transfer



boundary condition. Therefore, ifthe above hypothesis is true, then the CFD modeling

can specify either isothermal or isoflux boundary condition. In addition, the isoflux

boundary condition can provide more comprehensive experimental heat transfer data and

it requires considerably less time to obtain the data than the isothermal boundary

condition.

The overall study was divided into two parts; isoflux boundary condition and isothermal

boundary condition. This report will only discuss the details ofthe isoflux boundary

condition. The present study focused on the development and application ofan

experimental facility for quantifying the local convection heat transfer coefficient using

an isoflux thermal boundary condition.

The objectives ofthis study can be summarized as follows:

1. Develop an experimental setup using infrared imaging to obtain reliable hx

measurements. The setup was also designed to allow firture modifications to allow 3-D

impinging jet measurements.

2. Provide benchmark data for CFD modeling development for NC systems .

3. Obtain local convection heat transfer coeflicient measurements ofa wall jet using

isoflux boundary conditions for xnp’wref < 20.



CHAPTER 2

MATHEMATICAL MODELS

2. 1 FundamentalHeat Transfer Relationships

The local heat transfer convection coefficient for the uniform heat flux boundary

condition was computed using:

(12....
hx = —— (2.1)

(To " T5)

where qLW is the surface convection heat flux, T, is the surface temperature, and Ti is

the air jet temperature. The uniform heat flux boundary condition was achieved by

applying an electrical current to a test section with uniform electrical resistivity. The

uniform convection heat flux was computed using:

<12... = qLai- (1;... - ql... (2.2)

where q?“ is the total electrical flux applied to the test section, q’am and q”,.d are the

heat fluxes lost to the surroundings by means of conduction and radiation heat transfer,

respectively.



The total electrical flux was computed using:

. 12R I

(110...: A = —A“ (2-3)
 

where I is the electrical current applied to the test section, R is the electrical resistance of

the test section, V is the electrical voltage across the test section, and A is the surface area

ofthe test section.

The test section was insulated using fiber glass thermal insulation as will be described in

the experimental methodology chapter. The conduction heat loss through the insulation

was computed using the following l-D conduction model:

. 6T

crud : —kb _— 2.4

where kin. is the thermal conductivity ofthe insulation and aT/dy is the 1-D temperature

gradient from the front surface ofthe test section where the energy was applied toward

the center ofthe insulation. Eq. 2.4 was evaluated for the steady state condition using:

Mbkhexhkmejn
Ay Yin:

where T, is the local surface temperature ofthe test section, Tim, is the temperature inside

(2.5)

the thermal insulation, and yin, is the distance from the test section surface to the

thermocouple location inside the insulation. The term AT/Ay was evaluated using

thermocouple measurements of T3, and Ti... that were located at the same streamwise

location.

The radiation heat loss was computed using the classical radiation model:

q; = e 0' (TEM — Tfmb) (2.6)



where a is the emissivity ofthe surface absorbing or emitting the radiation, 0 is the

Stephan-Boltzmann constant, TWe is the average test section surface temperature, and

Tum, is the test facility ambient temperature. Eq. 2.6 assumes that the test section could be

approximated as a black body with a view factor ofone because the test section was

much smaller than the surroundings. The procedure used to determine a will be described

later in the experimental methodology chapter.

Natural convection effects were evaluated using the classical approach of computing the

ratio ofthe buoyancy to the inertial forces. The ratio is expressed as:

 

 

Gr: (2.7)

ReL

where the Reynolds number, Re, is expressed as:

ReL =E (2.8)
v

and the Grashof number, GrL, is expressed as:

T — T L3
GTngfl( s,ave 2 axis) (29)

V

where u. is the average exit jet velocity, B is the expansion coefficient, g is the

acceleration of gravity, Tmb is the test facility ambient temperature, L is the test section

streamwise length, and v is the viscosity of air. Evaluation ofEq. 2.7 showed that the

buoyancy forces were negligible with respect to the inertial forces for the average

velocity used in this study. Therefore natural convection effects were neglected.



2.2 Non-DimensionalHeat Transfer Empirical Correlations

Several non—dimensional heat transfer correlations have been presented by previous

investigators in terms ofthe Nusselt and Reynolds numbers. These correlations were

presented in the following form:

—0.6

Nun, = C Ref:(%:] (2.10)

where C is a constant ranging from 0.071 to 0.115 (Akfirat, 1966, Mabuchi and Kumada,

1972, and Sigalla, 1958). The definition ofxmr and w“; is illustrated in Figure 2.1 and

will be discussed below. Sigalla arrived at this correlation using skin fiiction

measurements, while Mabuchi and Kumada used mass transfer data to obtain the heat

transfer data by analogy. Only Akfirat used direct temperature measurements to obtain

heat transfer data. The reference Nusselt and Reynolds numbers are defined as:
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Figure 2.1 Wall jet profile and nomenclature of characteristic length and width.
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N =
um. k (2.11)

and

U W

Rem, = "‘V m‘ (2.12)

The choice ofthe reference velocity and width are dependent on the nozzle geometry

used in the previous and present studies. Previous investigations used a contour nozzle in

comparison to the knife edge nozzle used in this study (see Figure 2.1). The knife edge

slit jet was used because the velocity field exiting from the nozzle is characterized by a

thin boundary layer and, therefore, the flow is insensitive to the magnitude ofthe exit

Reynolds number [Ali and Foss, 1990]. All studies reviewed here defined the reference

velocity, umf, as the average jet velocity at the nozzle exit, X“; as the local streamwise

distance starting at the nozzle exit, and wmf as the jet width at the nozzle exit. However,

the results presented in this work will define 11.4 as the average jet velocity at the vena

contracta, me as the local streamwise distance starting at the vena contracta, and w"; as

the jet width at the vena contracta. The vena contracta was chosen as the reference

location in this study because the jet profile there was more similar to the jet profile at the

nozzle exit for previously reported studies. Therefore, the leading edge ofthe thermally

active test section was located at the vena contracta.

The jet core velocity was calculated using the Bernoulli equation:

uj =‘/2(P"_P'“") (2.13)
p

 

 

ll



where Pp] is the plenum pressure and Pam, is the ambient pressure inside the test facility

(see Figure 1.1). The flow field for this study was generated by a pressure difference

across the slit jet as discussed in the experimental methodology chapter. The pressure

drop measurement across the plenum was used to compute the volume flow rate through

the plenum using a previously established system resistance curve [Foss, 1996]. The

average jet exit velocity was calculated using:

 

u. = Volume Flow Rate (214)

Jet Exrt Area

Finally, the temperature data were presented in a non-dimensional form using:

T — T.
9: (- ,)_ (2.15)

This non-dimensionalization scheme was chosen because it eliminated the bias error

inherent in the measurement as will be made clear in the Results and Discussion chapter.
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CHAPTER 3

EXPERIMENTAL METHODOLOGY

3. I Emerirnental Setup

3. 1. 1 Flow Facility

A schematic ofthe flow facility used for this study is shown in Figure 3.1. The facility was

part ofthe Turbulent Shear Flows Laboratory at Michigan State University. It consisted of

a plenum, a discharge slot for the flow entering the receiver where the test section was

located, and a flow control valve which provided manual control ofthe flow leaving the

facility. Precautions were taken to insure a uniform velocity field passing through the slit

jet, which was the inlet into the test section. The plenum was equipped with flow filters

and three -40 mesh screens to minimize any disturbances in the flow entering the receiver.

The average inlet velocity was determined by measuring the difl‘erential pressure between

the plenum and the receiver and applying the Bernoulli equation. The difl‘erential pressure

was measured using a 1 Torr MKS Baratron pressure transducer with a resolution of

i 0.08% ofthe measured value [MKS Instrument, Inc]. A rubber seal was added to the

13



interface between the plenum and the slitjet assembly to eliminate any air leakage from the

plenum into the chamber without passing through the test section. The entire flow facility

was sealed to eliminate air leakage fi'om the outside ambient into the receiver.

Wall Jet

Test Setup

Flow Control

Valve

 

   

 

  

 

    
Figure 3.1. Schematic ofthe flow facility.

3.1.1.1 Slit Jet

The slit jet was constructed using two aluminum knife edges (see Figure 3.2). Two slots

on each side ofthe knife edge were used to attach the knife edge to the structure covering

the plenum. The slots were used to adjust the knife edges to the desired slit jet width. The

slit jet width was set using precisely machined gauge blocks.

3.1.1.2 Wall Section

The wall was constructed using smooth double-sided plywood. A schematic ofthe wall

section and the slit jet assembly is shown in Figure 3.3. The wall section extended into the
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plenum by a distance of 8 slot widths (x/w) to insure the two-dimensionality ofthe jet.

Rails were constructed in the central portion ofthe wall to allow the test section to slide in

and out as shown in Figure 3.4. The upper sliding portion ofthe wall had two holes to
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Figure 3.2. Magnified view ofthe slit jet entrance region.
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Figure 3.3. Detailed schematic ofthe plenum,

knife edge and test section.
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allow the instrumentation wires to pass through to the analog to digital (A/D) board.

Angle iron side supports were used to anchor the wall in place and to provide support to

keep it from vibrating. The side supports were fabricated to allow for movement in the

vertical direction. Side walls were extended inside the plenum to insure two-dimensionality

ofthe jet (see Figure 3.3). The walls extended by a distance of 6.5 slot widths into the

plenum.

3.1.2 Test Sectionfor Uniform Heat Flu Boundary Condia'on

Symmetry was used to create the thermal and hydrodynamic boundary conditions as

shown in Figure 3.3. Thermal symmetry was achieved by using two test sections, one on

each side ofthe wall. Figure 3.4 shows a test section that was attached to the core

assembly. The assembly was then inserted into the main wall section. Details ofthe test

 
Figure 3.4. Wall and test section assembly.
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section assembly will be described in the following section. Surface temperature profiles

were obtained using an infrared (IR) camera facing the front side ofthe wall only.

However, symmetry was verified using thermocouples that were attached at the same

locations on the fi'ont and back test sections.

3.1.2.1 CoreAssembly

The core ofthe test section was a hollow chamber fabricated out of ren-shapeTM

composite wood [Ciba-Geigy Tooling] (see Figure 3.5). This specialty wood provided

precise machining capability and thermal conductivity similar to the wall section. The top

surface ofthe chamber included two holes to allow all the instrumentation wires to pass

through it. The inside ofthe chamber was filled with fiber glass thermal insulation the

same as the industrial piping insulation. The insulation had an estimated conductivity of

 
Figure 3.5. Test section core assembly.





0.038 W/mK [Incropera and DeWitt, 1990]. Thermocouples were attached to the surface

between the chamber walls and the insulation to monitor chamber heating during the tests.

Using a wooden column, thermocouples were also mounted inside the insulation itselfto

monitor the heating in the insulation and to help compute heat conduction losses (see

Figure 3.6). The depth ofthe core plus the two test sections was matched to the wall

section to avoid disturbances to the hydrodynamic boundary layer.

3. 1.2.2 Test Section

The test section was 25.4 cm long and 17.8 cm wide. Two different techniques were used

to fabricate the test section. Both techniques were based on using a substrate coated with

a thin layer ofIndium Tm Oxide (ITO) [Applied Films Corporation, 1993]. The ITO film

was electrically resistive and it was meant to generate a uniform heat flux when passing an

electrical current through it. This type oftest section was attractive because the substrate

provided a relatively high thermal resistance to conduction heat transfer and prevented

heat smearing efi‘ects in the axial direction (see Appendix A for thermal resistance

calculations). In addition, the ITO coating provided a reasonable maximum current to

realize the desired isoflux boundary condition.

Several configurations were evaluated. The first technique used a plastic substrate coated

with ITO film. The plastic substrate was attached to a glass surface using low viscosity

glue. The glue was applied between the glass and the substrate in a careful rolling motion

to prevent the entrapment ofair bubbles. Then the glue was cured using either ultra violet

light or a bright yellow light source.
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Figure 3.6. (a)Test section core assembly with insulation.

 
Figure 3.6. (b) Test section core assembly with thermocouples attached on the

back surface ofthe test section and inside the insulation.



The second technique used a glass substrate coated with ITO film. The glass substrate was

1.1 i 0.1 mm thick and the nominal ITO film thickness was 190A and had a resistivity of

75 i 4.5 ohms per square area over its entire surface. The latter test section was selected

because of its ease ofuse and flatness, which was desirable to avoid any disturbances to

the hydrodynamic boundary layer. The former technique would be more useful for test

sections with non-uniform shapes.

Electrical power was applied to the test section via thin stainless steel strips attached to

the ITO film using Dynaloy 340 silver conductive paint [Dynaloy, Inc]. The silver paint

had a resistivity of0.001 ohms per 25m3. The paint was diluted using acetone and applied

using a fine paint brush. The stainless steel strips were then laid on top. Applying pressure

on the shim stocks using a Q—tip insured good contact. Two stainless steel strips were

used, one along each edge ofthe test section (see Figure 3.7).

The two test sections were connected electrically in parallel to insure that both test

sections received the same amount ofpower (see Figure 3.8). The power was supplied

using a 6274B-HP DC power supply [Hewlett Packard Corp]. The voltage and current

were measured using a 177 Keithley digital multimeter [Keithley Instruments] at the end

ofeach test. The resistance ofthe test section was temperature dependant, therefore, the

voltage and current measurements were recorded after the test section reached a thermal

steady state. Infrared and thermocouple measurements were acquired at that thermal

steady state as will be discussed later. Representative voltage and current values were

50.7 i 0.75 volts and 0.94 :t 0.026 amps, respectively. These values were chosen because
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Figure 3.8. Magnified view ofthe top surface of

the test section core assembly.
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they provided an average surface temperature ofapproximately 45°C, which was the

surface temperature used for the isothermal boundary condition tests [Willenborg, 1996].

The test sections were painted with two layers ofheat resistance and flat finish black paint

[Chase Products Co.] to increase the surface emissivity for use with an infrared imaging

camera to capture the surface temperature. The test sections were attached to the core

using high temperature vacuum grease and were flush with the wall after insertion ofthe

core assembly into the wall.

A total of21 thermocouples were attached to the back surface ofeach test section (see

Figure 3.6b). The purpose ofthese thermocouples was to provide data to compare with

the IR measurements and to verify thermal symmetry on both sides ofthe wall. The

thermocouples were attached to the glass surface using clear nail polish to establish good

contact and quick adherence. Later, a high conductivity 200 Resin Omega Bound thermal

paste [Omega Engineering, 1992] was applied on top ofthe interface between the

thermocouple beads and the glass to strengthen the joint.

The measurements were taken after the test section reached a thermal steady state. The

standard testing procedure was to turn on the wall jet air flow, turn on the power supply,

and monitor the thermocouple measurements to determine when the test section reached a

thermal steady state. This was determined when the difference between two consecutive

measurements ofeach thermocouple was less than 0.1°C. Then the temperature from the

IR camera and thermocouples, electrical voltage, and current measurements were

obtained. The jet temperature was recorded using thermocouples that were inserted into
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the plenum area.

3.2 Instrumentation

3.2. 1 Infrared Imaging Camera

This study used an infrared thermal imaging camera to measure the surface temperature of

the heated test section. All objects radiate heat as an electromagnetic wave. Common

infrared detectors detect radiation in the 3-12 um range. The IR camera used in this study

was capable of detecting thermal radiation in the 8-12 pm range. Infrared thermal imaging

was used because it is a non-intrusive measurement technique, it provides a

comprehensive surface temperature measurements, and it is a rapid technique. The thermal

imaging system used in this study was an Infrarnetrics 600L system (see Figure 3.9). The

data acquisition and data analysis setup ofthe infrared thermal image is sketched in Figure

3.10.

The IR camera was capable ofcapturing data in both transient and steady state conditions.

An average of 16 image fields for each data point was used in this study in an effort to

reduce the noise in the infrared measurement. This IR camera averaging scheme decreased

the measurement noise by a factor of four. The IR camera recorded the temperatures as

gray level intensities and then the gray level intensities were converted to absolute

temperatures using a pre-established linear relationship (see Appendix B). In this study,

the data were recorded from the IR camera on a video tape as gray level intensities, then

the image was captured using an image analysis software called Image Pro PlusTM [Media

Cybernetics] and converted manually to absolute temperatures. Figure 3.10b shows a
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schematic ofthe setup used to capture the thermal image. All test data were time marked

using a VTG-33 timer [FOR.A Company Limited]. The data acquisition and image

capturing setup included a TM-63U IVC monitor [JVC] and a AG—2400 Panasonic video

cassette recorder[Panasonic].

 
Figure 3.9. The infrared imaging camera and system used to acquire data.

Cahbrafion curves were established to convert the gray scale intensities recorded by the

infrared camera to absolute temperatures using an area ofview mode for the IR camera.

The curves were established for the 10°C, 20°C, and 50°C temperature ranges. The

calibration setup was similar to that used in Figure 3.103. Electrical power was applied to

a test specimen, which was constructed using a Kapton flexible space heater [Omega
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Figure 3.10. (a) Schematic ofthe setup used to acquire

the infrared thermal image.
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Figure 3.10 (b) Schematic ofthe setup used to capture the

inflated thermal image for analysis.

Engineering, 92]. A 1.58 mm thick aluminum plate with the same surface area as the

heater was mounted on each side ofthe heater and painted with black paint [Chase

Products Co.]. The power was varied to produce several temperature levels as shown in

Figures Bl-B3, Appendix B. The data were acquired using the IR camera after the test

section reached a thermal steady state. The minimum and maximum temperatures for each
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test were recorded manually to establish the calibration equation. Further examination of

the curves showed that the curves did not extend over the fill] range ofthe gray scale

level. This decreased the IR camera resolution. These calibration curves included any bias

error in the entire system, i.e. monitor, VCR, timer, and image board. Also, inherent in

these calibration curves is the emissivity value ofthe black paint used in this study. The

brightness and contrast levels ofthe image capturing software were manipulated to

provide the largest possible range ofgray scale to increase the resolution ofthe infrared

measurements.

The emissivity ofthe black paint was determined to be 0.92 through preliminary

calibration experiments. The setup ofthese preliminary experiments was similar to the

schematic in Figure 3.10a. The emissivity calibration tests were conducted using two

different specimens. One was constructed using the same material as the test specimen and

the other using the Kapton flexible space heater [Omega Engineering, 92]. Black paint

[Chase Products Co.] was applied to the surfaces ofboth specimens being imaged by the

IR camera. A thermocouple was attached on the same surface. The emissivity value ofthe

IR camera was adjusted using the control options until the IR camera temperature reading

matched that ofthe thermocouple. The thermocouple was calibrated in boiling and

freezing temperatures as will be described below. These tests were performed at room

temperature and without flow. The test specimens were placed approximately 50 cm from

the IR camera.
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3.2.2 Thermocouples

Thermocouples were attached on the back surface ofthe test specimen. The labels and

locations ofthese thermocouples are shown in Figure B. 5. The thermocouples served two

purposes. First, they provided data to verify the symmetry ofthe thermal boundary

condition on both sides ofthe wall. Second, they were used to validate the measurements

ofthe IR camera. Figure B.5a shows a frontal view ofthe thermocouples attached to the

test section. Figure B.5b shows a side view ofthe thermocouples mounted inside the

thermal insulation.

The thermocouples used were 0.010" gauge type T manufactured by Omega [Omega

Engineering, 1992]. Calibration ofthe thermocouples were conducted at boiling and

freezing temperatures. The boiling condition was simulated by boiling deionized water in a

beaker over a space heater. Then the thermocouples were inserted individually into the

beaker and the voltage produced were recorded. The freezing condition was produced by

pouring cold deionized water into an insulated container filled with crushed ice and

creating a slush ice bath. All the calibration data are presented in Table B1, Appendix B.

All measurement deviations from the calibration point were within the reported

manufacturer uncertainty which was the higher of 10°C or 0.75% ofmeasurement above

0°C [Omega Engineering, 1992]. The readings ofthe thermocouples were recorded using

an Omega hand held thermometer and calibrator unit model CL24 with a 01°C resolution

and 0.1% ofreading accuracy [Omega Engineering, 1992].
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The thermocouple data were acquired using a Keithley Metrabyte DASTC data

acquisition board [Keithley Instruments] during the wall jet experiment. The thermocouple

sampling frequency was 3 samples/min, which was suflicient to capture steady state

temperature data. The resolution ofthe board was 004°C [Keithley Instruments]. The

accuracy ofthe A/D board was verified using a CL24 Omega calibrator unit as the

temperature source. Up to 16 channels were used to acquire data simultaneously.

3.3 Uncertainty Analysis

The uncertainty ofthe local heat transfer coefficient was determined using the propagation

of error technique. The technique is based on computing the error associated with each

measured variable and determining its contribution to the final uncertainty value [Beckwith

et al., 1993, Mofi‘at, 1988, Kline and McClintoclc, 1953, and ANSI/ASME Measurement

Uncertainty, 1985]. The error was computed using the following relationship:

2 i=N ax . 2

“mild-4‘) (3“

where i is equal to the number ofindependent variables used to calculate the quantity x,

6x/61 is the partial derivative ofthe quantity x to each independent variable, and Ai is the

uncertainty ofeach independent variable. The uncertainty of hx was computed by rewriting

Eq. 2.1 in the following form:

“m (3.2)

and expanding Eq. 3.2 according to Eq. 3.1:
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Equation 3.3 can be rearranged in the following form:

2 2 2 2 2 )4

Ah = (qtotal‘qeond) [ Aqtotal ] +[ chond ] + AT. A + ATl +[§‘_A_)

(Ts ”1.1;; qtotal '"qeond qtotal '"qoond (Ts -Ti) (TS -TJ') A

(3.4)

The form ofEq. 3 .4 shows the effect ofthe individual quantities on the uncertainty of h...

All terms in Eq. 3.4 are presented in Table 3.1. The method used to compute the

uncertainty associated with each ofthe measured quantities is shown in Appendix C.

Table 3.1. Uncertainty terms used to compute the

 

 

 

 

 

 

 

 

  

total uncertainty in h. measurement.

Term Symbol Uncertainty Value

Agm/(gm, - gm) 1.08E-03

Agmd/(gw - gm) 1.46E-03

Ania/(Tm: - Ti) 5.38E-04

Anni/Q‘fl - Ti) 1.89E-04

ATla/Cfs- T1) 5.38E-04

AA/A 4.65E—05

AhTC,W/(mzK) 2.52E+00

Ahfl/(mzK) 2. 5 113+oo  
 

The largest contributor to the hx estimated uncertainty is the conduction heat loss term

followed by the total energy term. Detailed examination ofthe calculations, shown in

Appendix C, revealed that the uncertainty in using thermocouple measurements to
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determine the heat conduction losses were driving the conduction loss term to be the

dominant source ofmeasurement uncertainty. The electrical voltage term was causing the

total energy term to be relatively high. Therefore, even though the temperature uncertainty

did not appear to be a major contributor to the error uncertainty at first glance, detailed

examination revealed that the temperature measurement uncertainty was the major

contributor to the error uncertainty as shown in Appendix C.

In addition, an experimental uncertainty for hx was calculated to be 8.3% using the

standard deviation ofa small population technique for 3a [Beckwith et al.]. This means

that the probability ofAh, falling outside this experimental uncertainty is less than 0.3%.

Table 3.2 summarizes both experimental and theoretical uncertainty values.

Table 3.2. Estimated and measured percent uncertainties ofthe

local convection heat transfer coefficient.

 

 

 

 

   

Term Percent Uncertainty

Estimated Ath 12.1 %

Estimated AhLR 11.5 %

Experimental AhB 8.3 %
 

The results in Table 3.2 indicate that the estimated uncertainty calculations were

conservative and this experimental setup was a good approach in obtaining the local

convection heat transfer coefficient measurements with low uncertainty error.

30



CHAPTER 4

RESULTS AND DISCUSSION

4.1 Velodty Profiles

All the measurements presented here were performed using an exit Reynolds number, Rec,

of 7.7 x 103. This corresponded to an inviscid core exit velocity of 10 m/s or an area-

averaged exit velocity of 6.1 m/s. The 6.1 m/s average velocity reflected the velocity

magnitude in an actual automobile defroster. The non-dimensional velocity profiles are

presented in Figure 4.1 [Willenborg, 1996]. These profiles were normalized in a similar

fashion to the data reported in other investigations [Launder and Rodi, 1981]. Details of

the measurement techniques used to obtain the velocity profiles were reported by

Willenborg [Willenborg, 1996]. Three observations were made from the velocity

measurements. First, a self-preservation form ofthe jet was established for x/w > 6.9 as

shown in Figure 4.1b. Second, the curved streamlines in the developing region ofthe jet

are an afl‘ect ofthe nozzle geometry, for x/w s 1.7, which indicates the presence ofa vena
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Figure 4.1. (a) Mean velocity profiles in developing region [Willenborg, 1996].
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Figure 4.1 (b) Mean velocity profiles in self-preserved region [Willenborg, 1996].
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contracta at that location as shown in Fig 4.1a. Third, the maximum velocity becomes less

than the inviscid core velocity at x/w 2 4.4, which may indicates the propagation ofthe

outer shear effects into the inner boundary layer.

In order to compare to the data available in the literature, appropriate definitions ofx";

and WM were needed. The choices for an and war are dependent on the nozzle geometry

and may vary fi'om one study to another. It was determined that x”; should start at the

vena contracta and wnf should be the width ofthe vena contracta for this study. At this

location the velocity profile is similar to the velocity profile at the nozzle exits previously

reported in the literature. The literature uses M as the distance from the nozzle exit and

Wmf as the nozzle width. Figure 4.1a supports the choice ofx”; and W”; for this study

because it demonstrates how the effect ofthe nozzle geometry on the velocity field

dissipates at approximately x/w z 1.7, which is approximately the location ofthe vena

contracta.

The growth ofthe hydrodynamic boundary layer was presented using the non-dirirensional

term 62/wm; plotted against xm/wmf as shown in Figure 4.2. The slope ofthe line

representing the growth ofthe boundary layer was 0.073 for xng’wmf > 6.9 where self-

preservation was reached. This is in agreement with the reported value of0.073 [Launder

and Rodi, 1981].

Another method ofvalidating the wall jet profile used in the present study was to compare

the decay ofthe maximum wall jet velocity. Sigalla reported this decay for xmq/wnf 2 20 in
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Figure 4.2. Development ofthe characteristic jet width, 82 Willenborg, 1996].

the following form:

31m— li'é- =3.45 (4.1)

“tar wref

Figure 4.3 shows the maximum velocity decay function in the same form as Eq. 4.1. The

decay function ofthe data presented here was still rising and approaching that reported by

Sigalla in Eq. 4.1. The results presented by Sigalla were for a fully developed turbulent

wall jet, while the results presented in this study were for a developing wall jet. Therefore,

it was expected that the two decay functions will have the same constant values at larger

xmlwd values.
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Figure 4.3. Maximum velocity decay behavior [Willenborg, 1996].

4.2 Uniform Heat Flux Boundary Condition

4.2. 1 Temperature Profiles

Figure 4.4 shows a representative 3-D infrared thermal image ofthe test section

temperature distribution obtained using the IR camera. The average air jet velocity, u..,

was 10 m/s at the vena contracta and the total convection heat flux was 1023 W/mz. A

2-D temperature profile ofFigure 4.4 is shown in Figure 4.5. The surface temperature

distributions were very reproducible as can be seen in Figure D1-D4, Appendix D. Careful

examination ofFigures 4.4 and 4.5 reveals that the temperature field was adequately

Symmetric. Infrared imaging data show some non-symmetry in the area ofhigher

temperature profile or lower heat transfer. However, thermocouple data on each side of

the centerline ofthe test section were similar to each other and within the thermocouple
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measurement uncertainty. Another important observation was the reduction ofthe

temperature toward the trailing edge ofthe test section. It is believed that this was a result

ofthe change in thermal boundary condition upstream ofthe trailing edge ofthe test

section. This change in thermal boundary condition resulted in conduction heat losses from

the trailing edge ofthe hot test section to the colder surrounding wooden wall. These

effects were also seen at the side edges ofthe test section (see Figure 4.5). The same

behavior was seen in all the experiments performed in this study. This kind ofbehavior

was not reported in the literature and it will not be considered in the discussion of results

that will follow because it did not affect the fluid mechanics or heat transfer characteristics

ofthe wall jet in the region where this research was focused.

Figure 4.6 shows a representative temperature profile along the centerline ofthe test

section using the IR camera and thermocouples attached on the backside ofthe fiont test

section. The IR measurement line was coincident with the line ofthe thermocouples. The

temperature profile from Figure 4.6 was non-dimensionalized according to Eq. 2.15 and

plotted in Figure 4.7. This scheme was chosen because it used the line-averaged surface

temperature ofboth infrared and thermocouple measurements to eliminate any bias

difference effects between the two measurement techniques. These bias errors were

inherent in the infrared and thermocouple measurements such as the uncertainty ofthe

gray scale calibration curves, emissivity ofthe black paint, distance from the IR camera to

the test section, and the uncertainty ofthe A/D board used to capture the thermocouple

measurements.
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Figure 4.6. Temperature as a function of position using

infrared camera and thermocouple data.
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Figure 4.7. Non-dimensional temperature profile along the centerline

ofthe heated test section for the isoflux case.
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The temperature data using the IR camera were always approximately 2-2.5% lower than

the data using the thermocouples. Physically this could not be true because the heat flux

was being applied to the front surface ofthe test section where the IR camera was imaging

while the thermocouples were attached on the back surface. This phenomenon was seen in

all experiments conducted in this study. This difl‘erence was within the IR camera and

thermocouple measurement uncertainty and could be explained by the bias error inherent

in both measurement techniques as discussed previously.

The symmetry ofthe hydrodynamic and thermal boundary conditions was monitored using

thermocouples attached on both front and back test sections (see Figure B.5a). Figure 4.8

shows thermocouple measurements corresponding to the same location on the front and
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Figure 4.8. Thermocouple data ofthe front and back test sections.
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back test sections. The difference in the measurements was negligible with respect to the

estimated thermocouple measurement uncertainty. Therefore, symmetry was achieved

between the two sides ofthe wall.

The temperature warm up history in the test section and the insulation is shown in Figures

4.9 and 4.10. Thermocouples 50 through 55 were mounted inside the insulation as shown

in Figure B.5b. Figure 4.11 shows the cool down profile ofthe test section and the

insulation. The x and y values in Figures 4.9-4.11 are indicative ofthe thermocouple

locations on the test section or inside the insulation (see Figure B.5a and B.5b). It can be

seen that the test section and the insulated core reached steady state after 15 minutes

during warm up and afier 25 minutes during cool down.
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Figure 4.9. Temperature warm up history ofthe test section using thermocouple data.
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Figure 4.10. Temperature warm up history ofthe insulation using thermocouple data.
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Figure 4.11. Temperature cool-down history in the test section

and insulation using thermocouple data.
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4.2.2 Local Convection Heat Transfer Coeflicient

The local heat transfer coeficient is plotted in Figure 4.12 using the temperature

measurement fi‘om Figure 4.6. Figure 4.13 shows the local heat transfer coefficient plotted

against Xag’wnf for this study to allow a more direct comparison with available data in the

literature. The following observations can be made from examining Figure 4.13:

I) The rapid decrease ofhx from the leading edge ofthe test section.

'2.) The decrease to a minimum hx value at xM/wd z 4.

3) The increase to a maximum h, value at x..g’w,.;z11.5.

4) The continuing decline ofhx as 1931/an increases.

5) The difl‘erence between the infrared camera and thermocouples data was within the
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Figure 4.12. Local convection heat transfer coefiicient

for the isoflux boundary condition.
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estimated uncertainty ofboth measurements as shown using the error uncertainty bars in

Figure 4.13.

The increase in h). for 4 z led/w”; z 11.5 was thought to be a result ofthe outer shear layer

propagating into the inner boundary layer. The subsequent decrease in h, values for

xm/wm; 2 11.5 was interpreted to be an efi‘ect ofthe thermal boundary layer growth.
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Figure 4.13. Local convection heat transfer coeficient as a filnction

ofx..g’w,.f for the isoflux boundary condition.

4.2.3 Non-Dimensional Local Convection Heat Transfer Coefficient.

Figure 4.14 shows the non-dimensional heat transfer coeficient plotted against xii/w“

using IR camera data. The noncdimensional heat transfer coeficient was calculated using

Eq. 2.11.
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The same behavior ofthe Nusselt number was seen by Akfirat in his heat transfer study

[Akfirat 1966] and by Mabuchi and Kumada in their mass transfer study [Mabuchi and

Kumada, 1972]. Mabuchi and Kumada used mass transfer analogy to deduce Nusselt

number values fi'om Sherwood number measurements. The data presented in both

references, as seen in Figure 4.15, showed a distinct minimum Nusselt number for the

same order ofmagnitude ofRe. at MW"; e 4 and a maximum Nu,“ at me/Wmf ~12, where

they defined x“; and WM as the axial distance from the nozzle exit and the nozzle exit

width, respectively. The data presented in this study showed a distinct minimum at xnf/wnf

z4andmaximumat X'cf/Wmfz 11.5.
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Figure 4.14. The non-dimensional local convection heat

transfer coefficient using infrared camera data.
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In an attempt to correlate the data presented here with other investigations, the maximum

Nusselt number was computed. Mabuchi and Kumada used their data along with Akflrat’s

data ofthe maximum Nux to develop the following relationship [Mabuchi and Kumada,

1972]:

Nun,“ = 0.0641163 Pt°-‘3 (4.2)

Nun“... for this study was plotted as a firnction ofthe correlation in Eq. 4.2 and the results

compared well. Figure 4.15 shows that the magnitude ofthe minimum Nux for the present

study did not compare well with the published data. This is a result ofthe different nozzle

geometry and exit velocity prfoile which have a large influence on the flow field at small
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Figure 4.15. Comparison ofthe Local Minimum Non-dimensional

Convection Heat Transfer Coefiicient.
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A comparison with published empirical correlations was performed by plotting the

reference Nusselt number fiom the present study and from Akfirat and Mabuchi and

Kumada in Figure 4.16. It is apparent that the N11,; from this study appears to approach

the ones from the other studies if it is extended to larger an/Wref values. A direct

comparison was not possible because the available heat transfer correlations were for a

hilly turbulent jet, where xM/wmf 2 30 and for different jet nozzle geometry.

Another comparison with published empirical correlations was performed using the

 correlation presented in Eq. 2.10. Again, a direct comparison between the data presented

here and other investigations was not possible because the data presented here were for

me/Wmf s 20 while the published correlations, in the form ofEq. 2.10, were for xna’wnf 2
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Figure 4.16. Comparison ofpresent Nusselt number

streamwise distribution with published data.



Figure 4.17 is a plot ofthe quantity Nuwf (Re....;)‘°'8 as a function ofXNf/an for the data

presented here and the correlations provided by Akfirat [Akfirat, 1966] and Mabuchi and

Kumada [Mabuchi and Kumada, 1972]. These correlations were representative ofthe

correlations reported by other investigators. It is apparent that the data presented here, if

extended to xma’wmf 2 30 would approach those data presented by Akfirat and Mabuchi.
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Figure 4.17. Comparison ofthe present Nusselt number

with published empirical correlations.

4.3 Local Convection Heat Transfer Coefficientfor Isoflux and Isothermal Boundary

Conditions.

Figure 4.18 shows a comparison between h. values for the isoflux and isothermal

boundary conditions. Details ofthe isothermal measurements are provided by Willenborg

[Willenborg, 1996]. Measurements ofboth boundary conditions were performed using the
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same experimental configuration and parameters (average jet velocity, jet temperature, and

 

 

 

nozzle width).

90
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Figure 4.18. The local convection heat transfer, coefficient

for isoflux and isothermal boundary conditions.

The h, values were approximately 30% higher for the isoflux case than the isothermal case

near the leading edge ofthe test section (see Figure 4.19). This difference decreased to

approximately 5% at xdv’wmr 2 5. The difference was within the estimated error ofboth

techniques. The large difference at the leading edge is an indication ofa laminar flow.

However, as the flow becomes more turbulent, the difference decreases. This behavior is

similar to the heat transfer behavior for laminar and turbulent flows over a flat plate

[Incropera and DeWrtt, 1990].
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Figure 4.19. Percent variation ofthe local convection coefficient

between the isothermal and isoflux boundary conditions.
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CHAPTER 5

CONCLUSIONS AND RECOMMENDATIONS

5. 1 Conclusion

An experimental system was developed and used to generate benchmark data for a model

heated wall jet flow using conditions relevant to automotive defrosters. These data have

permitted our sponsor, the Ford Motor Co., to evaluate the numerical simulations that are

used to compute such flows. This experimental facility provides a two-dimensional wall jet

with a heated wall that can be configured to present a uniform temperature or uniform

heat flux boundary condition. This experimental configuration has the advantage of

geometrical and thermal simplicity in comparison to actual defroster configurations.

Measurements ofthe local convection heat transfer coefiicient for a uniform heat flux

boundary condition were presented. Measurements were made for relatively small non-

dimensional streamwise locations (0 s X'gfi/Wmf s 20) suggested by the motivational

problem: the defroster flow in an automotive vehicle. The non-dimensional streamwise
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location was defined using the origin ofthe wall jet at the vena contracta. It was there that

the wall jet velocity profile was similar to the profile generated by contour nozzles that

were used by other investigators.

A local minimum heat transfer coefficient was observed at approximately xwf/wrd z 4 and a

local maximum heat transfer coefficient was observed at xm/wmr z 11.5. This agreed with

available data for heat transfer coefficients for relatively small Lair/WM. Direct comparison

with previous results was not possible because most published data were for large WWfl,

different nozzle geometries, and different exit Reynolds numbers. However, extrapolation

ofthe present results would appear to be consistent with previous results at larger

streamwise locations.

The results suggest that the use of infrared imaging technology is an accurate and rapid

method of determining the distribution ofthe local convection heat transfer coefi‘lcient for

the isoflux boundary condition case. The estimated uncertainty for the hx was less than the

calculated experimental uncertainty using infrared measurements. The uncertainty analysis

revealed that the energy loss term is the major contributor to the uncertainty associated

with the h, measurement.

Finally, the results showed that the local heat transfer coefficient was sensitive to the

thermal boundary condition at small downstream locations and insensitive to the thermal

boundary condition at sufficiently large downstream locations (xarr’wmr 2 5) where the

outer turbulent layer has diffused into the inner region ofthe wall jet. In this region, the
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difi‘erence in h, values between the isothermal and isoflux boundary conditions was within

the estimated uncertainty ofboth measurement techniques.

5.2 Recommendations

Future studies should systematically introduce the complexities associated with the actual

windshield defrosters. These complexities include 3-D flow, impinging flow, variation of

non-heated starting length, and variation ofthe jet exit Reynolds number.
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APPENDIX A

Conduction and Convection Heat Transfer

Thermal Resistance Analysis
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This appendix will present the thermal resistance analysis performed when selecting the

test section used in this study. It was important that the test section have relatively high

resistance to conduction heat transfer in comparison to convection heat transfer. This

insured that the energy supplied to the test section was dissipated to the wall jet via

convection heat transfer and not dissipated through the test section through conduction

heat transfer.

The glass test section was selected because of its low thermal conductance. The ratio of

conduction to convection heat transfer thermal resistance was computed using:

.021

(a)

where Roma, and Ra... are the thermal resistance to conduction and convection heat

 

a
s

transfer, respectively, t is the thickness ofthe test section, kg.” is the thermal

conductivity ofthe glass test section, A is the test section surface area, and h.vc is the

average convection heat transfer coeflicient. Equation Al was reduced to:

Rml __ hut

Rm kt,” (A.2)

Eq. A.2 was evaluated using actual experimental values:
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Rm, ____ 43.5(W/m2k)x 1.1x10‘3 (m)

R 1.4(W/mk)

=3.4 x102

This analysis shows that the thermal resistance to conduction heat transfer is two orders

of magnitude higher than the resistance to convection heat transfer.
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APPENDIX B

Calibration Curves and Data for Infrared Imaging and

Thermocouple Measurement Techniques

56



This appendix will present the calibration data for the infrared and thermocouple

measurement techniques. The appendix will be divided into two sections. Section B]

will present and discuss the calibration curves associated with the IR camera

measurements. Section 8.2 will present and discuss the calibration data associated with

thermocouple measurements.

B. 1 Calibrafion Curvesfor Infi'aredMeasurements

The temperature was captured by the infrared camera as gray scale intensities. These gray

scale values were converted to absolute temperatures using calibration curves as

discussed in the experimental methodology chapter. Figures B. 1-B.3 present the curves

used in this study for the 10°C, 20°C, and 50°C temperature range, respectively.

A linear fit was used to generate the calibration equation. This equation was made

universal using a non-dimensional temperature and the minimum and maximum surface

temperature. Figure B.4 combines the results ofthe 10°C, 20°C, and 50°C temperature

ranges in one calibration equation. This shows that one calibration equation may be

sufficient for all temperature ranges used in this study.
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8.2 Calibration Datafor Thermocouple Measurements

This section will present the calibration data ofthe thermocouples used in this study.

Table B.1 include the freezing and boiling point calibration data. These calibration points

were produced as described in the experimental methodology chapter.

It can be seen that all measurements were within the manufacturer reported uncertainty of

the thermocouples. The manufacturer reported uncertainty for these thermocouple was

the higher of 1°C or 0.75% ofthe reading [Omega engineering, 1992].

Finally, Figures B.5a and B.5b show the location ofthe thermocouples mounted on the

back side ofboth test sections and inside the insulation, respectively.
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Table B.l Freezing and boiling thermocouple calibration data.

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

    

Thermocouple Number Freezing Calibration Boiling Calibration

Data (°C) Data (°C)

1 0.4 99.8

2 0.3 99.8

3 0.2 99.9

4 0.3 99.8

5 0.3 99.8

6 0.3 99.7

7 0.3 99.8

8 0.3 99.8

9 0.2 99.8

10 0.2 99.8

11 0.3 99.8

12 0.3 99.8

13 0.2 99.9

14 0.3 99.8

15 0.3 99.8

16 0.4 99.8

17 0.2 99.8

18 0.4 99.7

19 0.2 99.8

20 0.3 99.8

21 0.3 99.8

22 0.3 99.8

23 0.2 99.6

24 0.3 99.7

25 0.2 99.8

26 0.3 99.8

27 0.2 99.8

28 0.25 99.7

29 0.25 99.7

30 0.2 99.8

31 0.2 99.8

32 0.2 99.8

33 0.3 99.6

34 0.3 99.7

35 0.3 99.7

36 0.2 99.8

37 0.2 99.8

38 0.3 99.8

39 0.2 99.7

40 0.3 99.8

50 0.2 99.7

51 0.2 99.7

52 0.3 99.8

53 0.2 99.7

54 0.2 99.7

55 0.3 99.8
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Figure B.5a. Front view ofthe thermocouples on the back surface ofthe test section.
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Figure B.5b. Side view ofthe thermocouples inside the insulation.
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APPENDIX C

Uncertainty Calculations for the Local Convection Heat Transfer

Coefficient for the Isoflux Boundary Condition



This appendix will present and discuss the uncertainty associated will all the

measurements performed in this study and their contribution to the uncertainty ofthe

local convection heat transfer coefficient.

The local convective coefficient was calculated using a different form ofEq. 2.1 used in

computing hx:

hx .__ qtotal —qcond (C1)

T, -T,.

The uncertainty ofhx was computed by expanding Eq. C.1 according to the propagation

oferror analysis shown in Eq. 3.1 [Beckwith et al., 1993, Moffat, 1988, Kline and

McClintock, 1953, and ANSI/ASME Measurement Uncertainty, 1985]:

2 2 2 2 2 22

ah ah ah ah ah

Ah: ———A ————A + —AT + —AT. + —AA

(02)

The partial derivative ofeach term can be expanded and Eq. C.2 can be rearranged in the

following form:

2 2 V2

_ (qua-<10...) Aqua. 2 Aqua 2 AT. “i A”: 2

Ah- (Ts‘Tjjx [[Cim’qau) +[Qw’qoad] +[ Ts—Tj J +[ T'-Tj ] +[ A ]]

(C3)

The following sections will discuss the method used to determine the uncertainty

associated with each ofthe measured quantities in this experiment.
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CI The Uncertainty ofthe Total Enagy Term

The total electrical energy applied to the system was computed using:

qtohl = [2R = W (C4)

where I is the electrical current applied to the test section, R is the electrical resistance of

the test section, and V is the electrical voltage across the test section. The uncertainty of

qml was computed using Eq. 05 [Beckwith et al., 1993]:

“1121:0119le

Aq=VAI+IAV

)4

(CS)

where AI is defined as:

AI = KAimm +Aimmm +A1MMM)‘ +(Ai,,_)’f*‘

where Almanac: were.“ represented the percent difference in the electrical resistance

between the two test sections. The two test sections were connected in parallel, therefore,

the difference in electrical resistance resulted in a difference in the current supply to each

test section. This difference was considered an error term because in the actual test, the

current was measured across the two test sections combined. This term was computed

using the measured test section resistance without any applied electricity. The

Alum;"1.0m.m term represents the resolution ofthe digital multimeter (DMM). The AIDMM

precise“ term was neglected in this case because only one measurement ofthe DMM was

recorded. The Aim term was computed using the following relationship [Beckwith et al.,

1993]:
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All,“ = (0.5 % of reading + 0.05 % of full scale of the meter)

The voltage uncertainty was computed using the following relationship [Beckwith et al.,

1993}

AV z [(Avnmm + AVOMMpu-cinm)2 +(Avhyr

The voltage uncertainty terms were evaluated in a fashion similar to the current

uncertainty terms described above. The values ofthe terms associated with computing the

total energy uncertainty are shown in Table C.l below.

Table C. 1. Estimated uncertainty ofthe total energy term.

 

 

 

 

 

 

 

 

 

 

 

 

 

  

Term Symbol Uncertainty Value Units

I 9.4OE-01 amps

AI 2655-02 amps

Aimisunce cfiflerarce 2.1 1E-02 amps

Aiwimm; 1.00E-03 amps

Aimas _ 1.47E-02 amps

V 5.07E+01 volts

AV 7.54E-01 volts

AVDMM resolution 1 .00E-02 volts

Av...“ ‘ 7.54E-01 volts

VAI 1.81E+00 W

IAV 5.01E-01 W

Jig 4.76E+01 W

Agnew 1.52E+00 W   
 

Table C] shows that the current uncertainty term (VAI) is the dominant contributor to

the total energy uncertainty term.
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C2 The Uncertainty ofthe Conduction Losses Tem:

The conduction heat losses were computed using:

:_k(T. -T...)

Yi-

(C.6)qcond

Applying the same propagation of error procedure illustrated in Eq. C2 and C3, the heat

conduction uncertainty was computed using:

kTAszTZATZAzyzAqmzfggl[_)+_s_ + .__..a=_.. +129. ((17)

Yin k T: -Tins (Ts -Tins) Yin:

The uncertainty in the k term was approximated. The uncertainty in the temperature terms

will be discussed in the following sections. Finally, the uncertainty in the conduction

distance was estimated using the resolution ofthe measuring tape. The values ofthe

terms used to compute the conduction losses uncertainty are shown in Table C.2 below.

Table C.2. Estimated uncertainty ofthe conduction losses term.

 

 

 

 

 

 

 

 

 

 

 

 

 

 

     

Term Symbol Uncertainty Value Units

k 3 .80E-02 W/m’K

Ak 95013-03 W/myK

Ti... 4.5513+01 °C

AT,” 5.65E-01 °C

T, 4.62E+01 oc

AT. 5.65E-01 ac

line 1.90E-02 m

A2,“, 15913-03 m

Ak/k 6.25E-02

nan-Th.) 7,455-01

ATE/(Trig) 7,455-01

‘ Ayn/yin, 8. 1413-03

3m 1.41E+OO w
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The calculations in Table C.2 show that the uncertainty ofthe thermocouple

measurements in determining the surface and insulation temperatures were the main

contributor to the uncertainty ofthe conduction losses term.

C3 The Uncertainty ofthe Sud'ace Temperature Term

The surface temperature uncertainty was computed for both infrared and thermocouple

measurements using:

AT, = [(ATW)‘ + (ATWYF (C.8)

C3.1 Infrared Imaging

The precision error associated with the infrared imaging meaSurement was computed

using the resolution ofthe infrared camera and the student's t-distribution [Beckwith et

al., 1993]:

__S_
J;

The student's t-distribution was used to calculate the probability distribution for a small

AT
s_IR, precision

+ AT
s_lR resolution

= t (C9)

sample of data assuming that the population satisfied a Gaussian (Normal) distribution.

The t-distribution is available in the literature for a given sample size, n, and confidence

level. The standard deviation, S, was determined using actual measurements ofthe same

point under steady state conditions. The student's t—distribution method was used to

compute the temperature uncertainty in term ofthe gray scale intensity. Then the infiared

camera calibration curve was used to determine the uncertainty value in terms ofthe
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temperature. The ATS, resolution was computed based on the resolution ofthe infiared

camera [Inframetrics, 1988].

The bias uncertainty was estimated based on the noise level ofthe camera as reported by

the manufacturer [Inframetrics, 1988]. The values ofthe terms associated with using the

IR camera to determine the surface temperature uncertainty are shown in Table 03

Table 03. Estimated uncertainty ofthe surface temperature

using infrared camera measurements.

 

 

 

 

 

 

 

 

Term Symbol Uncertainty Value Units

T3 In 4.51E+01 °C

ATs m 3.20E-01 °C

AT, 132precision l .25E-02 °C

t S/(n)"2 12013-02 0(3

AT, [3, mom“, 1 DOE-01 °C

[313mm 1 90013.02 ' °C   
 

The infrared camera bias uncertainty was the major contributor to the surface temperature

uncertainty when determined using the IR camera measurements.

C3.2 Thermocouple Measurements

The precision error associated with thermocouple measurements was computed using the

resolution ofthe A/D data acquisition board and the student's t-distribution [Beckwith et

al., 1993]:

S

ATs_TC. precision = t? + ATND boom resolution (C.10)
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The student's t—distribution term was evaluated similarly to the procedure outlined in

section 03. 1. The ATA/DMmm term was evaluated using the manufacturer reported

values [Keithley Instruments].

The thermocouple bias uncertainty was computed using:

ATch, bia- = ATTC bias + ATA/Dbocdbias (C-l 1)

The thermocouple bias terms were obtained from the manufacturers catalog [Omega

Engineering, 1992 and Keithley Instruments]. The values ofthe terms associated with

computing the surface temperature uncertainty using thermocouple measurements are

shown in Table C.4.

Table C.4. Estimated uncertainty ofthe surface temperature

using thermocouple measurements.

 

 

 

 

  

 

 

 

  

Term Symbol Uncertainty Value Units

T, TC 4.62E+01 °C

Arm 5.65E-Ol 9c

AT, TC,precision 6.0 113-03 °C

t S/(n)m _ 37513-02 0(:

“WWW 40013.02 0(3

MTC 5., — 3,145-01 0c

Arm“), 4.00E-01 °C

ATM, 1.60E-01 °C   
 

Table C.4 shows that the thermocouple bias uncertainty was the dominant contributor to

the surface temperature uncertainty when determined using thermocouple measurements.
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C4 The Uncertainty q'tlre Jet Temperature Tenn

The jet temperature was measured using thermocouples inserted in the plenum.

Therefore, the uncertainty ofthis term was similar to the surface temperature uncertainty

outlined in section C.3.2. A representative value ofthe jet temperature was 218°C.

C5 The Uncertainty ofthe Sudace Area Tenn

The surface area uncertainty was computed using:

“1180162301”

AA = [(LAW)2 + (wAL)2}y2

where L and w are the length and the width ofthe test section, respectively. The

(012)

uncertainty ofboth terms was determined from the resolution ofthe measurement devices

[Beckwith et al., 1993]. The values ofthe terms used to compute the area uncertainty are

shown in Table C.5.

Table C.5. Estimated uncertainty ofthe test section surface area.

 

 

 

 

 

 

 

 

 

Term Symbol Uncertainty Value Units

L 25315-01 m

AL 1.00E-03 m

w 1.80E-01 m

Aw I .00E-03 rn

LAw 6.40E-08 m2

wAL 3.24E-08 no2

A 45513-02 an2

AA 31013-04 m2      
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The length and width uncertainty terms contributed equally to the area uncertainty term.

In general, the area uncertainty term was negligible in comparison to the other terms

discussed earlier.
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APPENDIX D

Infrared Images ofthe Surface Temperature Distribution

for the Isoflux Boundary Condition
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This appendix include thermal images from four different tests. The tests were conducted

using the same average velocity value and energy supplied to the test section. Figures

D. 1-D.4 demonstrate the reproducibility ofthe experimental procedure used in this study.
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Figure D. 1. 2-D infrared surface temperature profile from test number a

with q",,... = 1023 W/m2 and 1H: 10 m/s.

 
Figure D.2. 2-D infrared surface temperature profile from test number c

with 11",... = 1023 W/m2 and of 10 m/s.



 
Figure D.3. 2-D infiared surface temperature profile from test number d

with qua“ = 1023 Win2 and ud= 10 m/s.

 
Figure D.4. 2-D infi'ared surface temperature profile from test number e

with on... = 1023 W/mz and unf= 10 m/s.
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