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ABSTRACT

MEASUREMENT OF EXCITATION ENERGY OF NEUTRON-RICH PRECURSOR
FRAGMENTS

by

Michelle Anthea Mosby

Projectile fragmentation forms the basis for beam production at radioactive beam facili-

ties such as the National Superconducting Cyclotron Laboratory (NSCL), yet uncertainties

remain about the specifics of the production mechanism. For example, very little is known

about the excitation energy of the precursors of the observed final fragments. In the present

work, isotopes of sodium, neon, and fluorine produced in the fragmentation of a 32Mg beam

at 86 MeV/nucleon in a beryllium target, ranging in mass loss from ∆A = 3-12, were ob-

served and the coincident neutrons were detected using the Modular Neutron Array (MoNA).

Neutron hit multiplicity in MoNA was compared to output from the statistical evaporation

model PACE which was passed through a GEANT4 simulation to account for detector re-

sponse with a χ2ν analysis. The neutron hit multiplicity distributions were used to determine

the mass loss and excitation energy of the precursor fragments created in the fast step of the

reaction. The mass loss and excitation energy were compared to abrasion/ablation models

and an internuclear cascade model, ISABEL. For sodium and neon observed fragments, a

single precursor mass was found, with a wide range of high excitation energies, up to 60

MeV. Observed fluorine isotopes were also found to have high excitation energies, ranging

from 40-80 MeV, but with some variation in precursor mass.
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Chapter 1

INTRODUCTION

The nuclear landscape, shown for example in Figure 1.1, consists of a relatively few stable

nuclei and a far greater number of nuclei which decay. The more exotic regions, farther

from the so-called valley of stability, are characterized by very short half-lives, of order a few

hundred milliseconds or less. The technique called projectile fragmentation was developed

to produce and study exotic nuclei with short half lives. This method allows for the rapid

production and physical separation of exotic nuclei, allowing their properties to be studied

before decay. Projectile fragmentation is currently the method of choice to produce nuclei far

from stability, such as those along the proton and particularly near the neutron drip-lines [1].

Projectile fragmentation forms the basis for many radioactive beam facilities, but the

mechanism is not well understood, particularly for the production of neutron-rich nuclei.

Measurements of the production cross sections for final fragments are extensive [2], [3], [4], [5]

and have been empirically modelled in programs such as LISE++ [6] using the formula

EPAX [7]. Such knowledge of the cross sections in projectile fragmentation allows the reac-

tion to be used reliably for beam production.

Many methods exist to study the mechanism of the reaction, however, these studies have

only concentrated on the properties of the final observed fragments. Studies of the parallel

momentum distributions [9], [10], [11], [12] have shown that relatively simple descriptions,

using the mass numbers of the projectile and final fragment as parameters, can characterize

the widths of the distributions, without detailed consideration of the reaction intermediates.

Similar relationships have been developed to describe the widths of the perpendicular mo-

mentum distributions, where the expression was modified by the addition of a Coulomb kick

to the fragment [11].

The projectile fragmentation reaction has been described as a two-step process, and until
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Figure 1.1: Chart of the nuclides with stable nuclei shown as black squares [8]

the present work the experimental data only provided information on the final products of

the reaction, rather than the pathway. In the two-step model, the first violent collision step

proceeds quickly, on the time scale of the beam nucleus traversing the target nucleus, and

a second. slower statistical deexcitation step follows [13,14]. Mass loss occurs in both steps

of the reaction, though there is no experimental information about the mass loss in the fast

step of the reaction relative to that in the slow step. The goal of the present work was to

determine the mass loss in the fast step and the associated excitation energy.

Several models exist to describe the fragmentation process. The abrasion/ablation model

is a geometric description where a portion of the projectile is said to be abraded in the inter-

action with the target, resulting in an excited prefragment; this prefragment then deexcites

by the emission of particles and gamma rays to form the final fragment. The excitation

energy is the energy imparted to the prefragment in the abrasion step of the reaction and

2



Figure 1.2: Schematic representation of a projectile fragmentation reaction in the two-step
abrasion/ablation model

is subsequently lost in the ablation step. The internuclear cascade models offer a more mi-

croscopic view of the reaction, with the excitation energy and mass-loss being generated

from nucleon-nucleon collisions between the projectile and target. The abrasion/ablation

and internuclear cascade models produce the same general trend for the intermediate prod-

ucts, with excitation energy increasing as a function of mass loss, but with widely varying

magnitudes.

The studies carried out in this work determined the mass of the precursor fragment and

excitation energy by measuring charged fragments in coincidence with neutrons in a projectile

fragmentation reaction. The experiment was conducted at the National Superconducting

Cyclotron Laboratory using the Modular Neutron Array [15] in conjunction with the Sweeper

magnet [16]. A 32Mg beam was made incident on a 9Be target to produce a fragment residue

and neutrons. The use of a neutron-rich projectile enhanced neutron emission from the

prefragment and suppressed charged-particle emission. The number of neutron hits recorded

for each detected sodium, neon, and fluorine isotope was compared by a χ2ν analysis to the

output from a statistical evaporation model [17] to determine the best precursor mass and

3



excitation energy.
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Chapter 2

FRAGMENTATION REACTIONS

The net or final reaction products from projectile fragmentation reactions provide a reli-

able foundation for beam facilities such as NSCL. However, the detailed mechanism of this

reaction is not well understood, particularly for neutron-rich nuclei. The reaction is of-

ten described by a simple abrasion/ablation model [13, 14] or a more complex internuclear

cascade model [18]. The abrasion/ablation and internuclear cascacde models produce very

different distributions of intermediate nuclei but similar distributions of final products [19];

the models described in detail in the following Sections 2.1 and 2.2 and the predictions for

the excitation energy distributions of the intermediate or precursor fragments that will be

studied in this work are summarized.

2.1 Abrasion/ablation model

The abrasion/ablation model describes the fragmentation reaction as a two-step process. The

first step of the reaction is called abrasion and proceeds quickly, on a time scale similar to the

time required for the nuclei to pass one another. In the abrasion step, an excited prefragment

is formed by the removal of nuclear matter by the target nucleus. The prefragment is

characterized by a mass (A), nuclear charge (Z), and an excitation energy (E∗). The abrasion

process has been modelled on a geometrical basis, which is described below in Section 2.1.1.

The subsequent ablation step occurs on a longer time scale compared to the abrasion step,

and describes the overall de-excitation of the prefragment, eventually forming the final,

observed product. The prefragment loses energy in the ablation step by the isotropic emission

of various particles and gamma rays. The entire reaction process is illustrated schematically

in Figure 1.2. [13, 14]
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2.1.1 Excitation energy generation in the abrasion/ablation framework

The excited state of the prefragment from the abrasion process is usually only described by

the excitation energy, as the angular momentum transfer is thought to be small [20]. The

energy and multiplicity of the decay particles from the de-excitation of the prefragment are

then correlated to the excitation energy. Thus, a measurement of the excitation energy would

provide new insight into both steps of the reaction and was the goal of the present work.

Two approaches have been developed to model the excitation energy: macroscopic and mi-

croscopic. The macroscopic approach considers the nucleus as a single, uniform object, while

the microscopic approach treats individual nucleons. In general, a strict correlation between

the excitation energy and mass loss is predicted by both frameworks. The predictions from

the macroscopic model of the fragment excitation energy are presented next, followed by the

predictions from the microscopic model

2.1.2 Macroscopic excitation model

The abrasion-ablation model proposed some time ago by Bowman et al. [14] was intended

to describe the mass distributions observed in relativistic heavy ion projectile fragmentation

reactions. In their model, the target and projectile nuclei are assumed to be hard spheres

that move along straight-line trajectories, making clean cuts through one another during the

reaction. Thus, the number of nucleons removed can be obtained from a geometrical calcula-

tion of the overlap volume between a sphere and cylinder. The number of removed nucleons,

called participants, in a spherical nucleus with mass number A1 has been approximated

as [21]:

N1 = A1F (ν, β) (2.1)

6



where ν specifies the relative sizes of the interacting nuclei and β the reduced impact pa-

rameter:

ν =
R1

R1 +R2
(2.2)

and

β =
b

R1 +R2
(2.3)

As presented by Bowman et al. [14] and later given analytically by Gosset et al. [21], in a

peripheral collision where RT < RP and the subscripts refer to the target and projectile

respectively, the removal function is:

F (ν, β) =
3

4
(1− ν)1/2

(
1− β
ν

)2

−

1

8

(
3(1− ν)1/2

µ
− [1− (1− µ2)3/2][1− (1− µ)2]1/2

µ3

)(
1− β
ν

)2

(2.4)

Equatoin 2.4 represents the case of a cylindrical channel gouged in the projectile with a

radius smaller than that of the projectile. This geometric approach to determining the

mass removed in the fast step of the reaction has been shown by Morrissey et al. [22] to be

consistent with the distribution of target nuclei created by these reactions when a smaller

projectile interacts with a larger target.

The minimum excitation energy for the remaining spectator nucleons, which form the

prefragment shown in Figure 1.2, comes from the excess surface energy of the severely de-

formed intermediate object. The excess surface energy is the extent to which the surface area

of the prefragment deviates from the minimum value for a sphere with that mass number.

The excess surface area can be written as:

∆(area) = 4πR2
1

[
1 + P (µ, ν, β)− (1− F (ν, β))2/3

]
(2.5)

where P (µ, ν, β) is a function that is again dependent on the relative sizes of the target and

projectile and the impact parameter of the collision, and F (ν, β) was defined in Equation 2.4.
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For the case above, where RT < RP and a peripheral reaction:

P (µ, ν, β) =
1

8

√
µν

(
1

µ
− 2

)(
1− β
ν

)2

−

1

8

[
1

2

√
ν/µ

(
1

µ
− 2

)
− [(1/ν)(1− µ2)1/2 − 1][(2− µ)µ]1/2

µ3

](
1− β
ν

)3

(2.6)

where µ = (1/ν) − 1 =
R2
R1

. The excitation energy from the excess surface energy is given

by the surface tension coefficient γ = 0.95 MeV/fm2 times the change in area in fm2: [21]

Esurf = 0.95×∆(area) (2.7)

The resulting excitation energy thus depends only on the geometry of the collision and not on

the incoming particle energy. Oliveira et al [23] have shown that the excitation energy from

the excess surface energy is generally not adequate to describe the overall reaction process

as seen in the distribution of final products. Oliveira et al. proposed the addition of a

frictional spectator interaction (FSI), which adds a component to the excitation energy from

the rescattering of spectator nucleons within the excited prefragment by the participants that

leave the interaction zone. This formalism is based on individual nucleon-nucleon collisions

and gives the average deposited energy, 〈EFSI〉 as:

〈EFSI〉 =
1

π

∫ π

0
Edep(θ)dθ, (2.8)

where Edep(θ) is a function that describes the amount of energy that is deposited in the nu-

clear material as a function of angle relative to the beam direction. Oliveira et al. determined

that the total excitation energy of the prefragment could be given by

E∗ = Esurf(∆Aabr) +mFSI 〈EFSI〉 , (2.9)

where the second term has to be computed for each collision geometry with mFSI specifying

the number of interactions and 〈EFSI〉 the magnitude. Wilson et al. [24] proposed a simpler,

geometric solution to this secondary contribution based on the rate of energy loss of a nucleon
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passing through uniform nuclear matter, estimated at 13 MeV/fm. Wilson et al. arrived at

the expression for excitation energy, Ex:

Ex = 13C1 +
1

3
13C1(Ct − 1.5) (2.10)

where C1 is the maximum distance travelled by any participant nucleon through the projectile

and Ct is the maximum chord transverse to the projectile velocity spanning the projectile

surface interface, describing the target constituents in the interaction region. Wilson et al.

also described the total excitation energy as the sum of the excess surface energy and the

rescattering term (Ex). The final expression of Wilson et al. for the excitation energy, E∗,

is:

E∗ = Esurf + Ex (2.11)

= (0.95×∆(area)× f) + 13C1 +
1

3
13C1(Ct − 1.5) (2.12)

where the surface energy term has been further modified by the introduction of an additional

frictional term f , which accounts for an additional excitation that is a function of the number

of abraded nucleons:

f = 1 + 15
∆abr
AP

+ 25
∆2
abr
A2
P

. (2.13)

The total calculated excitation energy as a function of abrasion mass loss for the Wilson

model is shown in Figure 2.2 for fragments produced from a 32Mg beam.

2.1.3 Microscopic excitation model

Microscopic models for excitation energy deposited in the abraded prefragment have been

based on the effect of collisions between individual nucleons. One such description by

Gaimard et al. [25] assumed that the excitation energy is due to vacated single-particle

levels, or “holes”, in the Fermi sea from a Woods-Saxon potential of the nucleus before the

collision. Gaimard et al. asserted that the excess surface energy model for excitation energy

is invalid, as the wave functions of the spectator nucleons are not disturbed by the fast
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process, and thus it is unreasonable to assume that energy is imparted to them from the

breaking of nucleon-nucleon bonds. Instead, their suggestion is that the orbits of the nucleons

removed in the collision are preserved, thus creating single-particle holes in the energy-level

scheme. In a Woods-Saxon potential, the mean energy from a hole in a randomly chosen

single-particle level has been determined to be 13.3 MeV [25]. The calculated excitation

energy is thus a linear function of mass loss in the abrasion process, and the E∗ values from

the present case can be compared to those from the macroscopic model in Figure 2.1. The

microscopic values are significantly higher, but track with those from the macroscopic model

of the excitation energy as a function of abraded mass loss, Ab − A∗f .

The microscopic model is only valid when the prefragment is not thermalized during the

abrasion process. Thermalization would imply that the orbits are rearranged. An estimate

of the fraction of the excitation energy which is thermalized in the abrasion process was

derived in Ref. [25]. The intrinsic equilibration time is defined as:

τintr(t) = 2× 10−22MeV · s/e∗(t) (2.14)

where e∗(t) is a function describing the excitation energy per nucleon in the system as a

function of time. e∗(t) for a peripheral collision was assumed to grow linearly as a function

of time:

e∗(t) = αt, (2.15)

where

α =
E∗

A∗t1
, and (2.16)

where E∗ is the total excitation energy, A∗ is the total mass of the prefragment, and t1 is

the time required for the abrasion process. The excitation energy per nucleon that is not

thermalized during the abrasion process, e, is derived from the expression:

de

dt
= α− e

τintr
= α− α et

2× 10−22MeV · s (2.17)

By integration, the following is obtained:

e(t) = α

(∫ t

0
exp[0.5βt′2]dt′

)
exp[−0.5βt2] (2.18)
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Table 2.1: Input variables for calculating the fraction of energy equilibrated during the
abrasion process expressed in Equation 2.18.

A∗ t1 E∗ e∗(t1) e(t1) f
(s) (MeV) (MeV/u) (MeV/u) (%)

30 2.9×10−23 35 1.1667 1.10305 5.5

with

β =
1

2× 10−22MeV · s
E∗

A∗t1
(2.19)

Through simulation, Gaimard et al. [25] showed that less than 20% of the energy is thermal-

ized during the abrasion process for reactions at bombarding energies of 1 GeV/u. There-

fore, that the assumption made on the lack of thermalization in such systems is reasonable.

Gaimard et al. showed that the fraction of the excitation energy thermalized in the reaction

becomes smaller as fewer nucleons are stripped in the abrasion process. The calculation of

thermalization for the system of interest, 32Mg on 9Be at 86 MeV/u, gives a fractional ther-

malization of 5.5%. The parameters used for this calculation are shown in Table 2.1. The

precursor mass, A∗, was taken to be the smallest mass loss that would result in a neon final

fragment (Ab−A∗f = 2) and the excitation energy (E∗) is consistent with the excitation en-

ergy predicted by the model for an abraded mass loss of two. The fraction of thermalization

of 5.5% indicates that a small amount of thermalization is a reasonable assumption.

2.2 Internuclear cascade model

A completely different approach to the projectile fragmentation process was developed using

the scattering of individual nucleons in the projectile and target. The Internuclear cascade

(INC) model ISABEL [26,27] was developed as a generalization of the original VEGAS [18]

Monte Carlo simulation of proton-induced collisions. In contrast to the abrasion/ablation

model, which presents a geometric view of the reaction, INC model describes the reaction as

a sequence of two-body interactions between individual nucleons. The target and projectile
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Figure 2.1: Excitation energy (E∗) versus abrasion mass loss (∆Aabr = Ab − A∗f ) for a
macroscopic (Wilson [24])and a microscopic (Gaimard [25]) abrasion model.

are each treated as a Fermi sea of nucleons with Fermi energy, EF , given by:

EFi =
~2

2mi

(
3π2ρi

)2/3
, (2.20)

where i represents either protons or neutrons, mi is the mass and ρi is either the proton or

neutron density along with the usual constants. The target and projectile nucleons undergo

a series of two-body interactions until the nucleons either escape the nucleus or their energy

drops below a cutoff energy and they are assumed to be captured. This interaction process

describes the pre-equilibrium state of the reaction, and corresponds to the abrasion step in

the abrasion/ablation model. The cutoff energies for protons and neutrons are related to the

average binding energy, 〈BE〉, and differ as a result of Coulomb interaction. The neutron
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and proton cutoff energies are given in the INC by the expressions:

Eneutron
cutoff = EF + 2 〈BE〉 (2.21)

E
proton
cutoff = max


EF + 2 〈BE〉

EF + 〈BE〉+ ECoul

(2.22)

The nucleon interactions produce “hole” states, which contribute to the total calculated

excitation energy. The total final excitation energy is the sum of the energy of the “hole”

states and the kinetic energies of particles that fall below the cutoff:

E∗ = Σ
Nhole
i=0 Ehole + Σ

Nparticle
i=0 Eparticle (2.23)

Details of the interaction mechanism are described in Ref. [18] and are summarized below.

The probability of interaction between a beam of identical particles with momentum ~p1

and density ρ1 and a target of identical particles with momentum ~p2 and density ρ2 is:

P = σ12ρ1ρ2v12, (2.24)

where σ12 is the cross section for the interaction between the projectile nucleon with mo-

mentum p1 and the target nucleon with momentump2 and v12 is the velocity of the beam

relative to the target. If the momentum distribution of the target and projectile nucleons is

now considered, the probability of interaction for a given momentum ~p1 becomes:

P (p1) = ρ1

∫
σ12( ~p2)v12( ~p2)

∂ρ2
∂ ~p2

d ~p2 (2.25)

The probability of interaction of the particle per unit path length is thus:

Q =
P (p1)

ρ1v1
=

1

v1

∫
σ12v12

∂ρ2
∂ ~p2

d ~p2 = λ−11 , (2.26)

where λ1 is the mean free path. The probability of a bombarding particle to interact between

a and a+ da follows a Beer’s law attenuation:

dN(a) = e−QaQda. (2.27)
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Figure 2.2: Excitation energy (E∗) versus abrasion mass loss (∆Aabr = Ai − A∗) for a
macroscopic model (Wilson [24]), a microscopic model (Gaimard [25]) and an INC calculation
(ISABEL [27], [26]) for the reaction of 32Mg with Be. ISABEL line represents the average
E∗ found for fragments with Z=11. The bounds of the ISABEL region are given by the RMS
of the excitation energy distribution for each Ab − A∗f , see the text.

Therefore, the probability of interaction over the whole volume, a is

N(a) = 1− exp(−Qa) = 1−
n∏
i=1

exp

(
− 1

n
ρσ
′
i

)
(2.28)

and the probability of interaction in the volume δa = a
n is:

N(δa) = 1− exp(−ρσ′iδa). (2.29)

The physical location of the collision and target nucleon with which the given projectile

nucleon interacts are determined by comparison of the probability, N(δa), to a random

number, and the cross section σ
′
i is determined from an interpolation of cross section data

for nucleon-nucleon scattering.

The results from a calculation of the INC model ISABEL taking parameters from the

present experimental conditions are shown in Figure 2.2. The average excitation energy for
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each Ab −A∗f intermediate product is shown for the Z=11 prefragments from a 32Mg beam

reacting with a 9Be target at 86 MeV/u. A key feature of INC models is that a wide range

of excitation energies is generated for a given Ab − A∗f . The RMS value of the excitation

energy distribution for each precursor fragment mass is shown by the band in the figure.

Notice that the macroscopic and microscopic abrasion/ablation and INC models all predict

a general increase in E∗ with Ab − A∗f but with significantly different values.

2.3 De-excitation of prefragments

The probability of an excited prefragment to decay into a final fragment is dependent on

the overlap between the initial and final states. This overlap is quantified in the transition

probability, given by Fermi’s goldern rule [28]:

λ =
2π

~
∣∣Vfi∣∣2 ρf (2.30)

where λ is the transition probability, ρf is the density of states, and |Vfi| depends on the

wavefunctions of the initial and final states (ψi and ψf respectively):

|Vfi|2 = |(
∫
ψ∗fVPψidτ)|2 (2.31)

Statistical evaporation models provide an analytic solution to Equation 2.30. One such

model is the projection angular-momentum, coupled evaporation model that has been imple-

mented in the computational code PACE [17]. PACE can be used to calculate the transition

probabilities and level densities that provide a framework to calculate the emission of parti-

cles and thus the probability of decay of the excited prefragment into a given final fragment.

PACE determines these transition probabilities from a full optical model calculation us-

ing the spin-dependent level density, in which the rotational energy is subtracted from the

excitation energy:

ρf (E, J) = ρ0(U)(2J + 1)exp(2[a(U − Erot(J))]1/2) (2.32)
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Table 2.2: Sample input file for PACE calculation

Parameter Value Description

NCASC 40000 Number of cascades in Monte Carlo calculation
INPUT 2 Type of input
FYRST 0 Determines which yrast line will be used to give Erot
BARFAC 0 Fission barrier
ARATIO 1 Ratio of Fermi gas level density parameter to ground state value
FACLA 10 Level density
IDIST 1 Format of output file
MDIR 0 Spin projection state of the compound nucleus
ITRAC 0 Format of output file
NOSHL 0 Mass values (NOSHL=0 uses AME2003)

where U = E−P and P is the pairing energy; ρ0 is determined by the Gilbert and Cameron

formalism [29] and Erot is determined by calculation [17]. A modified version of PACE

[?] was used in the present work to simulate the decay of excited prefragments, in which

the rotational energy, Erot, and level density ρ0 [29] are given in the input file [30]. The

deexcitation process is accomplished with a Monte Carlo procedure, with the number of

deexcitation cascades given in the input file. A sample input file can be seen in Table 2.2.

The evaporated neutrons are emitted isotropically in the center-of-mass frame when an-

gular momentum is not important, but are forward focused in the lab frame due to the high

velocity of the initial secondary beam, as illustrated in Figure 2.3. Therefore, these neutrons

can be detected efficiently in a detector system that is placed near or around zero degrees in

the lab frame.

Up to the present, only the overall effects of the variation of excitation energy with mass-

loss on the final fragment mass and charge distributions have been studied. That is, the

mass and charge distributions have been interpreted in terms of assumed correlations of the

excitation energy with abrasion mass loss [19], [31] or the momentum distributions of the final

products have been interpreted in terms of a fast abrasion and a slow evaporation process [22],

[32]. In the present work, the de-excitation neutrons were measured in coincidence with
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Figure 2.3: Schematic view of the evaporation of neutrons from the excited prefragment as
an isotropic process in the rest, when angular momentum is not important. However, due to
the high forward momentum of the prefragment in the lab frame, the evaporated neutrons
become highly forward focused.

the final fragments. These new measurements provided a new insight into the reaction

mechanisms and were able to differentiate among the predictions of the reaction models.
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Chapter 3

EXPERIMENTAL DETAILS

3.1 Beam characteristics

3.1.1 Primary beam

A sample of 48Ca was ionized by an electron cyclotron resonance (ECR) ion source and

injected to the K500 cyclotron at NSCL. The the K500 and K1200 were used to accelerate

the beam to 12.32 MeV/nucleon and 140 MeV/nucleon, respectively. The final beam was

produced in a fully stripped state, i.e. a charge of 20+. This beam impinged on a 1316

mg/cm2 thick natural beryllium target to produce the 32Mg secondary beam necessary for

the present work. The 32Mg secondary beam was then separated out from the other reaction

products by the A1900 fragment separator [1].

3.1.2 Secondary beam

The A1900 fragment separator can produce a secondary beam by the combination of mag-

netic selection and energy loss in a solid degrader that selects individual isotopes. The

separation is based on mass-to-charge ratio and is accomplished by selecting products ac-

cording to a bend radius in a magnetic field. The force on a particle with charge q moving

through a magnetic field with strength ~B and velocity ~v is

~F =
d~p

dt
= q~v × ~B. (3.1)

Integrating with respect to time on both sides of Eq. 3.1 and taking p(to) = 0 and v(to) = 0

with a magnetic field which is constant over time,

p = mv = qBρ (3.2)
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or

Bρ =
mv

q
(3.3)

Variations in the mass-to-charge ratio for different beams are directly proportional to changes

in the magnetic rigidity, causing the paths of the beams through the series of dipole magnets

in the A1900 to be different.

The magnetic rigidities of the four superconducting dipole magnets, which constitute the

segments of the spectrometer, were set to the calculated rigidity of the secondary beam. An

aluminum achromatic wedge with thickness 600 mg/cm2, placed at the intermediate focal

plane at the midpoint of the separator, was used to select the 32Mg secondary beam. This

wedge provided a unique energy loss for the isotope of interest that allowed the third and

fourth dipoles to separate the desired 32Mg secondary beam from the other products. Finally,

slits at the intermediate image of the A1900 were used to limit the momentum acceptance to

0.5%. After exiting the A1900 fragment separator, the energy of the 32Mg secondary beam

was 86 MeV/u, with a beam purity of 95% and a 32Mg secondary beam rate of 46 pps/pnA.

The largest contaminant was 34Al (see section 4.3.1).

3.2 Experimental Configuration

A schematic view of the experimental setup used to measure the excitation energy of neon

prefragments is shown in Figure 3.1 and is described in more detail in the following sections.

The secondary 32Mg beam was focused onto the Be reaction target, with a beam spot size

of ∼ 2 cm, by a triplet of quadrupole magnets after the beam entered the N2 vault. A thin

0.254 mm plastic scintillator was positioned just upstream of the target, to provide a start

time for the neutron and particle time-of-flight (ToF). The Be reaction target was located

at the object position of the Sweeper magnet [16], a 3.8 T large-gap dipole magnet.

Fragments produced following the interaction of the 32Mg with the production target

were bent by the Sweeper magnet, and their positions and trajectories were determined by
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Figure 3.1: Schematic view of the Sweeper-MoNA experimental setup in the N2 vault at
NSCL.
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Figure 3.2: Schematic view of the charged particle detectors near the target and at the focal
plane of the Sweeper magnet
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two cathode readout drift chambers (CRDCs). A multi-segmented ion chamber downstream

of the CRDCs was used to measure the energy loss of the charged fragments. A thin 0.5

cm plastic scintillator,placed downstream of the ion chamber, provided the master trigger

for the experiment as well as a measurement of the fragment energy loss [33]. Finally, a

thick, 15 cm plastic scintillator stopped the charged fragments, and was used to measure the

residual energy of the charged fragments. A schematic view of these detectors is shown in

Figure 3.2, and more details on the individual detectors are given below.

Neutrons produced in the reaction at the Be reaction target were forward focused due

to the high beam velocity of the emitting fragments (∼0.3c). These neutrons were detected

by the Modular Neutron Array (MoNA) [15]. MoNA was reconfigured from its normal

arrangement of a single array centered about 0◦ to two stacks to maximize the horizontal

angular coverage. The time of flight from the target to MoNA was used to determine total

energy of the neutrons, while the segmentation of the detector was used to provide the

position and angle of the detected neutrons.

3.2.1 Beam line detectors

3.2.1.1 A1900 focal plane scintillator

A 1.008 mm thick plastic scintillator made of Bicron BC-404 material was positioned at the

A1900 focal plane and was the first of a pair of detectors used to measure the time-of-flight

of the secondary beam. When charged particles pass through a scintillator material, some

of the molecules in the material are excited. The hydrocarbons in the plastic have carbon-

carbon double bonds with a conjugated π-electron structure. The interaction of charged

particles with the material excites some of the electrons in these π energy levels. Light

is emitted when the molecules de-excite, either promptly through fluorescence, or following

inter-system crossing through phosphorescence, which has a significantly longer lifetime. The

photons that are emitted during the de-excitation process are collected at the photocathode
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Figure 3.3: Schematic view of the operation of a CRDC from Ref. [33].

of a photomultiplier tube (PMT), where the photon signal is converted to an electrical signal,

via the photoelectric effect, and amplified before finally being processed and recorded [34].

3.2.1.2 Tracking Cathode Readout Drift Chambers

Each CRDC detector was filled with a gas mixture of 80% CF4 and 20% isobutane (C4H10)

held at a total pressure of 50 Torr. Charged particles entering the CRDCs ionized the gas

molecules as they passed through, creating ion pairs. A schematic of a CRDC is shown in

Fig 3.3 [33]. The electrons were subjected to a vertical drift voltage of -250V, causing them

to drift toward and then through the Frisch grid, and then were avalanched on the anode

wire, which was held at +1100V. Charge collection on the anode wire induced a signal on

64 aluminum pads placed perpendicular to the wire, with a 2.54 mm pitch. The position of

the charged fragment in this, the dispersive, direction was determined by the distribution of

induced charge on the aluminum pads. The calibration slope for position in the dispersive

direction was determined by the fixed pitch of the pads, while the offset of the absolute
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position was determined by a mask calibration. The mask was a tungsten plate with holes

drilled at specific locations, allowing the beam to illuminate the detector at known physical

locations. The results from sample mask calibration runs are shown in Figure 4.2. The

position in the non-dispersive, vertical, direction was determined by drift time from the

interaction point to the anode wire. This drift time was also calibrated as part of the same

mask calibration procedure. The centers of the CRDCs were positioned along the beam axis

1.723 m and 3.546 m from the target.

3.2.2 Target chamber

The target chamber in the N2 vault contained a 235 mg/cm2 thick beryllium reaction target

and a 0.254 mm thick plastic scintillator located 0.065 m upstream of the target. The plastic

scintillator was operated in the same manner as that described in Section 3.2.1.1. The platic

scintillator provided a reference signal for the time of flight of the beam, charged particles,

and neutrons. The detector was operated in the fringe field of the Sweeper magnet, so its

performance was dependent on the Sweeper magnetic field.

3.2.3 Sweeper magnet

The Florida State University-Michigan State University Sweeper magnet [16] used in the

present work is a dipole magnet with a maximum field of 3.8 T and a bending angle of 43◦.

The vertical gap of the magnet is large enough to allow forward-focused neutrons to pass

through relatively unimpeded. To maintain vacuum in the magnet gap, the neutrons have

to pass through a 6.4 mm thick steel plate at zero degrees referred to as the neutron window.

The opening angle of the magnet at the neutron window is ±12.6◦ in the horizontal direction

and ±2.9◦ in the vertical direction, with respect to the target.

To detect the widest range of isotopes of neon and neighboring elements, three differ-

ent magnetic rigidity settings of the Sweeper magnet were used: 3.75 Tm (345 A), 3.15 Tm

(270 A) and 2.97 Tm (250 A). The ranges of fragments that should, based on calculated rigidi-
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Figure 3.4: Calculated central values of the rigidities of the fragments in the focal plane of
the Sweeper magnet for each of the three Bρ settings used in the experiment. The settings
are distinguished by the magnet current in amperes.

ties, have reached the focal plane for these settings are shown schematically in Figure 3.4.

The Sweeper magnet ridity settings were selected to give the widest range of fragments that

did not allow the 32Mg beam to strike any of the focal plane detectors.

3.2.4 Focal plane detectors

There were five detectors located in the focal plane box along the charged particle flight path

after the Sweeper magnet. These detectors were used to fully characterize the charged par-

ticles that resulted from the interaction of the 32Mg beam in the reaction target. Following

the Sweeper magnet, two CRDCs were used to determine the position and angle of charged

particles. The operation of these CRDCs was the same as that of the tracking CRDCs de-

scribed in Section 3.2.1.2, but the detector specifications were slightly different. The focal

plane CRDCs had dimension 30 x 30 cm2 and had 128 cathode readout pads with a 2.54

mm pitch. The gas pressure in each detector was maintained at 50 Torr, with the same 80%

CF4 and 20% isobutane mixture, and the anode and drift voltages were set at +950 and
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-800 V, respectively. The detectors were positioned 1.82 m apart.

Downstream of the CRDCs was an ionization chamber, used to measure the energy loss

needed for element identification of the reaction products. The ion chamber was filled with

P-10 gas, 90% argon and 10% methane (CH4), at 300 Torr. As with the CRDCs, charged

particles that passed through the ion chamber ionized the gas, releasing electrons, which

travelled through the detector in response to a -800V drift voltage. The charge was collected

after passing through a Frisch grid on 16 charge collection pads each held at +1100 V. The

induced signal on the pads was integrated to give a signal proportional to the energy lost in

the detector.

The furthest downstream detectors were two BC-404 plastic scintillator detectors. The

mode of operation for these plastic scintillators was the same as described in Section 3.2.1.1.

These scintillators each had an area of 40 x 40 cm2. The large active area necessitated

coupling each detector to four PMTs, with a PMT positioned at each corner of the detector

along the top and bottom edges. The upstream scintillator was 0.5 cm thick and was primar-

ily used to generate a timing signal. The downstream scintillator was 15 cm thick, sufficient

to stop the ions. The charge collected in this second scintillator gave a signal related to the

range of the charged fragment in the material, which is a function of the energy and nuclear

charge (Z) of the fragment, and was used to identify elements generated in the reaction.

3.2.5 Modular Neutron Array

The Modular Neutron Array (MoNA) [15] consists of a gross (144) of 2 m x 10 cm x 10 cm

BC-408 plastic scintillator bars with a light guide coupled to a PMT on each end of each bar.

For this experiment, the bars were arranged for the first time in a two-stack configuration,

with one stack, henceforth referred to as “MoNA”, positioned on the beam axis, and the other,

referred to as “MoNA′”, to the side of the beam axis, as illustrated in Figure 3.1. MoNA and

MoNA′ each contained nine layers of bars stacked eight bars high. The supporting tables

were elevated such that the assembled bars were centered on the beam axis (four below and
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four above). The front face of MoNA′ was positioned 4.3 m downstream of the target, and

MoNA 6.29 m downstream of the target. This arrangement of MoNA and MoNA′ allowed

for 52◦ of horizontal angular coverage, from +39◦to− 13◦.

The neutrons generally interacted with the protons (hydrogen nuclei) within the plas-

tic. When a neutron directly struck a proton, the proton recoiled out of the molecular

structure, generating excitations and finally scintillation light in the manner described in

Section 3.2.1.1. These photons traversed the length of the scintillator, in both directions,

and were transmitted by the light guides into the PMTs at the bar ends. The time difference

between the signals observed at the end of each bar was used to determine the horizontal

(x) position of the neutron event by the relation:

∆t =
1

2
(tl − tr) (3.4)

The vertical (y) and longitudinal (z, the beam direction) positions of a neutron interaction

were determined by the discretization of the array; namely, which bar registered the hit. As

each bar in the array has dimension 2 m x 10c m x 10 cm, the y and z position measurements

had an uncertainty of ±5 cm.

3.2.6 Electronics and Data acquisition

The electronics and data acquisition (DAQ) for both the neutron array (MoNA and MoNA′)

and the Sweeper setup have been described in detail in Refs. [35], [36] and [37], so only

a brief summary is provided here. For each event, charge and time signals were recorded

for both the charged particle and neutron detectors. Each MoNA/MoNA′ PMT has two

signal outputs, from the anode and the dynode. The anode signals were used for the timing

signals. The signals were passed through constant fraction discriminators (CFDs) to convert

the signals to logic pulses and finally to time-to-digital converters (TDCs) to be recorded.

The dynode signals were inverted and then processed by charge-to-digital converters (QDCs)

and read out.
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Table 3.1: Logic signals sent between the Sweeper and MoNA/MoNA′ subsystems. Valid
time signals must surpass the CFD threshold

Logic signal Description

Sweeper trigger Valid time signal in the thin scintillator upper left PMT
MoNA trigger Valid time signal in any MoNA PMT
MoNA valid Valid time signal from both PMTs on at least a single bar
System trigger Valid time signal in the thin scintillator upper left PMT
Busy The system is working to process event data

A description of the logic signals used in this experiment in the MoNA/MoNA′-Sweeper

setup is outlined in Table 3.1. This experiment was operated in “singles” mode, meaning

the system trigger only required a valid signal from the thin scintillator in the Sweeper

focal plane. Thus, events were recorded regardless of the presence of a neutron signal,

allowing neutron multiplicity zero events to be recorded. The timing signals from the

MoNA/MoNA′/Sweeper setup are illustrated schematically in Figure 3.5. As just described,

the master trigger for the experiment was the thin plastic scintillator at the Sweeper focal

plane. The logic time signal was generated by a CFD that provided a digital NIM logic pulse

before being sent to the Level 2 logic module, an FPGA (field-programmable gate array),

which provided the trigger logic for the whole system. This trigger signal opened a 250 ns

coincidence window for events from MoNA/MoNA′. The presence of a valid neutron event

was determined by the Level 1 logic modules by requiring signals from both PMTs on at

least one MoNA or MoNA′ bar. The general logic conditions are given in Table 3.1. The

experiment was run over a period of 5 days with a total of 8x105 fragments observed and

4x105 neutron coincidences. The analysis of this data is discussed in the following chapter.
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Figure 3.5: A schematic diagram of the combinations of the timing signals for the
MoNA/MoNA′ and Sweeper electronics used to form the Level 1 and Level 2 triggers.
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Chapter 4

ANALYSIS

4.1 Overview

The goal of the present analysis was to extract the excitation energy of precursor fragments

formed in the fragmentation of 32Mg ions in a 9Be target. Coincidences between a range of

sodium, neon, and fluorine projectile fragments detected in a tracking detector system and

neutrons detected in a large position-sensitive array were analyzed to extract the excitation

energy distributions. The experimental devices described in the previous chapter were cal-

ibrated following the procedure outlined in Section 4.2. The multiplicity information from

the neutron detectors was then compared to the output of neutron evaporation simulations

described in Section 5.2 and a χ2ν analysis was performed to determine the best excitation

energy and prefragment for each detected fragment.

4.2 Calibrations

4.2.1 Neutron detectors: MoNA/MoNA′

The neutron detectors were calibrated prior to the experiment using cosmic ray muons. These

muons are a result of a cosmic ray interaction in the upper atmosphere, creating a shower

of pions. The pions then decay into fast-moving muons, generally at v=0.98c, and arrive at

the earth’s surface with a flux of roughly 1/m2/s [38]. The decay of a high-energy cosmic

ray is illustrated schematically in Figure 4.1. These muons interact with the MoNA/MoNA′

bars, despositing the electron-equivalent of 22 MeV each. As the muons travel at a constant

velocity and deposit a consistent, known amount of energy, cosmic muons are ideal for offline

calibration of these scintillator bars.
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Figure 4.1: Schematic representation of an air shower resulting from the interaction of a
high-energy cosmic ray, in this case a proton, with the atmosphere [39]. The scattering and
decay angles are greatly exaggerated.

Small variations in PMT voltage and photocathode performance in the 144

MoNA/MoNA′ bars result in variations in the observed light output from cosmic ray events.

A gain-matching procedure was established to ensure that the energy measurements by the

PMTs on each bar are consistent. Prior to the experiment, cosmic ray data were collected

for all PMTs, and the observed charge signal was used to calibrate the relative energy output

of each PMT. The charge distribution signal for each bar was collected from the inverted

dynode signal from the PMT and input into a QDC, from which the digital signal was

registered and found to be proportional to the energy deposited in each bar. The individual

energy spectra were found to contain a single peak from the muon interactions and a first

order polynomial fit was established such that the channel number of the centroid was set

to the known energy deposited by cosmic muons and the smallest recorded channel number

was set to zero energy.

The anode signals from MoNA/MoNA′ were processed by a CFD followed by a TDC,
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which digitized the time difference between the signal from each PMT and the master trigger

signal. The TDCs were calibrated with a time pulser, which provided a single set of reference

signals to all TDCs simultaneously.

The absolute time delay of the neutron signals was determined on-line using the so-

called gamma flash from the target. Gamma rays from reactions in the target also interact

with MoNA/MoNA′, although with a much lower efficiency, and travel a known distance to

MoNA/MoNA′ from the target. As the gamma rays travel with a known velocity, v = 1.0c,

this time difference provides an absolute time calibration. The time-of-flight to the central

bar of the first layer in MoNA and MoNA′ was calibrated using the gamma flash, while

the relative positions of the other bars were determined using cosmic muons. Muons which

travelled through the array at various angles were used to tie the time distributions of the

layers together.

Finally, the horizontal position of interactions in MoNA/MoNA′ was calibrated, again

using cosmic muons. The horizontal position of the event was determined from the time

difference between signals from the PMTs that were mounted on each end of a bar:

∆t =
1

2
(tl − tr) (4.1)

The times were measured in ns, and thus a conversion to position from time difference was

needed. The effective ends of the bars were defined as the points at which the time spectra

reached 1
3 of its maximum height in the cosmic muon data. The slopes and offsets of the

position calibration were then found using the expressions

m =
200

tl(end) − tr(end)
, (4.2)

and

b = −m
tl(end) + tr(end)

2
, (4.3)

where m is the slope, b is the offset, and tl(end) and tr(end) are times at which the time

spectra reaches 1
3 of its maximum height.
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(a) CRDC1 mask signal (b) CRDC2 mask signal

Figure 4.2: Typical mask images obtained for calibration are show for the two cathode
readout drift chambers (CRDCs) located after the Sweeper magnet. The holes in the mask
were used to determine the slopes and offsets for the position calibration. A 28Mg beam was
used for these mask calibrations.

4.2.2 Charged particle detectors

4.2.2.1 Cathode readout drift chambers

The positions of charged particles that passed through the CRDCs were determined by fitting

a Gaussian function to the distribution observed on the readout pads for the horizontal

position and using the drift-time for the vertical position. The slope for the horizontal

calibration was determined by the physical pad pitch (2.54 mm). The offset was determined

by a mask calibration with holes in known positions to define relative positions. The vertical

calibration parameters were determined from a linear fit of the observed signals to the known

hole positions. The calibration spectra from the CRDCs in the focal plane can be seen in

Figure 4.2.

4.2.2.2 Scintillators

The PMTs attached to the plastic scintillators used for charged-particle detection needed to

be gain matched. This calibration was completed after the experiment and then applied to
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the data prior to analysis. A reference signal was obtained by setting the Sweeper magnet

such that the unreacted 32Mg beam struck the middle of the focal plane detectors. The

energy signal of the unreacted beam in the center of the scintillators was found to be roughly

constant with respect to the small variations in position, and thus the response from the four

different PMTs for each scintillator was mapped to a constant energy.

The response of the thin plastic scintillator was also corrected for any position dependence

by sweeping the unreacted 32Mg across the focal plane. The trajectories of the incoming

particles were determined from the CRDCs in the focal plane. A second order polynomial

function was necessary to correct the observed variation of the signal of the scintillator, with

parameters given in Table 4.1.

Finally, the scintillator signals were aligned in time also using the unreacted 32Mg beam.

The known physical detector positions and kinetic energy of the beam were used to calculate

the timing offsets for the thin and thick scintillators. From the Bρ of the final segment of

the A1900, the kinetic energy of the 32Mg beam was calculated to be 85 MeV/u at the thin

timing scintillator preceeding the target. Based on LISE++ [6] calculations, the beam lost

253 MeV going through the target. The time offset for the PMT on the upper left corner

of the thin scintillator was set to the time-of-flight of a 32Mg beam particle from the target

timing scintillator to the thin scintillator of 36.02 ns. Offsets for the other three PMTs were

set to align the other signals in time.

4.2.2.3 Ion chamber

The signals from the 16 pads of the ion chamber were also gain matched using the unreacted

32Mg beam. A slope for each pad was determined by aligning the means of the collected

charge signals from unreacted 32Mg beam to a consistent but arbitrary value. The position-

sensitive CRDCs upstream from the ion chamber were then used to correct for the signal,

based on the trajectories of the incoming particles. The parameters for this correction are

also given in Table 4.1.
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Table 4.1: Correction parameters for the thin scintillator and ion chamber positions

Corrected signal Position Zeroeth order First order Second order

Thin scint energy Thin x-pos 660.1 0.057 -0.0037
Ion chamber summed signal Thin x-pos 457.3 -0.592 N/a

4.3 Charged fragment identification

The detectors at the end of the flight path downstream of the Sweeper magnet, shown

schematically in Figure 3.2, were used together to identify the mass and charge of each

fragment. These charged fragments were then correlated on an event-by-event basis with

corresponding neutron events that were detected in MoNA/MoNA′. The following sections

describe the process used to identify the charged fragments.

4.3.1 32Mg beam selection

The 32Mg secondary beam was selected by the A1900 mass spectrometer, as described in

Section 3.1.2. The beam was 95% pure with the main contaminant being 34Al, which ac-

counted for 1.5% of the beam. Light fragments produced in the A1900 wedge were also

present at a rate of 1.7%. Separation in the A1900 was accomplished by variations in the

mass-to-charge (m/q) ratio of the components of the beam.

The m/q ratios of the beam and the contaminants are given in Table 4.2. The velocities

of the different components were calculated from the magnetic rigidity, Bρ, of the final

segment of the A1900 of 3.6416 Tm. The distance from the A1900 object scintillator to the

target timing scintillator was 11.52 m, which allowed the time-of-flight from the A1900 object

scintillator to the timing scintillator just upstream from the reaction target to be calculated,

shown in Table 4.2. The separation in time-of-flight of the three beam species listed in

Table 4.2 indicates that separation of the 32Mg beam from contaminants was possible. The

32Mg beam particles were individually selected from the contaminants using this time-of-
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Table 4.2: Tabulation of the calculated mass-to-charge ratios, velocity of beam fragments,
and time-of-flight from A1900 to the timing scintillator for the secondary beam, 32Mg, and
the major contaminants.

Beam mass-to-charge ratio (m/q) velocity (v) ToF A1900-timing scint

32Mg 32/12 = 2.667 13.66 cm/ns 84.33 ns
34Al 34/13 = 2.615 13.92 cm/ns 82.74 ns
30Na 30/11 = 2.727 13.35 cm/ns 86.28 ns

flight and the charge deposited in the timing scintillator, as indicated in Figure 4.3.

4.3.2 Element identification

Identification of the atomic number of each fragment was accomplished using a two-dimensional

representation of the energy-loss versus total energy, with the energy loss taken as the ∆E

from the ion chamber and residual energy from the thick scintillator signal. The quality of

the elemental separation for all Sweeper settings is shown in Figure 4.4. ∆E versus Etot can

be used to identify the atomic charge (Z) since

∆E = ∆x× dE

dx
∝ mZ2

E
(4.4)

where m and E are the ion’s mass and energy, respectively and x is the thickness of the

material.

The unreacted beam is the strongest component in these distributions, which clearly

identifies the Z=12 magnesium events. The resolution is adequate to clearly separate the

Z=10 neon isotopes from the surrounding Z=11 sodium and Z=9 fluorine fragments. Gates

were applied to these spectra to select the isotopes for further analysis.
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Figure 4.3: Beam identification plots using charge deposited in the scinillator upstream of
the target versus ToF from the A1900 object plane to the timing scintillator in the vault.

4.3.3 Isotope separation

The Sweeper dipole magnet disperses isotopes by their momentum-to-charge ( |p|q ) ratio,

according to the magnetic rigidity (Bρ) of the magnet:

ρ =
|p|
qB

=
|v|m
qB

(4.5)

This dispersion causes differences in the path lengths of the fragments that pass through the

Sweeper magnet. If velocity in the above expression is replaced by distance (D) over time
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Figure 4.4: Energy loss signals from the ion chamber as a function of the ToF from the
scinillator upstream of the target to the thin scintillator downstream of the Sweeper magnet.
Elemental separation is shown for the three Sweeper rigidity settings used in this work: (a)
2.97 Tm, (b) 3.15 Tm, (c) 3.45 Tm.
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Figure 4.5: 3-d histogram of x-position vs x-angle vs time-of-flight observed for Ne isotopes
with the 3.15 Tm setting of the Sweeper magnet.

(t), then the following expressions result:

D

t
=
qBρ

m
(4.6)

or

t =
Dm

qBρ
(4.7)

Thus, the time-of-flight for fragments that pass through the Sweeper magnet is directly

proportional to the path length (D), which allows for a separation in time according to

the mass-to-charge ratio of the fragment. The situation is complicated by variations in the

incoming trajectories of the particles and the spread in the momentum distribution resulting

from the reaction, both of which introduce a correlation between the position and angle

of the fragments in the detectors. A corrected time-of-flight was calculated with tracking

information from the CRDCs, according to the method described in detail in Ref. [40].

The isotope separation of neon fragments can be seen in the 3-dimensional histogram of
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Figure 4.6: Projection of the time-of-flight shown in Figure 4.5 onto the x-position vs. x-angle
plane. Colors represent the time-of-flight. Bands of constant color were used to construct a
corrected time-of-flight parameter

the x-position versus x-angle versus time-of-flight shown in Figure 4.5. The bands in this

figure represent the different isotopes of neon. The correlation between the position and

angle must be reduced into a single parameter to create a corrected time-of-flight. This

was accomplished by the projection of the three-dimensional histogram onto the position-

angle plane, the result of which can be seen in Figure 4.6. The bands of constant color

represent constant time-of-flight through the Sweeper system. A second order polynomial

was used to describe the curvature of these bands and to produce a linear variation referred

to as “emittance”. The polynomial parameters are given in Tables 4.3, 4.4, and 4.5. The

variation of the emittance parameter is shown versus time-of-flight in Figure 4.7, where

isotope separation is now depicted in two dimensions. The correlation between emittance

and time-of-flight was then removed by a linearization to produce a corrected time-of-flight.
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Figure 4.7: “Emittance” versus corrected time of flight for the neon data obtained with the
3.15 Tm magnet setting, resulting from the projection of the data shown in Figure 4.6

Further corrections were applied to account for other dependencies observed in the focal

plane detectors. Tables of the correction parameters for all three Sweeper settings can be

seen in Tables 4.3, 4.4, and 4.5. The overall separation obtained for neon, sodium, and

fluorine isotopes is shown in Figure 4.8. Excellent separation was obtained for all these

products at the two lower magnetic field settings. Poor resolution in the timing scintillator,

caused by its operation in the Sweeper magnet fringe field, meant that only the neon isotopes

could be reliably separated at the highest magnetic rigidity.

4.4 Fragment production cross section

Yields for charged fragments were compared to those predicted by LISE++ [6] for charged

fragments with complete momentum distributions in the focal plane of the Sweeper magnet.
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Figure 4.8: Particle identification functions for the observed isotopes for sodium (4.8a), neon
(4.8b), and fluorine (4.8c) from the 2.97 Tm setting, sodium (4.8d), neon (4.8e), and fluorine
(4.8f) from the 3.15 Tm setting, and neon (4.8g) from the 3.75 Tm setting.
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Table 4.3: Time-of-flight correction parameters for the 3.15 Tm setting. Polynomial order
was determined empirically.

Parameter First order Second order

Emittance 0.10156 –
Y position -0.00873 -0.0004237
X position 0.000794 -0.000309
Thick scint energy 0.001233 –
CRDC y position 0.00487 5.98e-5

Table 4.4: Time-of-flight correction parameters for the 3.75 Tm setting

Parameter First order Second order

Emittance 0.160 –

Table 4.5: Time-of-flight correction parameters for the 2.97 Tm setting

Parameter First order Second order

Emittance 0.11299 –
Y-position 0.004443 0.0004776
Y-angle 0.00576 0.0015
Thick energy 0.00159 –

The large momentum distributions for these fragments and wide range of charged fragments

observed meant that only a few of the many observed fragments were centered on the focal

plane with complete distributions. The tabulation of these cross sections is shown in Ta-

ble 4.6. The comparison between the observed and simulated cross sections indicates that

there is a trend of under prediction in the cross section in LISE, but agreement is within 1σ.

4.5 Neutron hits

When a beam particle passed through the target scintillator, a coincidence window was

opened to record neutron hits in MoNA/MoNA′. As described in Section 3.2.6, a hit in
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Table 4.6: Comparison of observed experimental production cross sections for centered
charged fragments with LISE++ predictions

Fragment Experimental cross section (mb) LISE++ cross section (mb)

26Na 14 ± 3.5 10.8
27Na 23 ± 6 17.6
24Ne 14.5 ± 4 10

MoNA/MoNA′ was considered valid when both PMTs on a single bar registered a signal

above the threshold. The number of neutrons emitted in the reaction could not be directly

measured as a result of neutrons scattering on carbon nuclei in the scintillator (so called

dark scattering) and multiple scattering of neutrons within the array.

Though the number of hits in MoNA/MoNA′ does not directly measure the true multi-

plicity, meaning the number of neutrons emitted in the reaction, the simple hit multiplicity,

the number of valid neutron events, should increase as the number of emitted neutrons in-

creases. This increase was confirmed with GEANT4 simulation of the detector response. The

hit multiplicity was defined as the number of bars in MoNA/MoNA′ in which both PMTs

see a signal with amplitude greater than the hardware threshold of 10 mV (350 keVee). The

neutron hit multiplicity distribution was a compilation of all neutron information for a given

fragment, binned according to the number of bars with a valid signal on an event-by-event

basis. The neutron hit multiplicity distribution was used in the subsequent analysis to de-

termine the best-fit precursor fragment and excitation energy for each observed fragment.

The distributions are shown in Figures 5.1, 5.2, and 5.3. The distributions are shown in

terms of “Probability”, where the distributions were normalized relative to the total number

of observed hits for each fragment.

The kinetic energy of forward-directed neutrons was used to verify the source of the

neutrons. Neutrons emitted by de-excitation of the precursor projectile fragment should

have a kinetic energy similar to that of the beam, roughly 80 MeV. In contrast, neutrons

stripped from the projectile by the target should have a kinetic energy roughly half that of
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Figure 4.9: Neutron kinetic energy from MoNA/MoNA′ for a 25Ne final fragment.

the beam, since nucleon removal from the projectile is a nucleon-nucleon process. Thus, the

kinetic energy of the removed neutron should be equal to the energy of the center-of-mass.

As the target is stationary, of course, the neutron energy should be reduced by half.

The kinetic energy spectrum of observed, forward-focused neutrons in MoNA/MoNA′

during this experiment is shown in Figure 4.9. The distribution is roughly Gaussian, with

a slight asymmetry towards smaller energies. The slight skew in the distribution indicates

that a small portion of the detected neutrons were generated by direct interaction with the

target, rather than the subsequent de-excitation process.
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Chapter 5

RESULTS

The neutron hit multiplicity distributions from the MoNA/MoNA′ arrays were compared

to the output from a statistical evaporation model that was passed through a filter for the

detector response. Following a χ2ν analysis, the best prefragment and excitation energy were

determined for each observed particle. The excitation energy was found to increase with

total mass loss, Ab − Af , with a wide range of excitation energies produced for a given

fast-step mass loss, Ab − A∗f . The variation in excitation energy with mass loss was then

compared to the previous model predictions.

5.1 Detector modelling

The GEANT4 code was used to model the present experiment to determine the neutron coin-

cidence probability [41]. The simulation included the Sweeper magnet steel and the neutron

detector bars that were composed of carbon and hydrogen with light guides and PMTs to

simulate full detector response. The neutron interaction cross sections were taken from the

Menate_R package [42]. However, the Menate_R package included only neutron interaction

cross sections for carbon and hydrogen. The wide angular coverage of MoNA/MoNA′ for

this experiment required that interactions with the steel in the Sweeper magnet be included

in the simulation. Thus, the addition of neutron scattering cross sections with iron was

crucial to successfully model detector response. Experimental cross sections for all neutron

interactions in the relevant energy region with iron were taken from Ref. [43] and added to

the simulation [44].

The GEANT4 simulation was given input from a text file in a specified format (pythia)

giving the particle type (in this case neutrons), the momentum vector in the laboratory

frame and the mass energy of the particle. The detector response of neutrons produced by an
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evaporation model was then obtained for each intermediate fragment and excitation energy

and compared directly to the experimentally observed neutron hit multiplicity distribution.

5.2 Neutron evaporation simulation

After the initial fragmentation process, the precursor fragment was assumed to be formed in

an excited state that de-excites by the emission of particles and gamma rays. The statistical

evaporation code PACE [17], described in detail in Section 2.3, was used to simulate this

process. A PACE calculation could only be performed for a single nucleus at a single, dis-

crete excitation energy. To explore the neutron evaporation products from all prefragments

and energies, this decay calculation was carried out for a wide range of prefragments in 1

MeV steps of excitation energy. The energy and momentum information for the evaporated

neutrons was then coupled to the assumed prefragment momentum to boost the simulated

neutrons into the lab frame. The detector response to each evaporation neutron was then

simulated using GEANT4, described in section 5.1. The evaporation neutrons were consid-

ered on an event-by-event basis in GEANT4.

The individual results of this simulation from each PACE monte carlo event were then

combined and compared to the observed neutron multiplicity distribution for each final frag-

ment. The measured neutron hit multiplicity distributions are shown in Figures 5.1, 5.2,

and 5.3 for all of the fragments observed in this work. An example hit multiplicity distri-

bution with a comparison to the results from the PACE/GEANT4 simulation is provided in

Figure 5.4. As was previously mentioned, a discrete energy was required for each evaporation

simulation. The simulation results shown in Figure 5.4 represented the energy minimum for

each prefragment determined by the χ2ν minimization technique discussed below.

The total hit multiplicity from each simulation, determined from a sum of the hit mul-

tiplicity from the MoNA and MoNA′ detectors, was then compared to the experimental hit

multiplicity for each fragment. The figure of merit for comparing each prefragment and

excitation energy from the simulation to the experimental data was established with a χ2ν
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Figure 5.1: Neutron hit multiplicity data for the observed sodium fragments (29Na (5.1a) -
25Na (5.1e))
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Figure 5.2: Neutron hit multiplicity data for the observed neon fragments (29Ne (5.2a) -
24Ne (5.2f))
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Figure 5.3: Neutron hit multiplicity data for the observed fluorine fragments (23F (5.3a) -
21F (5.3c))

analysis. The quality of fit was determined by comparison of the binned experimental data

to the binned simulation output by the following statistic:

χ2 =
∑
i

(Di − Si)2
Di + Si

(5.1)

and

χ2ν =
χ2

ndf
, (5.2)

where i is the bin number (multiplicity value) in the histogram, Di is the experimental value

of the multiplicity, Si is the value from the simulation, and ndf is the degrees of freedom [45].
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Figure 5.4: Comparison of the experimental hit multiplicity with the results of the
PACE/GEANT4 simulation for 25Nefinal fragments. The hit multiplicity distributions from
the assumed 30Ne, 29Ne, and 28Ne prefragments at the “best” excitation energies of 43,
23,and14 MeV respectively, are shown.

These χ2ν values were then used to generate, for each final fragment, a set of curves, which

showed the variation of the precursor mass and excitation energy from simulation. The

curves for all final fragments are shown in Figures 5.5, 5.6, and 5.7. These χ2ν curves were

used to extract the best E∗ and A∗ for each observed final fragment. It should be noted

that there are some constraints on the prefragment formation and de-excitation process.

First, PACE calculations showed that charged particle evaporation was strongly suppressed

in these nuclei. Therefore, all prefragments should have the same atomic number as the

product. Also, the pickup of neutrons by the projectile from the target was assumed to be

very small [3]. Thus, the heaviest prefragment for the neon isotopes was taken to be 30Ne,

since neon has two fewer protons than the magnesium. Similar arguments were applied to

the other elemental data analyzed in this work. The absolute minimum in χ2ν for the fluorine
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isotopes shows a smaller difference from the other local minima. The small changes in χ2ν

minima for fluorine indicates that the simple picture of a single precursor fragment forming

the final fragment may not be valid for fluorine products.

The 29Ne final fragment offers a straightforward examination of the prefragment as the

only reasonable reaction sequence is 32Mg→30Ne∗→29Ne. The χ2ν minimum depicted in

Figure 5.6a is therefore the best fit. For a more complex case, such as 25Ne, which is

seven nucleons removed from the 32Mg beam, several neon prefragments are possible. The

χ2ν distribution for each prefragment displays a minimum excitation energy, with 30Ne∗

showing the best overall fit at 43 MeV as shown in Figure 5.6e. Higher mass fragments were

not considered to be possible as discussed above.

A direct measure of the total nucleon loss, Ab−Af , between the 32Mg beam and the final

fragments detected in the Sweeper magnet focal plane was possible from these measurements

(see Fig. 5.8). The excitation energies extracted from the χ2ν analysis of the neutron hit

multiplicity distributions from experiment and PACE/GEANT4 simulation are shown for

this observable in Figure 5.9. In general, an increase of excitation energy with total mass

loss is observed but with some variation as a function of atomic number. Such variation is

not predicted by the abrasion models.

5.3 Reaction precursor fragments

The variation of the extracted excitation energy with the total change in mass number,

∆A = Ab − Af (see Figure 5.8), was found to be linear with slopes of approximately 11,

8, and 17 MeV/∆A, respectively. The fact that the slopes depend on the atomic number

of the product indicates a variation in excitation energy with the number of protons re-

moved in the first step of the reaction. As mentioned above, the statistical evaporation

calculations completed as part of this work indicated that proton evaporation is minimal

for these neutron-rich systems. Note that this observable combines mass loss for the entire

reaction. On the other hand, the variation of excitation energy with mass loss in the first
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Figure 5.5: The reduced χ2ν surface obtained for the observed sodium fragments, see the text
for an explanation. Observed fragments were 5.5a 29Na, 5.5b 28Na, 5.5c 27Na, 5.5d 26Na,
and 5.5e 25Na.
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Figure 5.6: The reduced χ2ν surface obtained for the observed neon fragments, see the text
for an explanation. Observed fragments were 5.6a 29Ne, 5.6b 28Ne, 5.6c 27Ne, 5.6d 26Ne,
and 5.6e 25Ne.
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Figure 5.7: The reduced χ2ν surface obtained for the observed fluorine fragments, see the
text for an explanation. Observed fragments were 5.7a 23F, 5.7b 22F, and 5.7c 21F.

step, ∆A∗ = Ab − A∗f , is the quantity that is predicted by various models of the reaction.

The new result in this work is an estimate of the mass of the precursor mass fragment, A∗f .

The value of A∗f for each observed fragment was taken as the mass number of the precursor

fragment with the lowest χ2ν in the neutron hit multiplicity analysis described in Section 5.2.

The resulting distribution of excitation energy in the precursor fragment and mass removal

in the first step of the reaction are shown in Figure 5.9. The results suggest a remarkable

situation of relatively small mass-loss in the first step of the reaction with the creation of

a large range of high excitation energies that lead to multi-neutron emission. For example,

the neon fragments were found to be consistent with evaporation of up to six neutrons from
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Figure 5.8: Excitation energy (E∗) obtained from the χ2ν analysis versus total mass loss
(∆A = Ai − Af ) for the observed isotopes with linear fits to the data.

the single precursor mass, A=30.

55



0 1 2 3 4 5 6 7
Abraded mass loss (Ab - A∗f )

0

20

40

60

80

100

E
xc

ita
tio

n
en

er
gy

(M
eV

)

Z=11

Z=10

Z=9

Figure 5.9: Excitation energy (E∗) versus mass loss in the fast reaction step (Ab − A∗f ).
Two points (connected by a dashed line) are shown for each observed fluorine isotope, as the
difference between χ2ν minima for the simulated prefragments is small.
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Chapter 6

COMPARISON TO REACTION MODEL

Examples of the theoretical predictions of the excitation energy, E∗, as a function of mass

loss in the first step, Ab − A∗f , are compared to the present results in Figure 6.1. The

abrasion/ablation models show a simple correlation of mass loss and excitation energy that

is not supported by the data. Wilson et al. [24] combined the contribution of the excess

surface energy and rescattering of the participant nucleons in the bulk material that resulted

in an excitation energy of roughly 3.3 MeV per nucleon removed in the abrasion step. The

energies predicted by Wilson et al. are below those energies observed in this work. Gaimard

and Schmidt [25] used a microscopic description that produces the excitation energy by the

removal of nucleons bound in a mean-field potential, giving 13.3 MeV per removed nucleon.

The magnitude of the energies predicted by Gaimard et al. is greater than Wilson et al.,

but the same general increase in excitation energy with abraded mass loss is predicted. For

both abrasion/ablation models, a narrow range of excitation energies is predicted for a given

mass loss, Ab − A∗f . The narrow band of excitation energies is not supported by the results

of the present work.

On the other hand, the internuclear cascade model [26], [27] describes a range of excitation

energies at small mass losses. Excitation energy distributions from Z=11 (sodium) precursors

can be seen, for example, in Figure 6.2. This range of excitation energies is much more

consistent with the present results. The production cross sections for precursor fragments

decrease with increased mass loss from the beam (Ab − A∗f ), as presented in Figure 6.3.

The distribution of sodium precursor fragments is shown in Figure 6.4; the peak at N∗=20

corresponds to one proton removal in the fast reaction step. However, there is significant

contribution from N∗=18,19 as well. The production of a wide range of precursor fragments

within a given element, seen in Figure 6.4, is not supported by the data.
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Figure 6.1: Excitation energy (E∗) versus mass loss in the fast reaction step (Ab − A∗f ).
Two abrasion/ablation models are shown: Wilson [24] and Gaimard [25]. An internuclear
cascade model is also shown, ISABEL [26], [27]. The line represents the average excitation
energy produced in the simulation for a precursor fragment with charge Z=11. The bounds
of the ISABEL region give the RMS for the excitation energy distribution for a given mass
loss, again for Z=11. The trends are similar for lower charges.
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Figure 6.2: Excitation energy (E∗) distributions for Z=11 (Na) precursor fragments from
the ISABEL model of the present reaction (32Mg + 9Be). Sodium fragments are shown to
illustrate a fast-step mass loss of one.
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Chapter 7

CONCLUSIONS

The projectile fragmentation mechanism was studied through the detection of evaporated

neutrons in coincidence with charged projectile fragments. The experiment was conducted

at NSCL, where a 48Ca primary beam was used to produce a 32Mg secondary beam at 86

MeV/u, which was selected from contaminants using the A1900 fragment separator. The

beam was then transported to the N2 vault, where a beryllium reaction target was used

in a second projectile fragmentation reaction. The charged fragments produced in this

secondary target were bent away from zero degrees using the Sweeper magnet and identified

using an array of detectors in the focal plane, while any forward-emitted neutrons continued

unobstructed to MoNA/MoNA′ where they were detected and correlated to the charged

fragments on an event-by-event basis.

The resultant neutron hit multiplicity from MoNA/MoNA′ was compared to results of a

statistical evaporation calculation (PACE), which was passed through a GEANT4 simulation

to account for the detector response. Based on the χ2ν curves from this simulation, a best

precursor fragment mass and excitation energy were determined for each fragment detected

in the Sweeper focal plane. These results were compared to microscopic and macroscopic

excitation models within the abrasion/ablation framework and to an internuclear cascade

model.

All observed fragments showed an increase in excitation energy with total mass loss

(Ab−Af ). The sodium and neon fragments showed a single best precursor mass (A=31 and

A=30, respectively) with a wide range of excitation energies that increased as a function

of total mass loss for the final fragment. The fluorine isotopes still showed a wide range of

excitation energies, though there is some variation in the precursor mass.

This wide range of excitation energies and small mass loss is not consistent with the
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abrasion/ablation model, where the geometric picture leads to a linear increase in excitation

energy with abrasion mass loss, Ab−A∗f , and a narrow range of produced excitation energies.

The excitation energies obtained in this work are higher in value than those predicted by

either a macroscopic or microscopic view of the excitation energy in the abrasion/ablation

model and vary widely for a single Ab−A∗f . The internuclear cascade model does give a wide

range in excitation energy for fragments, which is supported by the result. However, the wide

range of precursor fragments predicted by the internuclear cascade model is not consistent

with the results of this experiment. The data suggest that a wide range of fragments of a

given element were produced from a single precursor mass.

The lack of consistency between the results of the present experiment and both the abra-

sion/ablation and internuclear cascade models, indicates that the mechanism for generation

of excitation energy in projectile fragmentation reactions is not well understood. Further

experiments to determine the precursor mass over a wider mass region are needed to con-

strain the reaction mechanism. Results from a much heavier system would be particularly

informative, as a large number of isotopic chains in a wide range of elements could be studied

with the same experimental uncertainties.
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