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ABSTRACT

THE RELATIONSHIP BETWEEN ITEM FORMAT AND COGNITIVE PROCESSES
IN WIDE-SCALE ASSESSMENT OF MATHEMATICS
By

Diane R. Garavaglia

The purpose of this study was to determine whether test takers used different
cognitive processes when they solved multiple-choice versus constructed-response items.
I conducted this study in an era when school accountability and high-stakes, large-scale
assessments were seemingly as important as student learning itself. The high-stakes
nature of testing created an environment in which both testing advocates and challengers
scrutinized tests even more than normal. In particular, some challengers asserted that
multiple-choice items were ill-suited for assessing certain types of cognitive processes or
for providing useful information about student achievement.

Using information as the central idea, I approached the question from an
information-value (or value-added) perspective and attempted to determine whether there
was a difference in the type of cognitive processes elicited by each item format. The
question was narrowly contextualized in one area of mathematics, namely 8" grade,
algebraic pattern items. I selected 34 students who were enrolled in 8" grade
mathematics courses in the spring of 1998. I examined the question using a think-aloud

procedure — an analysis tool seldom used in the field of measurement. The overall



results suggested that students used similar cognitive processes to solve both multiple-
choice and constructed-response pattern items. However, the results were likely related
to the characteristics of the items — that is, many constructed-response items allowed for
one solution path. I referred to these items as “multiple-choice items in disguise.”

Recommendations were offered to test users, developers, and other researchers.
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CHAPTER 1

Introduction

Testing has always been scrutinized, and it has come under even more scrutiny in
recent years by everyone involved in it — test takers, teachers, parents, school
administrators, community members, legislators, and measurement professionals. With
the high stakes and large costs often associated with tests, it is no wonder they are
scrutinized. Many critics of testing argue that there is too much testing in our schools,
that the time spent on testing is time taken away from instruction and learning. Others
argue that tests emotionally harm some students by putting too much stress on them,
especially when younger students are the test takers. Still others say that tests do not tap
important cognitive processes, such as higher-order thinking skills. And, within the last
ten years, both testing advocates and challengers have asserted that particular item
formats are ill-suited for assessing certain types of cognitive processes or for providing
useful information about student achievement. Of all the critiques, this last one may be
the most important; in my opinion, the most important reason for testing is to provide
information to test users.

Information has “value” in that it helps users make decisions or draw conclusions
about questions that matter to them (Pearson and Garavaglia, 1997). In the field of
measurement and within the arena of large-scale testing, a few questions that matter stem
from our interest in the interplay between assessment and curriculum. Test scores are

just one type of useful information to answer questions such as,



e Are my students reading at grade level?

o How well are my students performing in reading comprehension?

e What do the students know about mathematical problem-solving?

Mehrens and Lehmann (1987) implicated both the qualitative and quantitative
aspects of information-value in their statement that it is necessary to have as much of the
relevant information as possible to make an informed decision: “The more, and more
accurate, the information on which a decision is based, the better that decision is likely to
be” (p.10). The question of interest from an information-value perspective is whether an
additional datum of information would help test users better answer the question(s) of
interest. The question of interest specific to this study, in a broad sense, was to explore
the information-value of constructed-response items when they are mixed with multiple-
choice items on large-scale assessments. More narrowly, the purpose of this study was to
determine whether constructed-response and multiple-choice items require students to
use similar cognitive processes.

This question is relevant given the developments witnessed over the last dozen
years or so in test development, which is the creation of a test that measures a single
content area by using multiple item formats on the test. Many state level tests and the
National Assessment of Educational Progress (NAEP) use a combination of multiple-
choice and constructed-response items to assess a content area. But, strong advocates of
the constructed-response item format say that certain cognitive processes cannot be
tapped by multiple-choice items: namely, higher-order thinking skills (HOTS). Thus,
when using only multiple-choice items on a test, higher levels of knowledge are not being

tested (Snow, 1993). Conversely, there are others who question how it can be said with



any certainty that multiple-choice items are not tapping HOTS or that they are not
providing meaningful information about the content being assessed (Haladyna, 1994;
Stiggins, 1994; Martinez, 1993; Mehrens, 1992).

Rather than discounting the multiple-choice item format in favor of another
format, Snow (1993) offers a balanced perspective and suggests that further research be
conducted to add meaningful information about the relationship between cognitive
processing and item formats. Haladyna (1994) writes,

We must learn quite a bit more about the effects of item format on cognitive

learning before we can make confident statements about the effectiveness of

any format. Research is needed that shows the optimal formats for

measuring newly defined abilities and various forms of higher level

achievement. (p.183)

The general goal of conducting this study echoes Haladyna'’s statement, that is, to
add meaningful and practical empirical evidence to the literature on the interplay between
cognitive processes and item format. The question is interesting both theoretically and
practically. Theoretically, the question of ensuring measures that tap higher-order
thinking is an essential feature of the validity of such a test. Practically, the question is
one of cost-effectiveness and curricular information. Some people want to measure
higher-order thinking, but how can we find a format that is simultaneously effective,
informative, and precise and places the least burden on schools, teachers, and students in
terms of both money and time?

I approached the issue from a value-added perspective and attempted to determine

whether there was a difference in the type of cognitive processes elicited by each type of



item format. The question was contextualized in mathematics. I examined the question
by using an analysis tool seldom used in the field of measurement, namely, a think-aloud
procedure that provided verbal evidence about the cognitive processes utilized by
students as they answered items. The items used were released and non-released 8th
grade algebra items from the 1992 and 1996 National Assessment of Educational
Progress (NAEP) and one 8th grade algebra item from the Balanced Assessment project

(Balanced Assessment Package, 1997).



CHAPTER II
Review of Related Literature

The relevant literature to answer the research question can be classified in two
ways: (a) do constructed-response items provide us with more information (information-
value) about what students are capable of doing than we get from multiple-choice items
alone, and (b) are the cognitive processes needed to answer constructed-response items
unique to the constructed-response item format? Much of the relevant literature comes
from studies that analyzed data from several of the College Boards Advanced Placement
(AP) tests. Perhaps this is because the AP tests have been using both multiple-choice and
constructed-response item formats for several years. The literature review also included
studies that used achievement instruments other than the AP tests.

Besides the two main classifications above, three additional topics were reviewed
to learn what information already existed about the issues relevant to this study. The
topics included reviews of the think-aloud methodology, comparability of items written
in multiple formats, and mathematical cognitive processes. Each topic is presented
separately in this chapter. I end the chapter by identifying how this study will contribute
to the literature.

Information-value Studies

Several of the AP studies looked at the amount of new-information gained when
mixed item formats were used on a single test. Although the authors did not provide
operational definitions for information-value (or value-added, they are seemingly used
interchangeably), I interpreted it as how much additional or new information about a

construct is gained when constructed-response items are added to multiple-choice items



on a test. (See Pearson and Garavaglia, 1997, for a description of how information-value
can be conceptualized in large-scale assessment programs.)

Lukhele, Thissen, and Wainer (1994) used item response theory (IRT) models to
examine the amount of information obtained from different item formats when presented
on the same test. They analyzed the multiple-choice data using the 3-parameter IRT
model and analyzed the constructed-response items using a graded response model.
Using data from the 1989 AP Chemistry and 1988 AP US History tests, they found for
both tests that adding constructed-response items on the tests provided little information
beyond what the multiple-choice items yielded. The authors also examined the amount
of time test takers used to respond to multiple-choice items in comparison to constructed-
response items and the cost to score the two item types. They found that test takers could
answer 16 multiple-choice items in the same amount of time that was needed to answer
one constructed-response item, and that the 16 multiple-choice items cost much less to
score compared to the one constructed-response item. Most important, the information
yield of the 16 multiple-choice items (on the chemistry exam) was double that of the one
constructed-response item. They also showed that multiple-choice items were more cost
effective compared to constructed-response items. In conclusion, they found that
constructed—responSe items yielded less information, required more testing time, and
incurred larger costs compared to multiple-choice items.

Information value studies have also been conducted in the areas of science,
chemistry, and computer science (Thissen, Wainer, & Wang, 1994; Wainer & Thissen,
1993; Wainer, Wang, & Thissen, 1991; Wang, Wainer, & Thissen, 1993). The findings

from all of the studies suggested that when response data from constructed-response



items were combined with response data from multiple-choice items, little new
information was obtained about any of the areas.

By contrast, research findings from content areas other than those discussed thus
far suggested that differences (e.g., traits) existed across different item formats. For
instance, in the area of writing, Werts et al. (1980) worked with first-year college
students and attempted to determine whether different item formats would detect
different writing traits. The design was a variation of a multitrait-multimethod design.
Three administrations of the Test of Standard Written English (TSWE) and three short
(20 minute) essay prompts were used to collect response data. The three essay prompts
were considered to be three separate and therefore independent tests. (The authors did
not provide information about the essay prompts.) All of the tests were given within the
same year and over several test occasions. The nonzero covariation for the essay
residuals showed that the essays measured a common trait that was different from
whatever traits the essays and TSWE shared. So, even though all of the assessments
were measuring writing, the essays seemingly measured something unique.

Bennett et al. (1990) conducted two studies using the same test, AP Computer
Science Examination, but different measurement models to examine differences between
item formats. They used a confirmatory factor analysis model in the 1990 study and a
model hypothesizing separate format factors in the 1991 study. In the 1990 study they
first treated each constructed-response item as a separate variable. They then grouped ten
or more of the multiple-choice items; each group of multiple-choice items represented a
separate variable. A one-factor covariance structure model was used to analyze the data.

The results indicated that both item formats measured the same characteristics. They



concluded that adding constructed-response items to multiple-choice items did not add
additional information about computer science. However, in 1991 Bennett et al.
discovered that the disattenuated correlation coefficients from the model hypothesizing
separate format factors were significantly different from unity. In the 1991 study, the
researchers found differences between the item formats, but, like the 1990 study, a
limitation of the finding was the lack of information about the source of the differences.

Using factor analysis Thissen et al. (1994) found evidence that the constructed-
response items on AP Computer Science and Chemistry tests measured something unique
from the multiple-choice items because the factors were significantly different for the
constructed-response items compared to the general factor. The evidence also indicated
that the constructed-response and multiple-choice questions both measured the same
thing because the loadings for the constructed-response items were larger on the multiple-
choice factor than they were on the constructed-response factor. Further, although the
constructed-response items measured something different from the multiple-choice items,
they did not measure that different thing very well. The researchers based this conclusion
on the observation that the factor loadings for the constructed-response items were small
on the factors specified for the constructed-response items.

In short, the findings about item format differences and, in particular, the value
added of constructed-response formats when combined with multiple-choice items on a
test, appear to be mixed. In some content areas, constructed-response items seem to add
little or no information; while in others, they seem to add unique information to the

process of making decisions on the basis of test scores.



Think-aloud Methodology

The think-aloud methodology is an interview between the researcher and the
respondent (i.e., student). Generally, the researcher and student sit together at a table as
the student performs the specified task. As the student performs the task, he or she talks
aloud and tells the researcher what he or she is thinking. The researcher prompts the
student for clarity or elaboration when necessary. The setting is informal and collegial.

There are two general approaches when conducting a think-aloud. Ericsson and
Simon (1993) categorized them into two families, concurrent and retrospective
interviews. I chose a concurrent approach for two reasons. First, the accuracy, and
therefore utility, of retrospective verbal reports has been questioned by some (Mueller,
1911; Nisbett and Wilson, 1977). Mueller (1911) noted that subjects sometimes confused
other retrievable information with information related to the processes used to solve the
tasks. Hamilton et al. (1997) reported similar findings in a more recent study. Hamilton
et al. found that the time lapse between responding to the item and participating in the
interview could result in forgetting, interference, and other memory lapses that
compromise the accuracy of the verbal reports. The findings from the studies provided
convincing evidence that the use of retrospective verbal reports would likely introduce
measurement error in the data.

Second, the concurrent approach also allowed me to observe the moment by
moment sequential thinking of the student as he or she responded to the items, without
altering the cognitive processes they used to solve the items (Ericsson and Simon, 1993).
Because the purpose of this study was to determine whether similar cognitive process

were needed to solve multiple-choice items and constructed-response items, the sequence



of the cognitive processes had to be maintained and not interrupted during data
collection. Therefore, because the students’ cognitive processes were of primary interest,
the concurrent think-aloud procedure was well suited for the purpose of this study.

Ericsson and Simon (1993) examined the myriad of ways to conduct a think-aloud
interview and the appropriate method to use for a particular purpose. Rather than
reporting the myriad approaches here, I instead reviewed studies that used think-aloud
procedures and principles that mirrored those planned for this study regardless of the
content area.

Montague and Applegate (1993) used a think-aloud to compare the problem-
solving behaviors used by learning disabled, average, and gifted groups of middle school
students. They were particularly interested in learning whether the group of students
identified as learning disabled used different cognitive processes when solving word
problems compared to the other two groups of students. To test their hypothesis, they
asked the three groups of students to think-aloud as they answered one-step, two-step,
and three-step word problems.

The researchers identified the cognitive process categories a priori, based on an
information processing theoretical framework, and then used the students’ think-aloud
data to count the number of verbalizations students made within a cognitive process
category. By counting the number of times students, within each of the three groups,
used a particular category, Montague and Applegate (1993) found that students identified
as learning disabled used different approaches to problem-solving than the other two
student groups. The researchers confirmed their hypothesis that students with disabilities

approached problem solving in less effective ways than students without a disability.
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Hamilton et al. (1997) used the think-aloud procedure to examine how useful the
verbal data would be for supporting the findings from a statistical analysis (full-
information item factor analysis). Specifically, the researchers wanted to learn whether
combining quantitative and qualitative data would be an effective way to examine the
validity of science items written in several different formats. They used a concurrent
think-aloud procedure with high school students.

To examine their research question, they first analyzed the students’ item
responses with a factor analytical procedure. Three science dimensions emerged from
the results of the factor analysis. Often this is where factor analysis studies end. But,
these researchers, using the factor analysis results, then selected 16 multiple-choice items
and three constructed-response items to represent the science knowledge assessed by the
three dimensions. They tried to select items that varied in difficulty. To compare
cognitive processes associated with the different item formats, they matched two items
based on the content assessed by the items. They then used the interview data from these
items to clarify the meaning of the three science dimensions. After the study, they
concluded that “the most important benefit [of think-alouds] is in identifying knowledge
and skills that test items require or permit but that are ignored in test interpretation”
(p.196).

Research in other content areas used the think-aloud procedure as the main tool
for collecting data, rather than combining it with a statistical procedure as described in
the previous study. Reading comprehension was the content area most frequently
studied. For example, a reading comprehension study by Farr et al. (1990) provided

insight about the kind of information obtained from think-alouds. The researchers

11



examined only multiple-choice items to learn whether the items assessed the reading
comprehension processes intended by the test developer. To make this determination, the
researchers had 26 college students take a standardized reading comprehension test.
They asked them to think-aloud as they read the passages that involved a set of context-
dependent items. The most common of four strategies identified from the verbal reports
showed that the students read the passage, then read the items, and then returned to the
passage to find the correct answer, rather than reading for in-depth understanding the first
time they read the text.

In addition to the type of reading comprehension utilized by test takers, Far et al.
(1990) also concluded that the development of items determines the type(s) of cognitive
processes that can be used by the respondent. Hamilton et al. (1997) support their
conclusion. While this conclusion seems plausible, it begs the fundamental item
development question: How do you develop items that encourage the type of thinking
you intend to measure? To take this idea one step further, after the test items are written,
it seems reasonable to assume that think-alouds will have to be conducted in parallel with
field testing to validate the cognitive process intended by the item writers. Whether or
not achievement test developers will use such a (costly) validation method is unknown.
And, although Farr et al. (1990) did not draw this conclusion from their work, the quality
of the item would seem to play an important part when determining whether items elicit
the intended cognitive process(es). Hence, item quality became a major focus for this

study, as is seen later.
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Haladyna (1994) suggested that think-alouds could be used as an item review
procedure employed during field testing. In his assessment of the procedure, he
compared the think-aloud method to field testing items by saying,

In formal testing programs, the think-aloud procedure has been used to
study the thought processes of students during a test. The developmental
field test is also designed to accomplish a similar end, to analyze student
behavior during a test to determine if an item is working as intended.
The procedures for the think-aloud and the developmental field test are
essentially the same (p.138).

I agree that field testing and think-alouds are two ways to analyze student
behavior on a test. However, I think the kind of information obtained from the two
approaches is different. The think-aloud method provides qualitative information about
the cognitive maneuvers made by the test-taker. The verbal data illuminate the students’
behaviors as they respond to the items. Furthermore, the think-aloud method provides
the researcher with the opportunity to probe the student to further explain his or her
thoughts. By probing, the researcher can ask the student to clarify or elaborate his or her
responses. And, when the researcher uses a one-to-one interview, he or she has the
benefit of seeing (in real-time) how the student moves through a test booklet, interrelates
information on the test, and how the student retrieves particular information from an item
stem (or reading passage) to answer the item.

In contrast, field testing does not allow for probing so the researcher is limited by
the information obtained from students’ written or bubbled responses. It also does not

provide an environment for closely observing students’ test taking behaviors. However,
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field testing allows for the collection of several data points on every item because of the
minimal amount of direct interaction needed between the test taker and the test
administrator. Thus, larger numbers of items and test data are collected in an efficient
way from field testing than from think-alouds.

Providing the comparisons between think-alouds and field testing is not an
argument against conducting field tests. However, the different kinds of information
obtained from a think-aloud and from a field test could be used in complementary ways
to validate items on achievement tests. The study by Hamilton et al. (1997) provided
empirical evidence to support this assertion.

A final thought about the think-aloud method comes from Norris (1990) who said,

Verbal reports of thinking would be useful in the validation of multiple-
choice critical thinking tests, if they could provide evidence to judge
whether good thinking was associated with choosing keyed answers and
poor thinking was associated with unkeyed answers (p. 55).

Norris' comment about the accessibility of poor thinking associated with unkeyed
answers is an important idea when the users of the information are teachers. Teachers
often want to know why a student answered an item incorrectly. The following questions
often come to mind,

¢ Did the student simply misread the test item?

e Was the item defective?

¢ Did the student have a misconception about the particular concept that

prohibited him or her from responding correctly?

14



The teacher has a difficult time answering any of the questions without specific
information obtained directly from the student. The think-aloud procedure meets this
need.

Comparability of Items Written in Multiple Item Formats

Research that examines the relationship between cognitive processes and item
formats is vulnerable to how items are selected for inclusion in the study. One cannot
assume that an item written in the constructed-response format better assesses cognitive
processes than an item written in the multiple-choice format or vice versa. Chaucey and
Dobbin (1963) said, “multiple-choice questions can be written so as to require substantial
thought.” Hamilton et al. (1997) stated that there are some multiple-choice items that
assess more than factual knowledge; typically, this happens when the items require
students to generate answers that have not been previously memorized.

Hamilton et al. also say that performance items may assess factual or simplistic
knowledge when written to assess those kinds of knowledge. For example, some
constructed-response items require examinees to provide a short list of facts that are
easily recalled directly from instruction. A question that requires students to list the steps
in the water cycle is an example of this type of low-level item. With adequate item
writing training, experience, and skill, multiple-choice and constructed-response items
can be written at levels above recall. Haladyna (1994) provides extensive information
about the technique of writing items to assess a range of cognitive processes and
difficulty levels.

When researchers study the effects of item format on cognitive processes, they

typically match pairs of existing items — one multiple-choice and one constructed-
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response — using content as a means to match them. Matching two items based on
content minimizes error introduced into the equation by only allowing the variable of
interest, in this case cognitive processes, to vary. The following studies show how the
researchers matched items when examining whether item format and cognitive processes
interacted.

Campbell (1995) used NAEP reading items to look for an item format and
cognitive process interaction. He used existing items and attempted to create item pairs,
one multiple-choice and one constructed-response, so that the two items were as
“similar” in content as possible. Three criteria were utilized to select and match the
items: (a) NAEP reading stance classification (initial understanding, developing and
interpretation, personal reflection, or critical stance), (b) national percent correct, and (c)
type of reading text or situation (literary experience, informational, or perform a task).

Even by Campbell’s admission, there was no guarantee, even after matching the
items as best he could, that the content and comprehension aspects were similar between
the paired items. Also, items that appear similar in content might vary in terms of
quality. For example, in a set of matched items the multiple-choice item may have been a
better item in terms of the depth of knowledge needed by the respondent to select the best
answer, whereas the constructed-response version may have invited a vague or surface
level response. A lesson from Campbell’s (1995) work was that matching existing items
did not necessarily guarantee that the matched-items were assessing similar content
and/or cognitive processes. Thus, when examining cognitive processes associated with

different item formats the quality and content for the paired items must be comparable.
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Martinez (1991) used the stem equivalent approach when comparing item level
statistical characteristics of figural items (items that require students to construct a
response and use figural information, such as illustrations or graphs, as the response
medium) and multiple-choice items in the area of science. Martinez wrote 25 figural
science items to match the NAEP science specifications. He then matched the figural
items with 25 existing NAEP multiple-choice items. The 50 items were administered on
parallel test forms. He did not draw conclusions about the comparability of the stem
equivalent items, but he did report item statistics for the matched items, which was the
intended purpose of the study.

His finding suggested that the figural items were comparable to or better than
their multiple-choice counterparts in terms of item difficulty and discrimination. The
finding is useful for showing how different item formats compare in terms of item
statistics. The researcher did not examine the cognitive processes associated with the two
item formats or the degree of content or cognitive process similarity between the item
formats. In fact, Martinez proposed that additional research was needed to determine the
extent that item formats draw upon unique abilities.

Martinez (1991) did not report whether he conducted a content item review of the
new figural items to ensure that they mapped back to the science framework. It also was
unclear if he purposefully used the item specifications to write the figural items or
whether he randomly wrote 25 figural items and then determined which of the 25
multiple-choice items most closely matched the figural items. If he did not first select the
multiple-choice items, identify the item specifications that mapped to the items, and then

develop the figural items using the identified specifications, the content match across the
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item formats may have been different from the beginning. Furthermore, the statistical
differences he found could have been confounded with substantive differences in the
items themselves. The same argument holds for matching cognitive processes between
the existing multiple-choice items and the new figural items.

Martinez’s (1991) work established the basis for writing items for this study but I
included an extra step to the process to address the comparability of content across item
formats, as discussed above. To do this, I borrowed ideas from Frederiksen’s (1984)
research on test bias and Haladyna’s extensive work in item development in an attempt to
write content comparable items. Details about the item writing process are reported in
chapter 3.

Mathematical Cognitive Processes

Demby (1997) used a retrospective interview approach to determine which
procedures students used to perform algebraic operations on classroom level tests. A
cohort of 108 students were first tested in the 7" grade and re-examined in the 8" grade.
The study was conducted in two phases. First, the students were administered an algebra
test in their regular classroom. The researcher then analyzed the students’ written work,
classified the observed errors, and selected 51 students to participate in a follow-up
interview.

In the second phase of the study, Demby returned each student’s original test.
The students were instructed to correct any mistakes they made during their original
solution strategies and re-work the items. After the students corrected the mistakes, the
researcher interviewed 51 students and asked them to explain how they obtained the

answer to each item. Seven common solution strategies emerged as the researcher
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analyzed the interview data: automatization, formulas, guessing-substituting, preparatory
modification of the expression, concretization, rules, and quasi-rules. Demby also
noticed that some of the strategies were used independent of the others; other times
combinations of one or more of the seven strategies were noted, e.g., PM +R+C and
R+GS. The combinations seemed to represent consecutive steps of an algebraic
transformation. The researcher noted that the seven common strategies occurred
regardless of a right or wrong answer.

Demby also observed qualitative differences in the types of errors made and
solution strategies used from grade 7 to grade 8. Most notably, she observed that 7
graders often used wrong rules in the beginning of the school year and improved their
application of rules as the school year progressed. She also observed that students used
heuristics to solve the items, rather than formal rules that were taught in class or
presented in textbooks. Students used formulas infrequently. Her overall conclusion was
that incorrect application of rules seemed to be a normal developmental stage of learning
algebra.

Gerace and Mestre (1982) examined the cognitive processes employed by 9"
graders enrolled in Algebra I classes, and more specifically the errors students made
when solving algebra problems. Data were collected using a think-aloud procedure. The
results indicated that students had difficulty differentiating between labels and variables.
For example, the students were presented with the following question, Use S and P to
represent that there are 6 times as many students as professors at this university. Thirty-
five percent of the 14 students wrote 6S=P. The interviewers concluded that the students

used S and P as labels rather than treating them as variables. Students made the same
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error in three more “label versus variable” items like the one presented above. In fact, the
researchers concluded that the first noun the student read in the problem statement
triggered the students to treat the variable as a label.

The researchers also concluded that many of the students approached algebra as
rule-based rather than concept-based. But, they observed that students often misapplied
the use of algebraic rules. This finding was similar to Demby’s (1997) finding.

The last study reviewed was conducted in the early 1980’s and therefore was
solidly grounded in information-processing theory. Leino (1981) investigated the
relationship between cognitive processes and mathematical achievement (i.e., course
grades), among other things. To examine the types of processes students used, Leino
collected think-aloud data on 21 7™ grade students when solving mathematics items. He
described the mathematics items as a collection of problems or tasks that assessed
arithmetic, algebraic, and geometric problems. The items were included in an appendix;
all of the items were presented in the constructed-response format.

Of particular interest was the list of cognitive processing and strategies Leino
listened for while coding student think-alouds on mathematics items. The processes were
grouped into three general categories:

1. Obtaining information

e Perceiving the given information (facts, figures, etc.)

Perceiving geometric information in embedding context

Finding out the relations between information given

Grasping the formal structure of a problem
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2. Processing information
e Using trial-and-error method
e Using appropriate notations and combining them to the initial information
e Getting the expression of the solution
e Operating with numerals and other symbols
e Drawing inferences
e Generalizing objects, relations, and operations
e Changing the direction of reasoning (forward-backward)
e Curtailing the reasoning process or using some curtailing model
e Making helpful drawings, figures, or graphs
e Processing fast
3. Retaining and recalling information
e Recalling terminology, formulas, or concepts
e Recalling generalizations
e Recalling problem type
These processes represented one perspective about the development of cognitive
processes in mathematics; they also served as a basis for subsequently comparing the

cognitive processes developed for the current study.

Summary of Literature Review
A literature review was conducted on four primary aspects of this study 1) the
amount of new information gained when mixed item formats are used on one test, 2) the

think-aloud methodology as a research tool, 3) issues related to item characteristics and
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item quality, and 4) what is already known about mathematical cognitive processes.
Each aspect is briefly summarized below.

The findings from the first section of the literature review were mixed. In some
studies, the researchers found significant differences between item formats; findings from
other studies indicated no differences. But, I did observe that these findings varied by
content area. That is, in some areas constructed-response items seemed to add little or no
information, but in others they seemed to add unique information about the process of
making decisions on the basis of test scores.

The second section of the literature review cited the various ways researchers
have used think-alouds. For instance, researchers used think-alouds to (a) determine
whether test items actually measure the cognitive processes intended by the item writers,
(b) examine group differences, and (c) examine how useful the verbal data would be for
supporting the findings from a statistical analysis. One researcher advocated the use of
think-alouds during test development as another way to assess item performance.
Although none of the studies employed think-alouds to specifically examine and identify
cognitive processes used by test takers, they do confirm that the qualitative methodology
would be an effective method for answering this type of question.

Findings from the third section of the literature review indicated that it was
difficult to create item pairs from already existing items. I concluded that the limited
number of items in a test’s item bank and the unbalanced number of multiple-choice and
constructed-response items available in an item bank compound the difficulty of

matching two items.
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The last section of the literature review pointed to the variety of procedures
researchers have used to investigate the cognitive processes students used when
answering mathematics items. Some of the researchers used prominent learning theories
to create a priori categories, which were then used to code interview data. One
researcher allowed the categories to emerge from retrospective interview data. Most of
the categories differed across the studies but two researchers concluded that middle
school students often misapplied algebraic rules when solving items.

Contribution of this Study

This study contributes to the literature in a few unique ways. First, all of the
researchers who have examined the value-added of combining multiple-choice and
constructed-response items on a test used analytical models. Although my question
examines the issue from a value-added lens as well, I also employed a qualitative
approach that I believe better assesses the question in general, and my question in
particular. For example, if the goal of examining value-added is to ascertain the amount
of added technical information (i.e., an IRT information perspective) gained by
combining item formats on a test, then analytical models are the most appropriate means
for that examination.

But I took a different perspective on the value-added question and focused on
whether we gain information about the content area by looking at the cognitive processes
students used when solving the two item formats. The think-aloud procedure better
assesses this question rather than an analytical model. A secondary, but no less
important, purpose of the study was to encourage practitioners and psychometricians to

consider the benefit of the think-aloud methodology to inform classroom instruction and
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curriculum and an item’s contribution to the content area being assessed. Think-alouds
can illuminate both the similar and different ways that students solve algebra test items,
which could result in a change in the way teachers instruct or test developers write items.
An analytical model would not have provided as useful information for these types of
purposes.

Third, the results could conceivably contribute to the art of item writing. The
item writing technique used in this study could be used to generate multiple items
quickly, in both multiple-choice and constructed-response item formats. All of the items
would presumably measure the same content but they would perhaps elicit different
cognitive processes and thereby contribute the depth of assessing the content area.

Last, the results of this study provide information about what cognitive processes
g™ grade students use when solving algebra items regardless of format. Researchers
could compare and contrast these processes with their own research experiences or with
other research available in the literature. Other researchers could single-out the
methodology and duplicate the study using another content area.

Regardless which parts of the study are excerpted, the overall contribution of this
study is two-fold. One, I hope to encourage measurement professionals to think about
item information in an alternative way than it is traditionally considered. Two, I want to
encourage measurement professionals to use a non-traditional measurement tool as they

continue to examine how students interact with test items.
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CHAPTER III
Study Design and Procedures
Research Question

A grounded theory model was used to examine the verbal protocols and answer
the following research question,

Are different cognitive processes used by test takers when responding to multiple-

choice and constructed-response mathematics items?

Sample

The sample was drawn from two school districts in the Lansing, Michigan region.
Two schools participated in the study, one school from each school district. One school
was in an urban school district setting, with an ethnically diverse student population, and
a range of low to middle socioeconomic status. The other school was in a suburban
setting with a less ethnically diverse student population, comprised primarily of students
from the middle socioeconomic status.

All of the students were enrolled in the 8" grade. No students were intentionally
omitted from participating in the study, but, as will be explained later, not all participated.
Gender and ethnic information were used to provide details about the composition of the
sample, rather than used as independent variables. See Table 1 for the demographic

composition of the sample.
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Table 1. Demographic Information.

Urban School Suburban School Total Students
Female 8 10 18
Male 9 7 16
Total 17 17 34
African-American 2 1 3
Asian 1 0 1
Hispanic 3 0 3
White 7 16 23
Multi-racial 1 0 1
Other 1 0 1
Blank 2 0 2
Total 17 17 34

As seen, the number of boys and girls comprising the sample is similar. Most of
the students were white (68%), with a small number of students represented by the other

ethnic categories.

Procedure for Sample Selection

The selection of students was nonrandom because the teachers had the option of
withholding their classes from participation. Teachers at the urban school selected
students in two out of four 8" grade mathematics classrooms and teachers at the suburban
school allowed students from four out of six 8" grade mathematics classrooms to
participate. The four suburban classrooms represented four different levels (tracks) of
mathematics instruction: transitional, regular, pre-algebra, and algebra. Classrooms in
the urban school were not tracked, or at least not identified by the teachers as being
tracked.

Parent permission was obtained prior to data collection. To facilitate this process,
the classroom teachers distributed, and collected, parent permission letters to every 8th

grade student in the selected classrooms. Passive parental permission (if parent did not
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return the letter, then his/her child could participate in the study) was used in both
schools. Over 400 students received permission and became part of the sampling pool.
For unknown reasons, ten suburban parents and one urban parent denied permission.

As parent permission was obtained, I kept a master list of student names that was
subsequently used to select the sample. (Students and teachers knew from the beginning
that not every student would be asked to participate in the think-aloud study, as only a
small number of students were needed.) A sample of 24 students was originally planned
but I over sampled to account for attrition and other unforeseen problems that would

reduce the final sample size. I selected 34 students — 17 students from each of the two

schools — using a version of systematic sampling with a random start.

This type of sampling method can result in a biased sample if the list is ordered
(i.e., alphabetical or rank ordered according to a criterion measure) (Fraenkel & Wallen,
1993). The list was not ordered in any particular way. Nonetheless, as another
precaution against bias, I showed the 34 student names to their respective teachers to
verify that a range of mathematics achievement was represented. The teachers verified
the sample’s range of achievement.

Because of the initial limitation imposed by the teachers, it was impossible to
attain a true random sample. But, the sample was randomly selected within the school
sampling constraints. Perhaps even more important, the sample size for this study was
very small. Thus, combination of the constrained random sample and small sample
preclude generalizing the results beyond the 8® grade or generalizing the results beyond

the schools where this study occurred.
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Instruments
Three instruments were used to collect the data: the test booklet, the protocol
guide, and a short demographic survey. The interviewers also used the protocol guide to
record notes about students’ responses during the think-alouds. The instruments were all
pre-coded with a unique number that was matched to each student’s name.

The test booklet. Two test booklets comprised of items originally appearing on

the National Assessment of Educational Progress (NAEP) program and one item from the
Balanced Assessment Package (1997) project were used to collect the data. A total of 17
algebra items appeared on each booklet. In each booklet, eight of the items were
multiple-choice items and nine items were constructed-response. The two item formats
were dispersed throughout each booklet. The non-secure items are presented in
Appendix B.

The protocol guide. The protocol guide mirrored the test booklet, with the
addition of item specific prompts and space for the interviewers to record notes. The
interviewers used the protocol guide as a script, which ultimately served to help
standardize the think-aloud procedure.

The surveys. The students responded to a short demographic survey. They
provided information about their gender, age, frequency of doing math and reading
homework, and school name. The students recorded the information themselves.

Algebra Strand

Typically, a content framework defines the content and cognitive processes

measured on a test. Framework developers often write a framework to represent a

particular mathematics program. Although several different mathematics programs are in
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use, the intent of this study was not to evaluate a particular program or to compare two or
more programs. Instead, an effort was made to select a neutral mathematics framework
— a framework that reportedly did not promote a specific mathematical program. The
National Assessment of Educational Progress (NAEP) was a testing program that meets
this criterion.

Because I used NAEP items as the medium for data collection, the five
mathematical content strands assessed on NAEP limited my choices of content areas.
The NAEP mathematical construct is defined as five content strands: number sense,
properties and operations; measurement; geometry and spatial sense; data analysis,
statistics, and probability; and algebra and functions. Of the five content strands, the
selection of algebra, from which to select items, was not an arbitrary decision for many
reasons. First, the NCTM Standards targeted algebra instruction at the eighth grade
(Silver, 1997). Second, it is commonly the students’ first class in mathematics where
they are introduced to abstract concepts compared to the more concrete mathematical
operations and number manipulations taught in early grades. And third, understanding
algebraic concepts provides the foundation needed to be successful in more advanced
mathematics courses.

Furthermore, the cognitive processes available to be studied were limited to the
cognitive processes defined on NAEP. As described in the NAEP mathematics
framework (1996) items are written to assess one of three mathematical abilities:
conceptual understanding, procedural knowledge, and problem solving. The
mathematical abilities describe the characteristics of the knowledge or process needed by

the respondent to successfully manage the task presented in the item. Thus, when we are
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in the parlance of NAEP, mathematical ability represents the cognitive process an item is
supposed to elicit.

The NAEP framework provides detailed descriptions of the three processes
assessed on the test. According to the NAEP framework (1996), conceptual knowledge
is defined as a class of objects that share a common set of characteristics. Procedural
knowledge is defined as a series of related actions connected with an object or result.
And, problem solving is defined as a combination of conceptual and procedural
knowledge. The NAEP designers provided more complete and descriptive definitions for
each of the mathematical abilities.

Conceptual Understanding

e recognize, label, and generate examples and nonexamples of concepts;

e create, interpret, and relate models, diagrams, graphs, and varied

representations of concepts;

¢ identify and apply mathematical principles;

e make valid statements that generalize relationships among concepts in

conditional forms;

¢ understand the meaning of facts and definitions;

e compare, contrast, and integrate related concepts and principles;

e recognize, interpret, and use the signs, symbols, and terms used to represent

concepts; or

¢ interpret the assumptions and relations involving concepts in mathematical

settings.
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Procedural Knowledge

select and apply appropriate procedures correctly;

e analyze the efficiency of different procedures;

e verify or justify the correctness of a procedure using concrete models of
symbolic methods;

e apply important formulas; or

extend or modify procedures to address factors inherent in problem settings.
Problem solving

e use accumulated knowledge of mathematics in new situations;

e recognize and formulate problems;

¢ understand assumptions made with respect to given information;

e use strategies, data, models, and relevant mathematics;

e generate, extend, and modify procedures;

e use reasoning in new settings (i.e., inductive, deductive, algorithmic, or

algebraic); or

judge the reasonableness and correctness of solutions.

Students were not likely to use all of the components within each definition as
they respond to any one item, but the complete definition was given for the reader’s
benefit. And, because any one item cannot capture every component of the definition,
the items selected for the study limited which part(s) of the definition(s) were used by the

students as they responded to an item.
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Design

The study was designed to determine whether students use different cognitive
processes when responding to multiple-choice and constructed-response items. The
presentation of the design is organized into several sections. The first section is a review
of a pilot study conducted prior to this study, because some of the decisions for this study
were based on what I learned from the pilot study. The second section is a description of
how the items for this study were developed. The third section explains how the items
from each item family were assigned to the test booklets and to the students. The fourth
section describes the testing procedures used to collect the data.
Section 1: Pilot Study

I conducted a pilot study during the summer of 1997 for another research project
(Pearson and Garavaglia, 1997). Eighth grade children participating in an after school
program participated in the study. Many of the students were from the urban school used
in the current study. Three questions were examined,

1. How many items could 8" grade students answer during an hour think-aloud

session?
2. Could 8" graders sustain thinking aloud for an hour?
3. Which mathematical strand, either algebra or measurement, worked best
during a think-aloud?

Findings from the pilot study indicated that students could easily answer up to14 items
(7 multiple-choice and 7 short constructed-response) in a 50-minute to one-hour think-

aloud session, without experiencing fatigue.
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Findings related to the third question indicated that measurement items provided
almost no evidence about the cognitive processes used by respondents when solving the
items. First, the items were so basic and not engaging that the evidence gathered was not
very telling. This was seen for all of the measurement items piloted. Second, many of
the measurement items required the students to use a ruler or a protractor to measure a
diagonal or an angle. The students talked about how they used the tool rather than how
they solved the problem. Some mathematics educators may say that describing how
respondents use a tool is evidence about how one solves an item, but the items
themselves did not allow for variation in responses, because they were very easy. Based
on the findings from the pilot study, measurement items were not included in the current
study.

Item Selection for the Pilot Study

This section briefly describes the number and types of items selected for the pilot
study. The entire pool of 1992 and1996 released algebra and measurement NAEP items
were available to select the pilot items. A total of 14 items were selected for the pilot
study; seven of the items assessed algebra and seven assessed measurement. The item
selection process was limited by the number of constructed-response algebra items in the
set of released NAEP items. There were only three constructed-response algebra items in
the entire set of the released algebra items, therefore all three of the constructed-response
items were included in the pilot study. Four constructed-response items from the
measurement area were then selected. In order to have seven items in each area, four
algebra items were multiple-choice items and three measurement items were multiple-

choice. See Table 2 for the distribution of measurement and algebra items by item
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format. As displayed, a total of 14 items were used in the pilot study, seven from each

mathematical strand and seven from each of two item formats.

Table 2: Distribution of Item Format and Mathematical Strand

Math Area MC Format CR Format Total
Measurement 3 4 7
Algebra 4 3 7

In addition to the number of items represented in each item format, three other
item-related criteria were used to select the items. Two of the criteria were statistical in
nature and the third criterion was based on the cognitive process (procedural knowledge,
conceptual knowledge, or problem solving) associated with the items. Item difficulty and
discrimination statistics (the IRT parameters were obtained from operational
administration of the NAEP items) were used to obtain a range of items, in terms of their
statistical properties. Although an attempt was made to select items from each of the
three cognitive processes, many of the items came from the problem-solving dimension.

Items within each strand, measurement and algebra, were matched across item
format by using the above three item related criteria: item difficulty, item discrimination,
and cognitive process. A match was defined as two algebra items, for example, from
different item formats, with similar item difficulty and discrimination statistics, and the
same cognitive process. However, by the end of the pilot study I learned, as did
Campbell (1995), that matching on these criteria did not necessarily result in "perfectly"
matched item pairs. Furthermore, obtaining close matches using the three criteria was
often difficult when using already existing items — the items were not intentionally

developed for the purpose of this type of study. Based on what was learned from the
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pilot study and from Campbell’s (1995) experience, it became apparent that an alternate
method for matching items was needed for the full-scale study, namely a method that did
not exclusively rely on existing items.

An unanticipated finding from the pilot study also informed the current study. I
developed a protocol guide that included common prompts across items and item-specific
prompts, to standardize the think-aloud sessions. The protocol guide booklet worked
well. The protocol was user-friendly and the prompts were easily understood by the
students. The protocol guide was very helpful during the think-aloud sessions because it
standardized the think-aloud sessions across students (Ericsson and Simon, 1993). 1
retained the protocol guide for this study.

The information obtained from the pilot study was valuable in many ways. The
three questions examined by Pearson and Garavaglia (1997) provided information about
how to design a think-aloud study. And, I learned how to conduct a research study in a
school setting (e.g., negotiating a space, getting students out of class, accurately
projecting the length of time students would spend in a think-aloud session). Everything
that was learned during the pilot study was carried forward to this study in an attempt to
improve upon what should or should not be done.

Section 2: Item Development

The goal of writing items for this study was to develop multiple-choice and
constructed-response algebra items that were as comparable in content as possible. It was
important to hold content constant across formats so that any differences in cognitive
engagement that might be observed could be attributed to format. In other words, item

format was the only item related factor allowed to vary in this study.
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There is no one tried and true method of developing comparable or parallel items
mentioned in the literature. To maximize the chance of developing genuine
comparability across item formats, I relied on the experiences of others (c.f., Campbell,
1995; Frederiksen, 1984) as well as on existing item development procedures (Haladyna,
1994). One way to write similar items in two different item formats is to use already
developed multiple-choice and constructed-response items and transform them into the
corresponding item format (Frederiksen, 1984). Fredericksen suggests that this approach
maximizes the likelihood of obtaining construct equivalence. On the surface, removing
or adding response options to existing items seems to be a good suggestion. However,
Frederiksen also suggests that existing items should be used when making the
conversion. But, taking into account what was learned from the experiences of other
researchers, I did not think that Frederiksen’s suggestion was sufficient, in and of itself,
for the purpose of this study. So, I buttressed Frederick's item conversion suggestion
with Haladyna's (1994) item-shell method of writing items. The term “model-shell”
references the item writing method used for this study.

Model-shell Item Selection Criteria

I started the item development process by choosing eight NAEP items and used
them as models for developing the other items. Because the model item became one of
the items studied, the model had to meet certain item selection criteria. The four criteria
were:

e Items had to measure algebraic patterns.

e Items represented a range of item difficulties (to ensure variability in the

data).
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e Respondents had to use different algebraic equations to solve the items.

e Four of the eight model items had to be multiple-choice items and four had to

be constructed-response items.

The first three item selection criteria were met; however, the last criterion was not
met. After sorting all of the 1992 and 1996 released and secure NAEP items that
measured algebraic patterns, I discovered that few of these items were written in the
constructed-response format. Achieving a perfect balance in the number of multiple-

choice and constructed-response model items was not possible. The final selection of

model items was five multiple-choice and three constructed-response items.

One of the multiple-choice model items is used here to simultaneously illustrate
the item writing procedure and to introduce the notion of a “family” of items — two
multiple-choice and two constructed-response, each with similar content. I followed the
same item writing process whether the original item was a multiple-choice item or a

constructed-response item. Table 3 displays the composition of items within an item

family.

Table 3. Composition of an Item Family

Item Format

1 Original —original content and format (either MC or CR)

2 Converted —Change the format: MC to CR or CR to MC

3 Transformed — This is a “clone” of the original in the
same format as the original. For example, different
numbers or different stimuli (stars versus dots) might be
used

4 Converted Transformed — Change the format of the
transformed (clone) item.
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Item Writing Procedure and an Example

The first item in the family was always the original NAEP item. To write the

second item in the family, the response options were removed to convert a multiple-

choice item into a constructed-response item (response options were added to convert a

constructed-response item into a multiple-choice item). The conversion left the item

stem in intact. An example is provided.

Original NAEP multiple-choice item:

Puppy’s Age Puppy’s Weight

1 month

2 months
3 months
4 months
5 months

5 lbs.
12 lbs.
17 Ibs.

20 lbs.
q

1. Jim records the weight of his puppy every month in a chart like the one

shown above. If the pattern of the puppy’s weight gain continues, how many

pounds will the puppy weigh at 5 months?

A. 30
B. 25
C 23
D. 21
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Converted constructed-response item:

Puppy’s Age Puppy’s Weight
1 month 5 lbs.

2 months 12 ]bs.
3 months 17 lbs.
4 months 20 Ibs.
Smonths ?
2. Jim records the weight of his puppy every month in a chart like the one
shown above. If the pattern of the puppy’s weight gain continues, how many

pounds will the puppy weigh at 5 months?

Answer:

At this point, two of the four items in the item family were written. As seen in the
example, the same algebraic equation can be used to answer both items, regardless of the
item format.

The original multiple-choice item served as a model-shell to write the third and
fourth items of the item family (see Table 4). To hold the content constant in the item
family, the algebraic concept assessed in the original item was changed by slightly
altering some feature of the item, such as the algebraic equation needed to solve the
problem. For example, in the original and revised sample items, the pattern for the
puppy's weight gain is decreasing by a difference of two pounds each month. For the
transformed items, the pattern for the puppy’s weight gain decreases by a difference of
one pound each month. The transformed constructed-response (multiple-choice) item

was converted to the rewritten transformed multiple-choice (constructed-response)
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format. The two examples below exemplify the development of the third and fourth

items in an item family.

Transformed constructed-response item:

Puppy’s Age Puppy’s Weight
1 month 10 Ibs.

2 months 15 lbs.
3 months 19 lbs.
4 months 22 lbs.
5 months ?

3. John records the weight of his puppy every month in a chart like the
one shown above. If the pattern of the puppy’s weight gain continues, how many

pounds will the puppy weigh at 5 months?

Answer:

Rewritten transformed multiple-choice item:

Puppy’s Age Puppy’s Weight
1 month 10 1bs.

2 months 15 lbs.

3 months 19 lbs.

4 months 22 lbs.

5 months ?

4. John records the weight of his puppy every month in a chart like the
one shown above. If the pattern of the puppy’s weight gain continues, how many
pounds will the puppy weigh at 5 months?

A. 30
B. 27

C. 25
D. 24
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The four items represent a “family” of comparable items, two written in the
multiple-choice format and two written in the constructed-response format. In total, there
were eight families of four comparable items developed, resulting in 32 items. (See
Appendix B. To maintain the integrity of the secured items, only the public released
NAEP items appear in Appendix B.) As seen, the NAEP constructed-response items
consist of short answer (one or two sentences), fill-in the blank, or extended constructed-
response item-types.

The final step in the item development process consisted of a content review to
ensure that all of the items measured algebraic patterns. A mathematics educator
reviewed the 32 items for content validity. She also reviewed the four items within an
item family to review their content comparability.

In addition to the NAEP items, a performance item from the Balanced
Assessment Package (1997) was included in the item set. Items from the Balanced
Assessment Package were intentionally developed to be integrated with classroom
instruction and to assess mathematical concepts common to middle school curricular
goals.

The Balanced Assessment item selected for this study measured an algebraic
pattern, consisted of multiple, scaffolded steps, and required several minutes to solve. I
purposefully added this item to the assortment of NAEP items so that students could
respond to an item that had been intentionally developed to appear on a performance
assessment. So, if I found no differences between the NAEP constructed-response and
multiple-choice items but I found some differences in the cognitive processes elicited by

the Balanced Assessment item, I then would be able to attribute the absence of between
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item format differences to the idea that the constructed-response items did not tap the
sorts of cognitive processes that were tapped by the performance item. To this end, the
constructed-response items could be thought of as multiple-choice items in disguise.

In summary, the purpose for writing new items rather than only using existing
items, was to obtain a set of comparable items whose content would be similar across two
item formats. The item writing process was purposefully developed because, as indicated
in previous research (Campbell, 1995; Haladyna, 1994), matching items by using item
difficulty and discrimination statistics is not a guarantee that the matched items will have
equivalent content.

Section 3: Assignment of Items and Students to Forms

Recall that four items defined a family of items. Placing items with the same
pattern but a different item format in a test form would likely introduce item dependency
and a practice effect. To address these issues, I assigned items with the same pattern to
two different forms. Conversely, items with the altered patterns were assigned to the
same form. Table 4 represents a sample assignment of items to different forms. This

distribution resulted in the assembly of the two test forms.
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Table 4. Assignment of Items to Test Forms

Form Designation Item Assignment
A Original content and format
(multiple-choice)
A Transformed constructed-

response: slightly changed
content-different format than
original

B Converted constructed-response:
same original content-different
format than original version

B Rewritten transformed multiple-
choice: same slightly changed
content-different format than
transformed version

The two forms were randomly assigned to the 34 students. Random assignment
would control for pre-existing achievement level differences within the non-random
sample (Stanley and Campbell, 1963). And, random assignment of forms would control
for curricular and instructional differences between the classes.

By randomly assigning the forms, half of the students responded to two members
of an item family (say 1 and 4) while the other half responded to the other two members
of a family (2 and 3). One member of a given family was randomly assigned to a serial
position within the first half of a form; the other member was assigned a comparable
position within the second half of that form. The last item in each form was the
performance item from the Balanced Assessment package.

Section 4: Testing Procedures

An interviewer escorted each student from his or her regular classroom to a quiet

room where the think-aloud took place. Prior to the start of an interview, the interviewer

told every student what to expect during the think-aloud session, to eliminate or reduce
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any feelings of nervousness or apprehension. The explanation included the interviewer’s
role and the student’s role throughout the session. Furthermore, the interviewer assured
each student that his or her answers to the items would not count towards classroom
grades. The interviewer also explained that the intent of the think-aloud was to obtain
verbal accounts of what the student was thinking as he or she solved the items, rather
than whether or not the student provided a correct answer. Finally, the interviewer used a
protocol guide during every think-aloud session, to standardize each of the 34 sessions.
Seventeen algebra pattern items presented in multiple-choice (8 items) and
constructed-response (9 items, one was a performance task) formats were administered
during a single think-aloud session. Each session lasted about an hour and was
audiotaped. The reason for taping the think-alouds was to facilitate the transcription of
the qualitative data. Hand-written notes also were taken during the think-alouds,
however copious notes were not recorded to ensure that the interviewers would not miss
something a student said or miss an opportunity to probe a student’s verbal account.
The following steps were followed for every think-aloud:
1. Introductions between the interviewer and the students.
2. The interviewer explained what a think-aloud was and shared with the student
exactly what would happen during the session.
3. The demographics survey was completed by the student.
4. The interviewer began the session with a warm-up think-aloud question. The
interviewer answered the question first to demonstrate how to think-aloud.
The interviewer then presented the same warm-up question to the student.

The student answered the question while thinking-aloud. (The warm-up



question asked was “how many times have you talked on the phone over the
last 3 days?”).

5. If the student did not have questions, the think-aloud began.

6. The students were instructed to read every question aloud, and then verbally

express what they were thinking while they solved each item.

7. When necessary, the interviewer reminded students to “think-aloud” if they

became quiet, or introspective, while answering an item.

8. The students continued through all 17 items at their own pace.

9. The interviewer administered the “think-aloud method perception survey”.

10. The interviewer asked the students whether they had any questions about the

session.

11. The interviewer thanked the students for their participation.

Threat of Confounding

Potential threats to the outcome of the study needed to be realized, and if possible
controlled for, prior to its implementation. One potential threat may come from some
students feeling inhibited to express themselves verbally because of the audiotapes. To
address this threat, the students were assured their comments would be kept confidential
and anonymous.

Lack of student motivation may be one of the largest threats to obtaining accurate
and complete information in situations like this one. That is, the students knew that no
stakes were attached to their performance on the items and therefore they may not have
exerted much effort to solve them. This phenomenon often is found when pilot testing

new items. To counter this likely problem, the interviewer encouraged the students (and
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teachers) to take this study seriously and to do their best when answering the items. The
interviewers also told the students that the purpose of the study was to determine how
they solved the items rather than on the number of items they solved correctly.
Data Collection

Data collection occurred during the spring of 1998. All of the data were collected
within two weeks. Tape recorders were used to facilitate data collection rather than
relying on interviewer notes alone. One benefit of recording the sessions was to decrease
data recording errors that would likely occur with hand written accounts. The
interviewers were also free to concentrate on probing the students.

Conducting the data collection in two schools introduced a few logistical issues.
First, a quiet location with an electrical outlet for the tape recorder was needed for the
think-aloud sessions. And second, I had to work within the schedule provided to me by
the teachers. As it turned out, neither of the logistical issues was difficult to solve.
Adequate space was provided at both schools and the teachers were very flexible with
their classroom schedules.

Four trained interviewers and I conducted the think-alouds. Two interviewers
were involved in the pilot study and were therefore already familiar with the protocols. I
trained two additional interviewers to use the interviewer protocol guides and to conduct
a think-aloud session. And, prior to conducting an interview, both of the interviewers
observed one of the three experienced interviewers conduct a think-aloud, to further
familiarize them with the process. Because of the limited time in which to collect all of
the think-aloud data, the two novice interviewers did not conduct an initial, supervised

think-aloud interview. Instead, I monitored their interviews by sitting in on some think-
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aloud sessions to ensure that they followed the protocol guides and that they did not ask
leading questions. I was accessible to the interviewers throughout data collection.
Data Analyses

The purpose of this section is to present the analyses used to examine the research

questions. The data analyses consisted of five steps. These were:

1. Use descriptive statistics to examine each item’s difficulty, standard deviation,
and frequency distribution of score points.

2. Use the grounded research approach to identify and validate emerging
categories (in the tradition of the constant comparative analysis) in students’
verbal protocols.

3. Complete a full-scale analysis using the identified themes.

4. Compare cognitive process similarities and/or differences between item
formats within item-pairs. Create an index from the original themes that
represented depth of cognitive processing engagement.

5. Conduct a post hoc evaluation of Steps 2 and 3 using external evaluators who
have content expertise and curriculum and instruction knowledge.

Descriptive Item Level Statistics

Descriptive statistics were calculated separately by form. All non-responses (e.g.,
skipped items) were considered wrong answers and subsequently re-coded as zeroes. I
first calculated frequencies, maximum, and minimum statistics for all variables (e.g.,
student id, test number, form, school, item1 through item16) to verify that the data was
keyed in correctly. Ithen calculated traditional classical test theory item means and

standard deviations to get an initial examination of each item’s distribution. Finally, I
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calculated the mean score on the eight multiple-choice items and the mean score on the
eight constructed-response items.

Identify and Validate Cognitive Processes

The verbal data were used to identify which cognitive processes the students used
when answering the algebra questions. To that end, a grounded theory approach was
used to examine whether students used different cognitive processes when responding to
multiple-choice and to constructed-response items. The first step in analyzing the data
was the establishment and validation of the cognitive processes used by the students as
they answered the algebra items.

The steps for identifying and validating the cognitive processes are presented here
rather than in the methodology section for two reasons: (a) they are integral parts of the
protocol analysis phase, and (b) grounded theory blurs methodology and analysis. To
facilitate the initial development of categories that exemplified the cognitive process, six
interviews were transcribed (almost verbatim) so that the cognitive moves were easily
identifiable. Two graduate students and I began the analysis by examining several
responses to one item and recording the cognitive processes used to answer the item. We
then broadened our analysis by carrying the cognitive processes forward to other items
and different students, revising, adding, and deleting cognitive processes as necessary
(i.e., open coding).

We developed plausible categories that accounted for most of the verbal data. We
then tested the categories with another tape to build our confidence that the categories
accounted for most of the responses (category saturation). This constant comparative

nature of grounded theory gave the emerging concepts specificity because we
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continuously asked questions of ourselves while we established the categories (Strauss
and Corbin, 1990).

During the initial phase of identifying the cognitive processes described above,
we listened to six tapes (two tapes per person) and independently recorded the cognitive
processes verbalized by the students. To ensure that we were on a similar analysis path,
we met after listening to eight items and discussed the cognitive processes identified. We
identified similar processes and were able to justify the ones that differed. We compiled
a larger list of cognitive processes by combining the processes each researcher
independently identified. We each then finished recording the cognitive processes
associated with the remaining eight items.

After coding two tapes, we met again to compare notes. Twenty-eight categories

exemplified the cognitive processes used by the eighth graders (see Figure 1 below).
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Category Definition Example
Overall pattern Indicates an overall grasp of | Understands pattern
recognition the item represented in item (from

beginning to end of item)
“pattern repeats itself.”

Pattern not recognized

Indicates lack of
understanding

Test taker indicates, “I can’t
figure out what the pattern
is” “I know there’s a
pattern, but I don’t see it.”

No information used from
item

Indicates lack of organizing
information

“I’ve seen an item like this
before and the answer was

”»

Partial information used
from question

Indicates concern for
organizing or fully
understanding information

Student knew 28x2=56 but
then did not add last two
tacks. Or, uses information
in beginning of pattern and
ignores information in
middle and end of pattern.

All information used from
question

Indicates thoroughness in
organizing information

Determines pattern by using
the information given in
item, e.g., uses all numbers
listed in a column, not just
first few numbers and then
skips the rest.

Visual representation
(e.g., draws picture)

Indicates importance of
transforming information into
a manageable framework

Draws chart, picture, or
table to solve item. No
indication student
understands an algebraic
equation can also be used.
“I have to draw a picture to
solve this.” I have to make a

chart to figure out the
pattern.”

Applicable equation used | Indicates a connection Uses an equation to solve
between problem and learned | item. “The equation is
mathematical knowledge 28x2+2” “I solved item by

using picture+1= number of
pictures.”

Informed guess (uses Indicates concern for Uses mc options as a guide

some data given in item,
e.g., information in the
multiple-choice options)

understanding problem

to solve item. “I looked at
the answers and used B to
solve the pattern.” Knows
answer is wrong because it
isn’t listed as an option.

Guess without use of
information given (blind
guess)

Indicates lack of
understanding problem

Student admits to guessing.
“I picked an answer that
looks the best.” “I don’t
know, I just guessed.”
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Calculation error

Indicates lack of concern or
attention

Subtracts rather than adds.
Adds numbers wrong.

Calculation error, but
adjusts answer to fit

Indicates ability to recognize
error and connect it to

Provides a wrong answer
then recognizes answer is

choices provided problem wrong. Re-works item.

Non-applicable equation | Indicates inability to connect | An equation is used that

used problem and prior knowledge | doesn’t fit the pattern.
*28/2=14-2=12"

Test “wiseness”

Indicates some ability to
connect problem with prior
knowledge

Uses something in item to
help solve it. “That choice
was weird b/c item said that
she didn’t want to draw all
to the dots.” “D is too big. C
is too low and 220 is kinda
low. So, 420 is the answer.”
“My answer doesn’t make
any sense.”

Information from previous
situation recalled

Indicates carry-over from one
situation to another

Student recalls how he/she
solved item in different
situation. “That’s how I
solved the item before.”

Information from
previous, comparable item
recalled (carry-over effect)

Indicates carry-over from one
item to another item

Student recalls how he/she
solved comparable item on
test. “This item looks like
the other one.”

Student returns to question
and changes answer

Indicates concern for
understanding problem

Student returns to problem

after solving the comparable
item and changes answer. “I
think I did the other one

wrong. I’'m going to go back
and check.”

Uses estimation

Indicates ability to connect
response with likely answer

Solves problem to certain
step and then sees answer is
higher than 2 of the mc
options and thinks another is
too high/low. Or, picks an
answer from mc options that
is close to answer student
computed. “because 420 is
the closest to my answer.”

Mental math - work not
shown

Indicates organizational
method

Student doesn’t have to
solve item by writing
pictures or equations on
paper.

Student checks work

Indicates thoroughness in
overall approach

Checks solution by using
other information in item. I
came up with an equation
and checked whether it was
correct by seeing if it
worked for steps 2 and 3.”
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T |Misinterprets question Indicates inability to connect | Student thinks question is
asked/answers question problem with prior asking him/her to solve for
other than that being asked | knowledge something it really isn’t. “I
think they mean to solve for
the area.”

U | Partial pattern recognized |Indicates a grasp of the item | Thinks pattern stops at some
point and a different one is
used.

V [ Complex pattern extension | Indicates understanding of Student identifies the pattern
item and ability to generalize |and then extends it several
process ‘steps’ beyond that which is

given in the item. e.g.,
information provided for the
first few steps and student
has to solve for step 20.

W | Simple pattern extension | Indicates understanding of Sequential steps in solving
problem problem are provided. “It’s

a continuous pattern. The
next arrow would be left.”

X | No control of math Indicates concern for Student says add but then

vocabulary/says or writes | mathematical understanding | multiplies. Uses

operation but does not use nonmathematical terms to

that operation express computation.
“Numbers go up 5, down 2.”

Y |Relationship between Indicates some concern for | When two sets of numbers

numbers given in question | organizing information are given, student sees a

recognized pattern exists between
them..

Z [Relationship between Indicates concern for ability | When two sets of numbers

numbers given in question | to organize information are given, student sees

not recognized information given in each
column as being
independent. “I don’t need
to use the numbers in this
column to figure out the
pattern in this column.”

AA |Grapples with information | Indicates a tendency to Tries multiple computational

to try to solve question consider multiple data strategies to solve item.
sources or possibilities *“That’s not working so I
have to try something else.”
Persists to solve item.
BB | Vocabulary in question Indicates concern for Doesn’t understand

not understood

mathematical understanding

mathematical terms. “I don’t
know what that word is.”
(infinity)

Figure 1. Cognitive Process Categories
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To validate the categories — before starting the full-scale analysis — we each
listened to the same two tapes and independently analyzed them using the 28 categories.
We regrouped to determine whether additional cognitive processes were identified, to
further explain and discuss our interpretation of the 28 categories, and to examine the
degree of agreement in identifying the cognitive processes, for each item.

Because we all analyzed the same two tapes (see Figure 2 for a graphical

representation) agreement was determined by comparing how each of us categorized each

item.
Initial Round Validation Round
Tape Researcher Tape Researcher |
1/A A 1/A A
2/A A 8/B A
3/A B 1/A B
4/B B 8/B B
5/B C /A C
6/B C 8/B C

Figure 2. Tape Distribution Between Researchers

For example, researchers A, B, and C’s categorizations were compared to each
other. Agreement was defined as the percentage of matches across all items on a form.
Agreement ranged from .91 to .98. This level of agreement indicated that we had
internalized similar meanings of the 28 cognitive processes and that we were able to
reliably identify the cognitive processes verbalized by the students.

The Categories. Refer to Figure 1 for the 28 cognitive processes that emerged
from the analysis. The categories were not hierarchically arranged. As the analysis

progressed, it became evident that the categories appeared in different frequencies within
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and across items. In fact, some categories were used infrequently but frequency of
appearance did not result in the deletion of a category.
Full-scale Analysis

The two graduate students and I independently analyzed the protocol data.
Because of equipment failures and/or inaudible tapes, a total of 28 protocols (about 14
protocols from each of Form A and B) were included in the analysis. Responses to some
items on a usable protocol were inaudible resulting in a different number of usable
responses across the items.

As we listened to a tape, we recorded the category that represented the cognitive
processes verbalized by the student in the same sequence as the students verbalized them.
Besides using the cognitive process categorizations, the researchers took notes that
explained/justified the identified cognitive processes. About mid-way through analyzing
the protocols, another check of rater-agreement was conducted to ensure the reliable
categorizations of the protocols. To calculate an agreement index, each researcher
independently coded the same two protocols. Agreement here meant that all three
researchers selected the same cognitive processes for each item. Agreement across the
three researchers was high (.90).

To organize the qualitative data and facilitate analysis, the categories, notes,
student information (e.g., student id, school), and item information (e.g., item format,
right/wrong answer) were entered into a database. One record was established for each
student (that is, each student represented an individual record). Queries were used to

facilitate analyzing the data in the following ways,
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e Cognitive processes associated with one item (i.e., frequency of categories),
and
e Cognitive processes between item formats within item-pairs.

Cognitive Process Similarities and Differences

The next phase of the analyses involved examining the cognitive processes used
to answer each item and then compare the similarities and/or differences of cognitive
processes between the two item formats within an item-pair. For the individual item
analysis, the cognitive processes were grouped for each item. The number of unique
categories per item were examined to get a sense of the type of processes used to answer
each item, regardless of item format. The between item format analysis appeared more
informative and useful for answering the research question. Here, the cognitive processes
between the item formats for item-pairs were analyzed using a meta-analysis-like
approach. This analysis was done for all eight item-pairs on each form. The one
Balanced Assessment item was compared to the other items, as it did not have a
comparable multiple-choice item.

One of the graduate students and I independently examined the cognitive
processes for the two comparable items on a form (see Table 5) and the Balanced
Assessment item. I started the analysis by comparing the cognitive processes associated
with each item in the item pair. Frequencies of cognitive processes were computed for
each item and presented in tables. Each item’s mean was presented as well. A narrative
account was prepared for each set of items.

Closer examination of the 28 cognitive process categories revealed that some

represented deeper engagement of cognitive processes than did others. Thus, to focus the
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analysis, the 28 categories were examined to determine which categories represented key
elements associated with deeper cognitive engagement in algebra. To aid in identifying
the key elements, I examined the cognitive processes used by some low and high
performing mathematics students.

Nine categories were selected as indicators of deeper cognitive engagement (see
Figure 3). The categories were not listed in the table in any kind of hierarchy. The
following rationale led to their selection. The first two categories were prerequisites for
understanding the area of algebraic patterns. They also would provide evidence about the
degree of understanding the students had about patterns. The next two categories (E and
D) would capture whether students had the capacity to identify and use infor<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>