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ABSTRACT
AssSocCIATION WITH Focus IN DENIALS
By

Douglas J. Davidson

Prosody is usually understood to convey the distribution of focused and presup-
posed information: New information is accented, while old information is deaccented.
For example, in question-answer pairs, the constituent corresponding to new informa-
tion in an answer to a WH-question is commonly accented. Past phoneme-monitoring
experiments suggest that listeners allocate more attention to new information, as lis-
teners are faster to monitor for phoneme targets in the locations of new information
in answers predicted by preceding WH-questions, for examnple.

Not all pitch accents mark new information, however. Narrowly focused denials
can be focused in a variety of locations, and in addition, such denials have a more re-
strictive interpretation than broadly focused denials. Semantic theories in generative
grammar have accounted for this by proposing that negation associates with focus,
potentially activating a contrast set consisting of the affirmative form of the denial
with the focused constituent replaced with a variable. Previous work has shown that

listeners can use contrastive accent in imperatives to construct such a contrast set.



If listeners construct contrast sets during the interpretation of denials, they may use
this information during the interpretation of counterassertions that follow the denial,
analogous to the way that listeners interpret the relationship between a question and
an answer.

A series of phoneme-monitoring experiments are reported demonstrating that lis-
teners use an intonationally or syntactically-signaled focus in a denial to direct their
attention to alternatives present in a counterassertion following the denial, at least
with respect to early parts of the counterassertion. A judgment experiment demon-
strated that the effect observed in the phoneme-monitoring experiments is not re-
stricted to early portions of the counterassertion. The results of these experiments
support the role of focus in denials in directing the attention of listeners to potential

alternatives.
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1 Introduction

By now it has been established that during sentence comprehension, the prosody of
a spoken utterance is used during a variety of comprehension processes. A consensus
of four reviews of the role of prosody in comprehension published in the last decade
is that prosodic information is used during processes of speech segmentation, word
recognition, syntactic parsing, and discourse integration (Shattuck-Huffnagel & Turk,
1996, Warren, 1996; Cutler, Dahan, & Donselaar, 1997; Cutler & Clifton, 1999).
Although this work has shown that the use of prosody can affect lexical, syntactic,
and discourse-level processing, less research has examined how prosodic information
is used to convey semantic information. This dissertation aims to establish such a
role by examining how a phenomenon known as association with focus operates to
convey information structure.

The case with which we will be concerned is the association of a negative operator
such as not with an intonational pitch accent, as in (1), where the accent is indicated

by capitalization.
(1) John didn’t call the CANDIDATE a liar.

The intuition many observers have about examples such as this is that something
specific is being denied. A speaker producing (1) is denying that a person named
John has called a certain candidate a liar, while leaving open the possibility that
John called someone else other than the candidate a liar. While this observation
is not a new one (within psycholinguistics, work such as Clark (1974), and Kintsch

(1974) has suggested this in the past), it will be argued that there are important



implications of this phenomenon for how people use information structure during
spoken language interpretation. Specifically, it will be argued that current accounts
of how information structure is used during dialogue interpretation need to provide a
role for association with focus in order to adequately account for how listeners allocate
attention across utterances.

It should be noted at the outset that association with focus is a general gram-
matical relation. There are a variety of so-called focus sensitive operators, such as
only, even, or always, that are similarly sensitive to focus placement. Also, this
phenomenon is not specific to English, as it has been hypothesized in a variety of
languages, and is expressed in a variety of grammatical constructions. As will be-
come clear below, however, English denials are a particularly good candidate for this
investigation because a significant body of work already exists detailing how negative
sentences are understood.

The structure of the dissertation is as follows. Chapter 2 outlines historically
important psycholinguistic research on intonational focus, negation, and information
structure. This chapter starts with an outline of a general set of principles for se-
mantic interpretation, more generally known as the “matching model” developed by
Clark and his colleagues. This classical model underlies nearly all work that has
followed it on negation, question-answering, and information structure in psycholin-
guistics —including the widely known given-new contract (Clark & Haviland, 1977).
Following that, I will suggest that there is a problem with the conception of focus
in the matching model, as it applies to denials. I will introduce a different view of
focus interpretation that can handle this problem, adapted from Rooth’s (1985, 1992)

2



theory of alternative semantics from the formal semantics literature in linguistics, and
Cutler’s (1976) psvcholinguistic work on intonation and attention. Chapter 3 reviews
the linguistic literature relevant to the matching model and to alternative semantics.
The central idea of both of these chapters is that listeners use intonational accent
to associate a focused constituent with negation, and also to construct an implicit
contrast set where alternatives to the focused constituent are considered relevant to
its interpretation. Four experiments are then reported that test various aspects of
this claim. In the experiments, listeners monitored or made judgments about various
sequences of assertions, denials, and counterassertions with varying prosody. The first
three experiments use a task adapted from prior work by Cutler and Fodor (1979)
originally used to investigate focus in question-answer pairs. These three experiments
were designed to show that listeners can use a focus of a denial to make predictions
about the type of replacement that could follow in a counterassertion, somewhat like
the way that listeners can use the information in a question to make predictions
about the type of answer that could follow. The fourth experiment was designed to
provide converging evidence for the results of the first three experiments. It used
a sentence judgment task where subjects judged whether a visually-presented sen-
tence logically followed from two previous spoken sentences. This task was originally
used by Johnson-Laird and Tridgell (1972) in a study of the difficulty in processing
negation. Taken together, the experiments show that listeners selectively interpret
focused denials based on where pitch accents are placed. and use this interpretation

to direction attention to possible alternatives.



2 Background and Significance

It is worth considering the earlier example in more detail. Consider the same denial

(2), repeated from (1), but without the focus.
(2) John didn’t call the candidate a liar.

Without a narrow focus to pick out to what the negation is applying, there are
multiple interpretations possible. The speaker might be suggesting that someone
other than John called the candidate a liar. Or that John did not “call” the candidate
a liar, but instead did something else to suggest this. Or that John called someone
other than the candidate a liar. Or that John called the candidate something, but it
was something other than a liar. In short, there are multiple states of the world that
would be consistent with this negative sentence when there is no focus to determine
to what the negation is applying. For example, (2) would be true in a model where
John called the candidate a thief, or in a model where Mary called the candidate a
liar, etc.

The same sentence, with narrow focus placed on one of its constituents, does not

have as many possibilities.
(3) a. JOHN didn't call the candidate a liar... Mary did.
b. John didn’t CALL the candidate a liar... he only suggested it.

c. John didn’t call the CANDIDATE a liar... he called the press secretary a

liar.



d. John didn’t call the candidate a LIAR... but a thief.

With a narrow focus, the negation applies to a restricted part of the utterance, and
there are fewer alternative expectations that one might have about what actually
happened, in contrast to what has been denied. This selectiveness contrasts with the
usual logical analysis of the meaning of negation, common to both model-theoretic
semantics and cognitive psychology, in which negation is viewed as a simple operator
that combines with a predicate (or sentence) to reverse its polarity or truth value.
However, the above observation is about representation, not processing. A psy-
chologically adequate account of denials must describe how listeners process negation
and focus, in addition to how they represent it. There are two major accounts that
are directly relevant: The matching model account, developed by Clark; and an at-

tentional shift account, developed by Cutler.

2.1 The Matching Model

The matching model (Clark, 1974; Clark & Haviland, 1977; summarized in Clark &
Clark, 1977) is a general proposal about how listeners manage various information
sources in contextualized utterances, including information about semantic content
(e.g., a propositional representation). and information about how each utterance re-
lates to the meanings of previous utterances (e.g., information structure). The match-
ing model is important because it serves as the basis for nearly all models of negation
processing, question answering, and information structure processing that have fol-

lowed, including data from tasks such as sentence matching, question answering, and



sentence-picture comparison. The model proposes that there are three basic process-
ing components involved in any situation where a listener hears an utterance and must
respond to it, as in a dialogue. First, listeners identify several types of information in
an utterance —the type of speech act encoded in the utterance, the propositional con-
tent of the utterance, and markers for information structure. Second, listeners search
memory for information that matches given information in the utterance, based on
the propositional content and the information structure. Given information, in this
account, refers to information that has already been mentioned explicitly in the dia-
logue. New information is information that has not yet been mentioned. Depending
on the speech act, listeners who are participating in a dialogue then perform different
actions in response to the utterance. If the utterance is an assertion, for examnple,
they might simply record the new information in memory in the context of the given
information. If the utterance is a WH-question, they could retrieve the requested
information and compose an answer. If the utterance is a request or an imperative,
they may decide to carry out the action to comply with the request.

The “matching” aspect of this model has been the most heavily investigated.
Experiments have shown that when immediate context provides an easily-matched
antecedent for information marked as given in an utterance, sentences are more easily
understood (Haviland & Clark, 1974). In cases where listeners must instead infer a
relationship between information marked as given and what has been provided as
context, listeners take longer to understand the utterance (e.g, when listeners have
to decide that the beer refers to previously mentioned picnic supplies, (Haviland &

Clark, 1974)). These data patterns follow from the matching model’s assumptions

6



because memory search proceeds more quickly if antecedents are readily accessible
(e.g., if a direct match is possible), compared to the case where the relationship must
be inferred.

Note that if an utterance is an assertion, listeners might also reject it as mistaken,
rather than simply recording the information. In this case, the matching model pro-
poses that they search memory using the given information in the assertion, and
compare what they have in memory with what has been asserted, and decide which is
correct based on the match. Below, a more detailed description of this process is pro-
vided, including how the matching model applies to negation, as well as information

structure in question-answering.

2.1.1 Negation

Current psycholinguistic accounts of how denials are understood are based primarily
on the classic research on written negation conducted in the early 60's and 70’s
by Clark, Wason, and colleagues (Clark & Chase, 1972; Clark, 1974; Wason, 1959,
Wason, 1965; Wason & Johnson-Laird, 1972; Just & Carpenter, 1976; Just & Clark,
1973; also Clark & Clark, 1977). This research has most often used tasks such as
sentence truth-verification, sentence-matching, or sentence-picture matching to test
how negative sentences are understood. In all of these tasks, a single sentence is
presented, and the task is to decide whether the sentence is true or false based on
common knowledge, another sentence, or whether the sentence matches a picture.
One of the main results of this work is that both negation and truth value have

effects on the time required to verify a statement: Negative sentences (V) take longer



to verify than affirmative sentences (A), and false sentences (F') are harder to verify
than true ones (T'). Also. many studies have observed an interaction between negation
and truth value. Falsity increases response times for affirmative statements, but it
decreases response times to negative statements. Thus, a ranking of verification times
is usually observed: TA < FA < FN < TN. Theories of negation processing try to
account for this ranking, and the success of the matching model rests on its ability
to capture this pattern.

Clark’s (1974) account is based on his principle of congruence (Clark, 1969). The
principle states that for these tasks, people construct common-format semantic repre-
sentations of the sentences and/or the pictures, and compare the two representations
in order to make them congruent with each other. In tasks such as verification, this
comparison process results in a value for a truth index, and subjects are assumed
to use this truth index as input to a response mechanism for answering yes or no.
In tasks such as question-answering, subjects use the result from the comparison
operation to determine the answer.

The process of denial interpretation is divided into two parts, one concerning
the negation itself, and one concerning the positive form of the negative expression
(Clark’s “supposition”). For example, in a denial such as Jane didn't leave, the neg-
ative component would be the negative operator not, and the supposition would be
Jane left. In Clark’s model, listeners are hypothesized to perform two steps (illus-
trated in Table 1). First, they compare the representation of the supposition to a
representation of the comparison target (either another sentence, a picture, or se-

mantic knowledge). This comparison is assumed to be between two propositional
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1. Check whether the supposition matches a memory (or visual) repre-
sentation of the target.
a. If there is a match, the truth index stays 'true’.
b. If there is a mismatch, change the truth index to 'false’.
2. Process the negation if present.
a. If the supposition is true (case la), change the truth index to false.
b. If the supposition is false (case 1b), change the truth index to true.

Table 1: Matching Model for Negation

representations (one of the sentence, and other of the picture or already-known se-
mantic knowledge); if they mismatch, the truth index is changed. Then the negation
(if it is present) is processed, so that the truth index is changed from whatever result
was obtained in the first comparison. The basic assumption of the model is that it is
computationally costly to change the truth index —either in response to a mismatch
between representations, or in response to the negation. An additional assumption
of the model is that the truth index is always initially true, by default.

The matching model accounts for the response time ranking in the following way.
The assumption that the truth index is always initially true means that there will
always be a fixed cost to processing negation because the truth index must always
be changed in that case. This accounts for the observation that negatives generally
take longer to verify than affirmatives on most tasks. False negatives will be faster
than true negatives because in false negatives, the supposition is a true fact, and this
is matched to a memory representation quickly, leaving negation as the only cost. In
true denials, there is a mismatch between the false supposition and what a listener has
in memory, and the resolution of this mismatch takes time. In both false negatives

and true negatives, the truth index is changed by the negation, but in the TN's the



additional time necessarv to overcome the mismatch of the false supposition and
the contents of semantic memory takes extra time. This accounts for the ranking.
Empirically, the cost of processing negation is large by most current experimental
standards for reaction time studies. One estimate puts the cost of negation at over
1/2 s over affirmative-form statements, estimated from a set of similar picture- and
sentence-matching tasks (Chase, 1978).

For present purposes, it is important to observe that Clark’s model of denial
interpretation is based on two principles: (i) in tasks such as verification or question
answering, semantic representations are matched to each other, and mismatches are
harder to resolve than matches, and (ii) negation itself is computationally costly.

There is at least one case, however, where the cost of processing an affirmative
statement has been observed to be greater than processing a negative. Johnson-Laird
and Tridgell (1972) had subjects listen to pairs of sentences such as (4) or (5), and

decide what followed from the pair.

(4) Either John is rich or intelligent.

John is not rich.

(5) Either John is either rich or intelligent.

John is poor.

Subjects were faster to produce John us intelligent following (1) compared to
(5), by approximately 1.5 s, on average. This result is striking, because it contrasts
with the vast majority of the literature showing that negative statements take more
time to process than affirmative-form statements. On closer inspection, however, the

10



data are consistent with the matching model. As Johnson-Laird and Tridgell (1972)
pointed out, to understand that one statement denies another statement, the aim is
to establish inconsistency between them. This is easiest when one statement is the
explicit negation of the other, because the two statements can be easily matched,
except for the negation. When the affirmative form of the denial is used, it is more
difficult to compare the denial to the initial disjunction because there is less lexical
overlap. Subjects must infer that poor corresponds to not rich for example, somewhat
like the case where readers deduced that the beer corresponds to picnic supplies in
Haviland and Clark’s work on the given-new contract.

Johnson-Laird and Tridgell (1972) proposed that negation is easier to process in
this case because the task corresponds to how negation is typically used: To deny a
previous misconception or misunderstanding (Wason, 1965). Note that in a dialogue
context, a denial would not normally appear by itself, as in the single-sentence judg-
ment experiments, but would more likely appear in response to some previous asser-
tion, as in Johnson-Laird and Tridgell (1972). This previous assertion would therefore
correspond to the supposition in Clark’s negation model. It would be present in mem-
ory, as a part of the dialogue record (similar to the task used in Johnson-Laird and
Tridgell’s study). Since it would be present in memory it would therefore correspond

to given (e.g., already mentioned) information.

2.1.2 Information Structure

The term information structure has been used in a variety of ways to describe how

utterances update the information state of listeners in dialogue processing or text
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processing. Specifically, it has been used to describe the prosodic, structural, and
semantic properties of utterances as they relate to the dialogue status of their con-
text, the actual or attributed attentional states of the dialogue participants, and the
participants’ prior and changing knowledge, beliefs, intentions, expectations, etc.
The role of information structure in sentence processing can be most easily illus-
trated by considering how questions are interpreted. The basic components of ques-
tion answering are basically agreed upon in the psycholinguistics literature. Singer’s
(1986) model for example, is representative, and includes components for parsing,
propositional encoding. question-type categorization (i.e., the type of information or
action requested), a memory-search process, a comparison process between retrieved
information and the encoded proposition, and a response formulation component. In
this model, listeners encode a question in propositional form annotated to identify
information structure. The WH-term of a question is assumed to be represented as a
variable and the rest of the question represents given information. So, for example, a
question such as (6a) below would be represented as Jane invited  to the party. Once
encoded, the part of the semantic representation marked as given is used as a mem-
ory retrieval query, and information corresponding to the new part of the utterance
(the WH-term) is retrieved. A response is then generated based on what has been
retrieved. This model is based primarily on the matching model, and has been shown
to be empirically successful in a variety of experimental studies. Information struc-
ture plays the role of partitioning the question into given and requested information.
Note that the relationship between a WH-question and its answer is semantic: The

meaning of the WH-term and the structure of the question, as well as the relation-
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ship between the two propositions in the question and the answer, determines what
is given and what is new.

It is also known that prosody has a role in signaling information structure in
question-answer pairs, particularly in indicating new information. In English, intona-
tion can be used to highlight or make salient some part of an utterance by means of
a pitch accent aligned with the stressed syllable of a word within a syntactic phrase.
This use of pitch has been shown to affect the ease with which listeners interpret spo-
ken utterances, and it does so in a way that is consistent with the matching model.
For example, in cases where a speaker answers a question like (6a) with an answer
like (6b), an accent will be placed on the constituent in the answer corresponding to
the WH-questioned constituent in the question. Answers spoken with an accent on

other constituents, like (6¢), are judged to be infelicitous (Birch & Clifton, 1995).

(6) a. Who did Jane invite to the party?

b. Jane invited BILL to the party.

c. JANE invited Bill to the party.

New information carries novel information (not recoverable from a previous utter-
ance), and a focused phrase reflects this status. As previous sections have outlined,
Clark and Haviland (1977; also Haviland & Clark, 1974), suggested that listeners
understand utterances by matching given information in an utterance to information
already represented in memory, and adding the new information to this representa-

tion. Thus, the role of intonationally-signaled focus in this process is to designate
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new information. In general support of this proposal, research has shown that com-
prehension is easier when new information is accented and given information is not
accented (Nooteboom & Kruyt, 1987, Terken & Nooteboom, 1987). Focus can affect
lexical retrieval (Blutner & Sommer, 1988) and enhance the relative accessibility of
concepts (Gernsbacher & Jescheniak, 1995; Gernsbacher & Shroyer, 1939).

Later developments of Clark’s matching model, based on an interpretation of
work by Hornby (1972), provide a role for information structure in the processing
of negatives, as well. Clark and Clark (1977) proposed that negation associates
with new, but not given information in a denial. Their model is best described by

considering how a listener would process a denial like (7).

(7) JANE didn’t call Bill a liar.

In the revised Clark model, listeners are hypothesized to represent the denial as a
supposition plus negation, as before, but also partition the supposition into given and
new information. Clark and Clark assumed that emphasized or clefted constituents

would be marked as new information.

(8) supposition: S=Jane called Bill a liar
negation: Neg(S)
new = Jane

given = r called Bill a liar

During interpretation, memory is first searched for information matching the given

information (e.g., = called Bill a liar; this is Clark’s “antecedent”). In addition,

14



an expectation is formed about the value of the variable z in this stored memory
representation. The expectation is that the variable will have a value equal to what
has been expressed in the denial itself (e.g., Jane). It is important to note that this
expectation concerns the to-be-found representation stored in memory, as in (9), not
the representation of the denial itself (which the listener is using as the basis for the

memory query). !

(9) expect-to-find-in-memory: r = Jane

If this value is found when memory search is completed, listeners then apply the
negation to the new information in the representation of the sentence and record this

negative information (10) in memory.

(10) = # Jane

This development of Clark’s model was intended to account for an intuitive obser-
vation about denials. Namely, denials are typically used to deny something that the
person offering the denial thinks the listener already believes (e.g., is hearer-given),
and not something the denier does not think the listener believes (Wason, 1965). For
example, an utterance like Seven isn't an even number, while true, would usually be
infelicitous in any context because it is implausible that anyone would believe seven
s an even number. This is important for any general account of negation processing

because it is precisely these cases that are difficult to process (e.g., true negatives).

1Recall that Clark’s model assumes that listeners represent entire sentences during comprehension
before making a comparison to what is stored in memory. So. a listener will comprehend the entire
denial, represent it as a proposition, and then search memory for matching information. This is an
odd assumption from a more modern point of view, where parsing and interpretation are viewed as
incremental processes. Nevertheless. I have outlined the model as it was originally proposed.
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Importantly, however, the revised Clark model for focused denials concerns de-
contextualized denials, not denials that follow assertions, or denials that precede
counterassertions. This is a problem for this account, as the next section will de-
scribe. This point is important because later work by Bock and Mazzella (1983) has

specifically examined the role of focus in the processing of denials.

2.1.3 Problems with the Matching Model

So far, the role of focus has been discussed with respect to the marking of given and
new information. There is a problem with this conception of focus-marking, however,
when it is applied to sequences of utterances consisting of an assertion followed by a
denial.

In a question-answer pair, the focus placed on the constituent corresponding to
the answer signals that a part of the utterance is new information —not previously-
mentioned. In an assertion-denial sequence, however, like those in (11-12) below, the
denial literally repeats the content of the initial assertion, with the addition of the
negation marker. There is no new information in the denial that follows the assertion,
except for the negation. Nevertheless, there can be a focus in the denial on virtually
any previously-mentioned lexical itemm —a pronoun in the case of (11), for example.
Thus, the distribution of pitch accents in assertion-denial-counterassertion sequences
is not completely accounted for by the notion of given and new information because
the focus does not need to be on new information. If the focus in the denial had to
be on new information, it would fall on the negation. Instead, there appears to be an

additional function of the focus in the denials.
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(11) A: You are calling me a LIAR. (assertion)
B: I'm not calling YOU a liar. (denial)

B: I'm calling JILL a liar. (counterassertion)

(12) A: You are calling me a LIAR.
B: I'm not calling you a LIAR.

B: I'm calling you a THIEF.

One could argue that in denials such as this, speakers do emphasize the negation.
Speakers could express their attitude toward the truth value of a previous utterance
by emphasizing the negation, for example. This is exactly what would be predicted
on the view that speakers focus the “important” or “contrastive” information in an
utterance (Bolinger, 1961). In fact, some speech production experiments lend support
to this idea: O’Shaughnessy and Allen (1983) found that speakers asked to produce
a (decontextualed) negative sentence such as John has not studied his book often
produced an intonational peak on the negative operator.

However, while the negation is indeed new information, it is not required to be
focused in the same way that the new information in an answer to a WH-question
is required to be focused. A speaker can focus any term of the denial that he or
she wishes to associate with the negation. Also, in conversations, it is the case that
speakers do not accent the negation as often as they accent other termms. Two corpus
studies of American and British English (respectively) have shown that speakers more
often emphasize terms other than negation than the negation itself (Yaeger-Dror,
1985; Kaufmann, in press).
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Importantly, however, in the counterassertions that follow the denials, the focus
is applied to new information. The replacement in the counterassertion corresponds
to information that has not been mentioned, and is therefore new. This use of focus
in the counterassertion, like the use of focus in an answer to a WH-question, can be
accounted for by assuming that speakers accent new information.

The role of focus in the denial appears to be different. Its role appears to be to
associate negation with one of the constituents from the assertion. In the case of
(11), Speaker B means to deny the assertion that he or she called Speaker A a liar,
leaving open the possibility that Speaker B called someone else a liar. In the case
of (12), Speaker B again denies that he or she called Speaker A a lar, but instead
leaves open the possibility that he or she called Speaker A something else.

In (11) and (12), the focus in the denial signals the type of replacement that could
be offered in the counterassertion. In effect, the focus in the denial is signalling the
new information that could follow in the counterassertion, much like a WH-term in a
WH-question signals new information in an answer that follows it. The focus in the
denial itself, however, does not fall on new information.

Also, note that assertions themselves can be narrowly focused, but that this fo-
cus need not correspond to the focus in the denial that another speaker produces
in response to that assertion. For example, in (11), Speaker A focuses liar in the
assertion, but Speaker B focuses you in the denial. This follows from the function of
the denial: Speaker B is denying a specific aspect of the initial assertion, independent
of what Speaker A chose to emphasize. So, while there is a dependency between the

focus of the denial and the counterassertion (produced by the same speaker). there
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is no necessary dependency between the focus of the assertion and the focus of the
denial.

If the above characterization is correct, focus appears to be playing a different role
in the denial than as an identifier of new information within the denial itself. It is
instead identifying the new information that could follow in a counterassertion. There
is a large literature in generative linguistics on focus and focus-sensitive operators
that suggests that focus during the comprehension of denials may serve to indicate
that alternatives to the focused constituent are under consideration (Chomsky, 1972;
Akmajian, 1973; Sgall, Hajicovd, & Benesova, 1973; Chafe, 1976; Rooth, 1992). For
example, Jackendoff (1972) proposed that operators such as not associate with focus,

as in (13). Section 3 reviews some of this literature.

(13) I didn't stop SMOKING... I stopped drinking.

Recall that Clark and Clark (1977) proposed that negation associates with new,
but not given information in a denial. But according to the argument above, the
new information in a denial is not necessarily what is being focused. The denial
literally repeats the assertion with the addition of negation, so by definition, the only
new information is the negation. However, the negation is not necessarily emphasized.
Rather, speakers focus a constituent of the denial in order to associate that constituent
with negation, and to evoke alternatives to the focused expression.

In the revised Clark model, listeners were hypothesized to partition the supposi-
tion into given and new information. On the present view, listeners instead derive a

representation of the denial that includes a negation of the assertion associated with
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the focus, as well as a representation of the assertion with the focus of the denial
replaced by a variable, as in (14). I will call this the alternative proposition.

On the face of it, the two representations in (8) and (14) appear to quite simi-
lar. However, there is an important theoretical consequence. In the representation
proposed here, the negation does not have to associate with new information, but
rather it associates with focused information. This proposed representation separates

referential status —whether something is given or new, from focal status —whether

a constituent carries a grammatical indicator of focus. In addition, there is an expec-
tation that can be derived from the alternative proposition that the variable will be

replaced by a new value.

(14) assertion: S=Jane called Bill a liar
negation: Neg(S)
focus = Jane

alternative-proposition = r called Bill a liar

Because the focus does not have to associate with new information, the focus in
the denial can associate negation with any constituent in the denial. Also, because
the focus in the denial evokes alternatives of a specific form, this information can be
used to predict the replacement in a counterassertion. These two aspects of denial
processing were not predicted from the Clark and Clark model.

In processing terms, it is perhaps not so clear what is meant by “evoking alterna-
tives” above. The distinction in (14) is a representational distinction, but does not

say how listeners use the information to derive an expectation for alternatives. There
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is another proposal in the literature, however, about how intonation is used to direct
attention during sentence understanding, and this proposal can be seen as part of the
solution to the problem with the matching model. The purpose of the next section is

to describe this work.

2.2 Prosody and Attention

There is a sizeable literature regarding how listers use prosody to allocate attention
while comprehending speech suggesting that intonation can have a powerful influence
on where attention is deploved. Some of this work follows from studies of dichotic
listening, an important early experimental task in the study of selective attention.
In dichotic listening, two messages are presented to a listener simnultaneously, one to
each ear, and the task is to repeat one of the messages out loud (e.g., shadowing).
This task has been used to understand the allocation of attention in tasks where
listeners must allocate attention to both of the messages (Broadbent, 1953; Cherry,
1953; Kahneman, 1973; Treisman, 1969).

The influence of prosody during dichotic listening has been well documented (Dar-
win, 1975; Darwin & Bethell-Fox, 1977). Darwin (1975), for example, had listeners
shadow one of two messages presented one to each ear. In one condition, the utter-
ances switched ears in mid-sentence, so that the utterance that started in the right ear
finished in the left ear, and vice versa (this resulted in a semantically anomalous sen-
tence in the shadowed ear). In another condition, the content of the utterance stayed

the same in a given ear, but the intonation contour switched, so that the contour
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that started in the right ear switched to the left. In either condition, the instructions
were to shadow only one ear, regardless of the content in that ear. Listeners were
more likely to mistakenly switch their shadowing in the prosodic switch case than
the semantic switch case, showing that listeners are willing to follow an intonation
contour, even when it resulted in an anomalous interpretation. More recently, Darwin
and Hulkin (2000) showed that prosody can override inter-aural difference times in
listeners’ perception of the source of a target word in a sentence played simultane-
ously with a distracter sentence. Also, listeners can use differences in fundamental
frequency to separate a target sentence from distracting background speech (Brokx
& Nooteboom, 1982; Bird & Darwin, 1997). Thus, there is a strong potential for
intonation to direct attention.

More relevant to present concerns, however, researchers have also concentrated on
the allocation of attention to the utterances of a single speaker. The goal of this work
has been to determine whether listeners attend equally to all parts of an utterance,

or alternatively, whether some parts are attended more closely than others.

2.2.1 Attentional Bounce Hypothesis

Shields, McHugh, and Martin (1974) suggested a very general proposal about the use
of rhythm to modulate attention in speech processing, based on earlier work by Martin
(1972). In this proposal, rhythmic events in speech are used to make predictions about
the timing of speech events. Because it has been suggested that there is an alternating
pattern of stressed and unstressed syllables (in English), listeners could potentially

make predictions about when speech events such as the occurrence of stressed syllables
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may occur. The successive stressed (and unstressed) syllables in continuous speech are
hypothesized to form a metrical grid, and the temporal regularity from one stressed
syllable to the next provides information about the timing of stressed syllables. The
processing system could, in principle, capitalize on this pattern by predicting the
future occurrence of stressed syllables (which would be perceptually clear segments)
by locking into this rhyvthm. The allocation of attention could then be seen as varying
from one stressed syllable to the next (an “attentional bounce™), and the role of
prosodic information in this process is to indicate the timing of the stressed syllables
in the speech stream. It is important to note that this hypothesis concerns lexical
stress, not sentential stress, because the alternating stressed/unstressed pattern is
derived from the occurrence of strong and weak syllables in lexical itemns, and not the
location of pitch accents in the intonation contour.

In support of the attentional bounce hypothesis, Shields et al. (1974) showed
that recognition performance in phoneme-monitoring is momentarily disrupted when
experimental manipulations cause predictions based on stress to be wrong. They
had listeners monitor for phoneme targets in nonwords embedded in real sentence
contexts. The initial phonemes of the nonwords were detected more quickly when
they were embedded in sentential contexts in which sentence rhythm predicts that
the syllable containing the target will be accented. A control condition showed that
the same words did not have faster detection times in a context that did not allow
the prediction based on rhythm (list of nonsense syllables). Also, Meltzer. Martin,
Mills, Imhoff, and Zohar (1976) showed that phoneme targets that were displaced
from their predicted location in the speech signal (by the experimental deletion of
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100 ms of signal prior to the target) are detected more slowly.

Not all studies support this idea, however. Pitt and Samuel (1990) only weakly
replicated Shields et al's results with acoustically-controlled actual words embedded
in natural sentence contexts. The effect did replicate in word lists that predicted the

same rhythm. Mens and Povel (1986) also failed to replicate Shields et al (1976).

2.2.2 Sentential Accent

Unlike utterance rhythm, sentential stress concerns the placement of pitch accents
and the projection of focus from that accent placement. However, sentential accent
and lexical stress may be similar in one respect. Cutler (1976) has suggested that
during the comprehension of focused constituents, listeners use the intonation contour
within a sentence to direct attention to those parts of the sentence where there is
greater stress or prominence. In the Shields et al. proposal, the value of anticipating
a stressed syllable is that the stressed syllable would be perceptually clear. In the
Cutler proposal, the value of predicting where an accent will fall with a sentential
accent is that sentence accent will typically fall on (semantically) more informative
words. If processing mechanisms can predict where more informative words will be in
the speech stream, it may be more efficient to allocate more attention to those parts
of a sentence, relative to others. Essentially, sentence processing mechanisins might
use early portions of the prosodic contour of a sentence to predict where later accents
will be, and direct attention to those locations, because these locations are likely to
be more informative.

A series of studies using the phoneme-monitoring task have provided support
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for this proposal. Cutler and Foss (1977) found that listeners are faster to detect
phoneme targets on words bearing sentential accent, suggesting that listeners allocate
more attention to those target locations. Acoustically, however, accented words have
higher pitch, longer syllable duration, and higher amplitude. It could be that the
faster time to monitor for targets predicted to be accented is due to the perceptual
clarity of the accented target locations. Cutler (1976) provided evidence against this
interpretation, however. She showed that respounse times to detect the initial phoneme
of an acoustically-neutral word are faster when that word appears in a location that is
predicted to receive an emphatic stress by the preceding intonation contour, compared
to a sentential context that does not predict an accent. She compared sentences that
were recorded where the target-bearing word had a contrastive accent to sentences

where the contrastive accent was somewhere else in the sentence.

(15) a. That summer four vears ago I ate roast DUCK for every meal.

b. That summer four vears ago I ate roast duck for EVERY MEAL.

The target-bearing word was edited out of the stiinulus sentences with accents,
and replaced with a version from a third recording of the same sentence without an
emphatic accent. Since there were no acoustic differences for the target location (e.g.,
duck) in the two versions of the sentence, Cutler interpreted the faster detection times
at the location predicted to contain the accent as reflecting an active search on the
part of the listener for the accent.

Cutler and Darwin (1981) determined that the effect in Cutler (1976) was probably
not dependent on any particular prosodic dimension. They found a similar effect of
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predicted accent location in sentences that were resynthesized with a monotonous
intonation contour, or when the local timing of the phoneme target was changed
(e.g., like the Meltzer studies reviewed earlier). However, the predicted-accent effect
is eliminated when the sentence rhythm and the intonation contour are placed in
opposition to each other (e.g., the rhythmn suggests an accent on the target, but the
intonation contour suggests an accent somewhere else). Thus, while the predicted-
accent effect doesn’t necessarily depend on a particular phonetic correlate of prosody,
it is necessary that the different dimensions be consistent with each other in their
prediction. To summarize, in studies of sentential accent, consistent and strong effects
of sentence accent on monitoring timnes have been obtained. This is unlike the support
for the attentional bounce hypothesis concerning lexical stress patterns, where support
has been mixed.

Constituents can also be focused semantically. In semantic focus, semantic in-
formation is used to direct attention to different parts of the speech stream. For
example, a WH-question is said to focus the constituent that replaces the WH-term
in the answer. Semantic focus is more abstract than prosodic focus, in the sense that
different grammatical constructions can be used to effect semantic focus. For exam-
ple, gapping constructions, such as [t-clefts and WH-questions can result in semantic
focusing.

Support for semantic focusing comes from work by Cutler and Fodor (1979). They
had subjects performn a phoneme-monitoring task while theyv listened to question-
answer pairs. They found that subjects were faster to detect target phonemes in the

answer when the location of the target corresponded to the constituent focused by the
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question. Importantly, this occurred despite the fact that the answers had the same
prosodic form regardless of the question preceding it (i.e., the answer was produced
in monotone and did not have a focus that matched the question term). Cutler and
Fodor (1979) thus demonstrated that the expectancy derived from the question was
sufficient for improving phoneme detection in the answer, and that the phonolological
pitch accent in the answer, at the target location, is not actually necessary for the
improved detection performance.

This observation suggests a potential solution to the problem with the matching
model introduced earlier. Recall that in the matching model of negation processing,
it was assumed that prosodic emphasis indicated new information. The problem with
this is that the focus in denials does not have to be placed on new information. Alter-
natively, however, it could be that listeners use the focus in denials as an indicator of
abstract, semantic focus. It was suggested earlier that focus associates with negation,
and is used to evoke alternatives (Jackendoff, 1972). Combining this (representa-
tional) claim with Cutler's suggestion that listeners use prosody to direct attention
to locations within an utterance predicted to contain a focus, and the demonstration
by Cutler and Fodor (1979) that this can occur across utterances, it can be predicted
that listeners will use the focus in denials to make predictions about the forms of
counterassertions that will follow. In particular, listeners should direct attention to
those parts of the counterassertion that are predicted by the focused denial to contain

the replacement information.
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2.2.3 Phoneme-Monitoring Tasks and Attention

The phoneme-monitoring task used by Cutler and her colleagues has been used to
investigate a wide variety of topics in spoken word and sentence processing. It was
originally designed as a way of using a dual-task method to investigate spoken lan-
guage comprehension, where an aspect of language itself is used as part of the task
(Foss, 1998). Subjects in the task are asked to listen to and comprehend spoken
sentences while monitoring for a target sound. In many uses of the task, target lo-
cations are arranged so that they fall on areas of the sentence that are hypothesized
to have greater or lesser processing complexity (e.g., syntactic parsing complexity,
or memory requirements). Subjects’ response times to detect the target sound are
taken to reflect the commitment of processing resources at the location of the target
in the sentence (e.g., with greater resources required to parse a region of the sentence,
it is sometimes hypothesized that subjects will be less able to allocate attention to
phoneme-monitoring). In other instances of the task, like those described above, the
task is used to study how subjects allocate attention to different regions of the sen-
tence, rather than processing complexity. Subjects are hypothesized to allocate more
attention to some regions of a sentence than others, for example, in cases where the
prosody of the sentence would lead to a prediction about the location of sentential
accent. In these cases, when a target appears in a location where subjects have al-
located more attention, the prediction is that thev will be faster to detect phoneme
targets.

With the phoneme-monitoring task it is useful to distinguish top-down versus
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bottom-up sources of attentional control. In many cases, the phoneme monitoring
task has been used to study how priority is assigned to different locations within
a sentence. In cases where the variable is manipulated at the target location, then
a bottom-up, or exogenous influence would be expected. For example, the greater
acoustic salience of an accented lexical item within a sentence could be scen as a
bottom-up cue. In cases where the variable is manipulated in a location of the sentence
prior to the phoneme target, then a top-down, or endogenous source of control would
be implicated. For example, the effect of a question on attention allocation to an
answer to the question could be seen as a top-down cue.

Because it has been widely used, phonerne-monitoring is a well-understood exper-
imental task, and a variety of potential artifacts have been documented (see Ferreira
& Anes, 1994; Connine & Titone, 1996). It has been found, for example, that the
length, frequency, and number of syllables of both the target-bearing word, and the
word preceding it can affect response times. Also, feature overlap between the tar-
get phoneme and the word-initial phoneme of the preceding word can influence RTs,
as can the lexical stress pattern of the target word. The complexity of the word-
initial target segiment, and the length of the vowel following the target segment can
also affect RTs. Other potential artifacts include the position of the target word
in the sentence (early or late —esp. in the case where the target-bearing word is
sentence-initial, because of the absence of co-articulatory information in that case),
as well as the predictability, the plausibility, and the grammatical part of speech
of the target-bearing word. The majority of these potential artifacts concern cases

where experimental conditions require a comparison of responses across different tar-
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get words, however. In some designs, like that of Cutler and Fodor (1979), the target
is located in a carrier sentence that does not change across experimental comparisous.
In this type of design, the influence of the prior sentence on monitoring performance

is assessed, rather than the influence of some property located at the target location.

2.3 Summary and Overall Evaluation

This review has suggested that the interpretation of focused denials poses an inter-
esting problem for models of spoken utterance interpretation that are based on the
matching of given and new information. In the matching model, people are assumed
to search memory for information matching given information in the utterance, based
on the constituents that have been marked as given, and integrate the information
marked as new with the given information. It has been suggested that in denials, a
different type of representation may be necessary to model their interpretation, be-
cause the focus in denials is placed on constituents that are not necessarily new. A
different representation has been proposed to handle this problem, based on work on
association with focus, and it has been suggested that listeners may use this semantic
focus to direct attention to new information found in counterassertions following the
focused denial. The following sections describe the linguistics research related to this

work, and four experiments that test this theoretical proposal.
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3 Linguistic Accounts of Focus and Negation

Linguists have approached information structure from nearly all angles, including
phonology, syntax, formal semantics, and discourse interpretation. Of these, two ap-
proaches are directly related to the experiments reported in this dissertation: Jack-
endoff’s (1972) early work on association with focus (later elaborated by Rooth,
1985), and Vallduvi’s (1992) approach to information structure. The purpose of this
chapter is to clarify the representation of denials discussed previously using the Jack-
endoff/Rooth analysis of negatives, and relate the general Clark model of given-new

processing to Valldui’s account of information packaging.

3.1 Association with Focus and Alternative Semantics

The earlier discussion of information structure (Section 2.1.3) suggested that directly
equating referential status (whether something is given or new) with the grammatical
markers for information structure (assignment of accent or syntactic construction)
is not sufficient to explain the function of accents in denials. It is natural to ask
whether an alternative characterization of the representation of focus in denials is
available to capture both the functions of evoking alternatives and of indicating new
information. This section describes work from theoretical linguistics which can serve
as the basis for this characterization. In particular, Rooth’s (1992) work on focus
provides a framework for characterizing the representation of focus in question-answer

sequences, as well as denial-counterassertion sequences.
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3.1.1 Jackendoff’s Approach

Jackendoff (1972) was the first to propose a general rule system where focus asso-
ciates with negation and other focus-sensitive particles. According to this account,
a focused negative sentence has a composite meaning consisting of a both an asser-
tion and a presupposition, and this division is a result of the interplay of rules from
a variety of different domains. Pragmatically, the focus of a sentence corresponds
to the information conveyed by the sentence that is assumed by the speaker not to
be shared by him or her and the listener. This focused information is included in
the assertion. The presupposition corresponds to the part of the sentence that is
assumed to be shared, or under discussion, but does not necessarily include the nega-
tion. Syntactically, a syntactic feature termed an F-marker is assigned to the focused
constituent. This F-marker is a feature of a syntactic phrase which relates to phono-
logical and semantic rule systems. Phonologically, Jackendoff proposed an Emphatic
Stress Rule, which simply states that to realize a focus, high stress is assigned to the
stressed syllable of the head of the focused constituent. Jackendoff claimed that a
typical type of accent indicating focus in a negative sentence is (what he termed) a B
accent, or rising accent. This type of accent can also be described as a L+H* accent
in Pierrehumbert and Hirschberg (1990) terms. Semantically, a Focus Assignment
Rule was proposed to derive both the focus and the presupposition. In this rule, the
semantic representation of a sentence corresponding to the surface structure material
dominated by the F-marker is designated the Focus of a sentence. To derive a presup-

position, the material associated with the focus is replaced by a variable, as in (16c¢).
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Jackendoff also formulated a rule where an element such as negation is associated
with a focus, and does not contribute to the meaning of the presupposition derived

from the focus-assigned sentence.

(16) a. ANNE doesn’t smoke.
b. Anne # Ax (x smokes) (assertion)

c. Ax (x smokes) (presupposition)

There are important constraints on the application of these rules. Jackendoff
(1972) pointed out that the association of negation with focus is optional, for example,

as shown in (17).
(17) a. That isn’t correct. Mary didn’t take the CAR from Bill.

b. What didn’t Mary take from Bill? Mary didn’t take the CAR from Bill.

The sentence in (17a) suggests alternatives to the car, similar to the way that
(16a) suggests alternatives. However, with the negative context question establishing
the negation as part of the presupposition, the same sentence in (17b) shows that
the negation can remain within the presupposition. The different presuppositions

associated with the negative sentences in (17) are shown in (18):

(18) a. Ax (Mary took x from Bill)

b. Ax (Mary did not take x from Bill)
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A related point is made by Moser (1992), who analvzed negation as a tvpe of
relation, extending the account of Horn (1989) to focused negative sentences. She
showed that negation always relates different constituents within a sentence (similar
to Horn’s mode of predication), but that the different constituents do not necessarily
correspond to foci. For example, the sentences in (19) show that negation may relate
non-focal constituents as in (19a), may relate to an accented constituent that is not
the main focus of the sentence as in (19b), or may remain within the presupposition

as in (19c). 2

(19) a. Mary didn’t take the car.

b. It was the CAR that MARY didn’t take.

c. It was the CAR that Mary didn’t take.

This places important boundary conditions on the association of negation with focus,

as it is apparent that the association is neither necessary or obligatory.

3.1.2 Rooth’s Approach

Since Jackendoff (1972), a number of authors have claborated on the basic proposal
concerning association with focus. Rooth (1985; 1992) provided a similar analysis for
a variety of focus-sensitive operators, and argued that the general function of focus

is to evoke alternatives.

2 Another important point of Moser (1992) is that association with focus cannot be equated with
metalinguistic negation (Horn, 1989). Moser (1992) points out that focused denial-counterassertion
sequences do not express literal contradictions as in the classic metalinguistic negation examples.
Instead of metalinguistic negation, Noser (1992) analvzes simple focused negation denials as de-
scriptive negation.
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Importantly, Rooth showed how focus can have truth-conditional effects on the
interpretation of sentences, clearly establishing the semantic relevance of prosodic fo-
cus. For sentences like in (20), for example, Rooth (1985) suggested that in situations
where John introduces multiple people to Sue, and performs no other introductions,
then (20a) is true, but (20b) is false. Conversely, if John introduces Bill to Sue, and
makes no other introductions other than Sue to other people, then (20b) is true, and

(20a) is false.

(20) a. John only introduced Bill to SUE.

b. John only introduced BILL to Sue.

Rooth (1985) proposed that focus can always be interpreted as involving some set of
alternatives to the focused element in a sentence. In Rooth’s approach, two seman-
tic values are computed for focused expressions, an ordinary semantic value corre-
sponding to the propositional content of the utterance, and a focus semantic value
corresponding to the ordinary semantic value obtained from the ordinary value by
replacing the interpretation of the focused element with a variable, as in Jackendoff
(1972).

The focus semantic value can be thought of as background information, or a set of
propositions which potentially contrast with the ordinary semantic value. A variety
of pragmatic and semantic processes can reference this focus semantic value, and this
leads to focus effects that are both semantic and pragmatic in nature.

For question-answer pairs, Rooth (1992) argues that a WH-question determines a
set of possible answers much like other focus semantic values. The ordinary semantic
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value of a question is a subset of the focus semantic value, rather than a single
value. The function of the focus in the answer to the question is to signal that other
propositions are potential answers in the context of the question.

For an utterance like (20a), the truth-conditional effects of focus are captured
by equating the quantificational domain of the adverb only to a contextually-bound
variable C, with the condition that C be equated with the interpretation of the focus
semantic value.

For the utterance in (20a), the ordinary semantic value corresponds to (21a), while

the focused semantic value corresponds to (21b), and vice versa for (20b).

(21) a. introduce(Sue, Bill)

b. Ax (introduce(x, Bill))

A similar type of analysis holds for negation. Rooth (1996) also pointed out that
focus does necessarily result in an existentially quantified variable. For example, a
sequence like (22) shows that negation can apply to the interpretation of a constituent
resulting in a sense of alternatives to the focused expression, but that this need to

imply that any particular alternatives necessarily be assigned.
(22) a. BILL didn't arrive late. No one arrived.

If the focus in (22) results in a existential interpretation that some alternative to
the focused expression instantiates the variable (e.g., a non-empty set of alternatives),
then the follow-up would be predicted to be infelicitous, but it is not. In Rooth’s
analysis, then, focus has the uniform interpretation of indicating that alternatives
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to the focused expression are under consideration, and that negation applies to the
ordinary semantic value of the focused expression.

In summary, Rooth’s account, extending Jackendoft's treatment of association
with focus, can be seen as a general account of the meaning of focus. It covers both
the meaning of focused negative sentences, as well as the relationship between the

meanings of questions and answers.

3.2 Information Packaging

A number of authors have pointed out that information in a discourse does not consist
of a randomly arranged set of propositions, but appears to be structured in various

ways. The following quote from Chafe (1976) sums ups the basic idea:

[The phenomena at issue] have to do primarily with how the message is
sent and only secondarily with the message itself, just as the packaging of
toothpaste can affect sales in partial independence of the quality of the

toothpaste inside. (Chafe, 1976)

Many authors have attributed information structuring to an attempt by speakers
to convey what they (the speakers) believe is mutually known, or what they expect

their hearers to be thinking about:

At all levels, the crucial factor appears to be the tailoring of an utterance
by a sender to meet the particular assumed needs of the intended receiver.

That is, information packaging in natural language reflects the sender’s
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hypotheses about the receiver’'s assumptions and beliefs and strategies.

(Prince, 1981)

There have been numerous attempts to capture the basic distinction between
the informative part of an utterance, and the part of the utterance which is as-
sumned to be already understood. The most common distinction is between new and
gwen information, but other comnmon distinctions include focus/ground, topic/focus,
topic/comment, theme/rheme, contextually-bound/-nonbound, psychological sub-
ject/predicate, focus/presupposition (see Vallduvi & Engdahl, 1996 for a summary of

the literature).

3.2.1 Vallduvi’s Approach

Languages primarily realize information structure through the grammatical resources
of prosody, word order and morphology. Vallduvi (1992, 1993) and colleagues have
proposed an account of information structure in grammar that attempts to capture
these distinctions within a single framework. This approach is distinguished by its
attempt to model information structure in a diverse set of languages (including En-
glish, German, Dutch, Swedish, Catalan, Hungarian, Turkish, and Japanese) using
a small set of informational primitives, termed instructions. The basic differences
between the languages are modeled as language-specific configurations of the instruc-
tions (Vallduvi & Engdahl, 1996). This basic approach is similar in most respects to
the psycholinguistic work by Haviland and Clark (1974), except that the proposed in-
structions are more detailed, and are applied to a wide variety of languages. Because
it represents a cross-linguistic account of information structure, Vallduvi's approach
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represents an important set of hypotheses about how information structure is pro-
cessed in languages other than English. In this section, however, I will suggest that
Vallduvi's approach inherits the same problem as Haviland and Clark (1974) with
respect to its predictions regarding denials.

Vallduvi (1994) describes the approach in terms of File Change Semantics. File
Change Semantics (Heim, 1982) is a formal approach to semantics which views the
meaning of a sentence in termns of its contert change potential, the impact that an
utterance has on the discourse of which it is a part. This approach gained popularity in
the early 1980s for its solution to an outstanding problem involving binding. quantifier
scope, and anaphora.

File Change Semantics models interpretation (in the formal sense of a mapping
between linguistic expressions, logic forms, and possible worlds) as a process of keep-
ing a set of file cards in a file. The logical form for a expression is assigned a file
change potential based on file cards that are created or activated. File Change Se-
mantics is intended to model how noun phrases are interpreted, and one of its main
claims is that whether or not a new card is introduced is based on the definiteness of
noun phrases. Indefinite descriptions such indefinite NPs and universally-quantified
NPs introduce new file cards, while definite descriptions such as pronouns, definite
article NPs, and demonstrative pronouns lead to the re-activation of pre-existing file
cards.

As with Heim (1983), Vallduvi (199:) assumes that file cards are used to represent
discourse referents. Each utterance in a discourse is used to enter information onto

file cards incrementally, as a discourse unfolds. File cards are created when indefinites
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are processed. and they are re-activated when definite descriptions and proper names
are processed. In addition, file cards are updated when information from a sentence is
recorded on already-created cards. Vallduvi's main claim is that information structure
is used to manage file cards so that they are available at the appropriate times, and
to add information to the cards.

Information structure approaches distinguish the part of a sentence which assumed
by the hearer to be already known, and that part of the sentence which is informa-
tive in some way. Topic-comment approaches tend to emphasize what a sentence is
about, while focus-ground approaches tend to emphasize the informative part of an
utterance. Vallduvi's account combines these traditional distinctions by using four
basic primitives placed in a hierarchical arrangement: Sentence = {Focus, Ground},
further subdivided so that Ground = {Link, Tail}. The link corresponds to the topic
in other approaches using the topic-comment distinction. Because of this arrange-
ment, a sentence is divided into three parts: a Focus, a Link, and a Tail. The Link
directs the hearer to a file card in his or her knowledge store, while the Tail signals
a certain type, or mode, of information update. The Focus encodes the information
to be added in thenknowledge store at the appropriate location, and in the appropri-
ate mode. These primitives combine to realize different instructions for information
update.

The reason for distinguishing between the different parts of the Ground can be

seen in the following examples (23-24).

(23) a. What about John. What does he do?
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b. [John]ground [drinks BEER] pocys-

In (23b), John is part of the topic, and can be taken as presupposed. The noun
phrase beer is the focus, and drinks is taken to be part of the comment in topic-
comment approaches. In this case, topic-comment and focus-ground approaches pro-
vide the same partition of the utterance: John is both ground and topic, and drinks

beer is both focus and comment.
(24) a. What about John? What does he drink?
b. [John drinks|Ground BEER]Focus-

In (24b) however, the same utterance, with the same marker for focus as (23b), is
partitioned differently. The noun phrase beer is still the focus, but now the ground in-
cludes John drinks, which can be taken to be presupposed because it was mentioned in
the question. So, in cases like (24), the topic-comment and focus-ground approaches
partition sentences differently. Vallduvi (1992) combined these approaches into a sin-
gle partitioning into Focus, Link, and Tail. In (21), the Ground would be partitioned
in to a Link (e.g., John) and a Tail (e.g., drinks).

Schematically, in this approach, the information in some sentence S is denoted
I,. The focus is roughly the amount of propositional information expressed by S,

denoted by ¢,, minus the information already in the hearer’s model, Kj:

I, = o, — I\,h

Vallduvi proposes that I, is expressed by the focus, and that the ground has the
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Type Instruction

Focus UPDATE-ADD(Jy)
Link-Focus GOTO(fc)(UPDATE-ADD(/,))
Focus-Tail UPDATE-REPLACE(/;, record(fc))

Link-Focus-Tail | GOTO(fc)(UPDATE-REPLACE(/;, record(fc)))

Table 2: Informational Primitives in Vallduvi’s Approach.

role of “ushering” the I, to the appropriate location in memory. The Link within a
sentence indicates where the information should go, and the Tail indicates how the
information is to be added (e.g., via either an addition, or by replacing some other
element).

In this approach, the only necessary primitive in any sentence is a Focus. Sen-
tences can lack Links or Tails, so this provides four possible types of sentences, each
associated with a different instruction type, as in Table 2. 3

Here, fc stands for a file card, and record stands for a record or property that is on
that file card. Essentially, the primitives are UPDATE-ADD, which adds information
to the knowledge state, and GOTO, which is a lookup procedure to find a record in
memory. The presence of a Tail changes UPDATE-ADD to UPDATE-REPLACE.

The core part of the instructions in any sentence is the UPDATE instruction,
which is signalled by a Focus. UPDATE is an instruction to update the input file
with I;. This basic primitive is modified by other Ground elements present in the
utterance.

The Link is part of the Ground. It associates with some previously-mentioned or

3Note that the types do not imply any arrangement of constituency or order. It would be more
precise to say that Link-Focus-Tail is an unordered set such as {Link, Focus, Tail}, for example.
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inferred referents, or set of referents. It serves to anchor the Focus, and is associated
with the GOTO instruction. The target locations for the GOTO instructions are file
cards. Note that Vallduvi’s approach is largely similar to Haviland and Clark (1974),
with respect to the Focus and the Link.

The Tail is like a pointer to a specific record on a file card that already exists.
It indicates how the record is to be modified by the I, of the sentence. Records are
conditions on the file cards, corresponding to properties or attributes that have been
ascribed to the referent associated with the card. If a Tail is present in an utterance,
then the associated instruction type for the focus is changed from UPDATE-ADD
to UPDATE-REPLACE —the presence of a tail triggers a switch in the mode of
update.?

For a simple question-answer pair like (25), Vallduvii's approach works as follows.

(25) a. Who did Jane invite?

b. [Jane invited]p;nk [BILL]Focus-

In (25b), the Ground consists of a Link that was established with the question in
(25a), and the Focus corresponds to the accented name. Since this is a Link-Focus
configuration, the associated instructions are GOTO(fc) and UPDATE-ADD(I,). The
file card for the GOTO statement would be the file card for Jane, and the UPDATE-
ADD instruction would add a reference to the file card for Bill onto the file card for

Jane, at the location of the open statement Jane invited r. In this way, file cards,

4Distinguishing Links and Tails is not always straightforward. as others have pointed out (Moser,
1992). For the present discussion, the important distinction is between the Focus and the Link,
which captures the basic Focus-Ground partition.
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corresponding to entities established by noun phrases are associated with statements
and cross-referenced to other entities. Essentially, the link provides the location for
the update.

Vallduvi (1994) provides the following analysis to illustrate how Links are realized.

(26) a. [Sue]Link [insulted CATHY]rocus and then [she HIT her] poeys-

b. [Sue]Link (insulted CATHY]roeus and then [she]pinx [hit HER] poeus-

In cases where no Link is indicated, the currently most active file card is updated
in this approach. In (26a), there is no Link in the second conjunct because the
entire clause is Focused, so the file card for Sue is updated. Vallduvi assumes that
(in English), contrastive topics can be Links (e.g., see fn 6 in Vallduvi, 1994), and
he suggests that the presence of a L+H* (rising) accent on a topic is an indicator
of a Link. He suggests that there is a L+H* accent on the pronoun she in (26b),
indicating that it is a Link (this not shown by capital letters here because in Vallduvi's
approach the assignment of a L+H* accent is not required to be a Focus). Because
it is a explicitly-signalled Link, listers do not take she to refer to Sue, and that the
emphasis indicates that the locus of update should be a different file card, the card

for Cathy.

3.2.2 Information Packaging in Denials

Vallduvi has not offered an analysis of a denial following an assertion, but based on
his analysis of contrastive statements in Vallduvi (1994), an analysis like the following
can be derived, as in the pair (27a-27b).

44




(27) a. Jane invited Bill.
b. [JANE]L,'nk [didn’t]pocus [invite Bill]raa
c. [JANE]Focus [didn’t]7qy [invite Bill] £ink

In Vallduvi (1994), L+H* accents are taken to be indicative of contrastive topics,
so a denial following (27a) with a L+H* accent on the subject would be analyzed as
(27b), where the Link corresponds to the traditional notion of (contrastive) topic. The
instructions associated with Focus-Link-Tail, consisting of GOTO(fc), and UPDATE-
REPLACE(J,, record(fc)) would then apply. The file card for Jane would be re-
activated as the locus of update, and the information associated with the focus (e.g.,
the negation) would replace the positive polarity of the statement invited Bill on that
file card.

This is the correct prediction about how this file card is updated, but problemat-
ically, it relies on assigning the negation-auxiliary the status of Focus. This is prob-
lematic because the negation-auxiliary complex is not accented in this case. Vallduvi
assumes that a L+H* accent on Jane is an indicator of a Link, but sentences like
(27b) have traditionally modeled as association-with-focus constructions (e.g., Jack-
endoff, 1972). Also, this account does not predict why a denial with an accent on the
auxiliary-negation complex would not interpreted in exactly the same way as (27b).
There is a sense that alternatives to the subject in (27b) are relevant, but the same
sense is missing if the negation-auxiliary is accented instead. Thus, this analysis
does not predict the correct mapping between possible accent locations and possible
interpretations.
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There are at least two wayvs to handle this problem. One could argue that the
accent in an emphasized denial is both a pragmatic and a semantic Focus. and provide
a modification to Vallduvi’s account. If, for example,Jane is taken to be the Focus
of the denial, as in Jackendoff (1972), shown in (27c), then the rest of the denial
would be taken to be the Ground. The Ground would consist of both a Link (e.g.,
wvite Bill), and a Tail (e.g., didn't). The associated instructions for a Focus-Tail-
Link construction are GOTO(fc), and UPDATE-REPLACE(/,, record(fc)), where
the file card argument for the GOTO instruction is the file card for the referent
Bill. The presence of the Tail triggers the UPDATE-REPLACE instruction (rather
than UPDATE-ADD). On the file card for Bill, a statement asserting Jane invited
Bill already exists (hence the application of record), so the UPDATE-REPLACE
must apply to the existing reference to Jane. However, there is nothing to replace
on the file card, because Jane is already present. The information that needs to
be added to the file card, the negation, could be added in addition, but it cannot
be added without creating an inconsistency (e.g., Jane invited Bill, and Jane didn't
invite Bill on the same file card). This may be the correct result, however, because
the inconsistency between the two entries indicates the disagreement between the
assertion and the denial. This forms the basis for the inference that the speaker of
the denial is disagreeing with the speaker of the assertion. °

Alternatively, Vallduvi and Zacharski (1994) have argued for separate treatments

of the semantic phenomenon of association with focus and the use of accent to indi-

5Note that alternatively, if the auxiliary and negation are taken to be part of the Link. the
instructions would be UPDATE-ADD. This would be problematic for Vallduvi's account however,
because the Focus in the denial is not (literally) adding information.
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cate information focus. They argue that there is no necessary relationship between
the focal accent indicating the pragmatic focus of a sentence and the focal accent
indicating the semantic associate of a focus-sensitive particle. Either can be present
in an utterance, but one does not uniquely determine the other. This latter approach
is consistent with the argument advanced earlier, in Section 2.1.3. There it was ar-
gued that the function of focal accents in denials is to suggest alternatives to the
denial, in addition to associating the negation with the interpretation of the focused
constituent. This semantic function of focus is not necessarily linked to the referential
status of any of the terms in the denial.

It should be emphasized that the main theme of Vallduvi's approach is similar to
the approach taken by Haviland and Clark (1974). Vallduvi argues that information
packaging provides a means of (a) designating a file card as a locus of information up-
date, allowing listeners an efficient scheme for adding information to their knowledge
store (because redundant entries are elimninated), and (b) identifyving the information
in a sentence and its relation to information already present in the hearer’s model.
The main types of relation that the approach captures are sequences of utterances
where information is added or substituted.

However, in the case of denials, the function of focal accent appears to be better
modeled as evoking alternatives, similar to the approach taken by Jackendoff/Rooth.

The experiments described in the next section provide support for this function.
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4 Association with Negation

There is experimental evidence that listeners are sensitive to the relationship between
contrastive foci in understanding a counterassertion following a denial. Bock and
Mazzella (1983) had listeners judge the acceptability of counterassertions following
denials, and timed their judgments after the onset of the counterassertion. They
manipulated the focus in the two utterances, comparing conditions where the focus
in the counterassertion either matched or mismatched the focus in the denial. Their
results showed that listeners were faster to judge counterassertions as acceptable
when the (intonationally-signaled) focus in a counterassertion matched the focus in a
preceding denial (as in 28a below), compared to the case where it mismatched (28b)

or when there was no clear focus structure (e.g., a control condition, 28c). ¢

(28) a. GEORGE didn't kill Bill. ALFRED killed Bill.  (-14; matching focus)
b. George didn’t kill BILL. ALFRED killed Bill. (137; mismatching focus)
c. George didn’t kill Bill. Alfred killed Bill. (143; monotone)

d. George didn't kill Bill. ALFRED killed Bill. ( 75; focus on replacement)

Subjects were over 150 ms faster to judge the second utterance in (28a) as ac-
ceptable than (28b). They were not faster to judge (28b) compared to the control

condition (28c), but were faster to judge (28d) than either (28b) or (28¢). Bock and

50n each trial in their experiment, Bock and Mazzella (1983) timed subjects’ responses from the
onset of the counterassertion, and then subtracted the duration of the counterassertion from the
response time. In cases where subjects’ responded before the counterassertion finished, this derived
response time was negative. The average times shown in (28) are these derived times.
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Mazzella (1983) accounted for the faster judgment times for the matching condition
by proposing that listeners are following a given-new contract: They interpret an ut-
terance like the counterassertions in (28) by using given inforination (the non-focused
constituents) to access an antecedent in memory and then add the new information
(the focused replacement constituent) to this antecedent representation, generally
consistent with Clark and Clark’s (1977) account.

As Section 2.2 pointed out, other work by Cutler and Fodor (1979; also Cut-
ler, 1976), concerning focus in question-answer pairs, suggests a somewhat differ-
ent, attention-directing function for focus. In their experiment, subjects listened to
question-answer pairs and monitored for a target phoneme in the answer. Their de-
tection times were faster when the question focused the target-bearing constituent in
the answer. This result was obtained despite the fact that the answers always had
the same prosodic form regardless of the question preceding it (i.e., the answer was
produced in monotone and did not have a focus that matched the question term).
Cutler and Fodor (1979) thus demonstrated that the expectancy derived from the
question was sufficient for improving phoneme detection in the answer, and that the
phonolological pitch accent in the answer is not actually necessary for the improved
detection performance. This demonstrates that focus can be realized abstractly, and
their result is consistent with the hypothesis that listeners use information structure
to direct attention to focal targets. This has an important implication. It could be
that the effect that Bock and Mazzella (1983) observed was due to the expectancy
derived from the focus structure of the denial, rather than (or in addition to) the

match between the phonological focus in the denial and the phonological focus in the
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counterassertion. Bock and Mazzella's (1983) account suggests that upon hearing the
focus in the counterassertion, listeners might check to see if the focused constituent
would serve as a legal replacement for the focus in the previous denial. An alternative
possibility is that listeners use the focus in the denial to predict the form of the re-
placement in the counterassertion, before even hearing it. These two possibilities are
not exclusive, of course —subjects may have predicted the replacement in Bock and
Mazzella’s study, in addition to checking for a match. However, Bock and Mazzella's
data do not provide unambiguous evidence that subjects predicted the replacement
in the absence of a focus in the replacement. Their manipulations did not include a
focus in a denial, followed by the absence of contrastive focus in the counterassertion
(analogous to the question preceding the answer in Cutler & Fodor, 1979). Thus, it
is an open question whether the contrastive focus on the replacement in the coun-
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