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ABSTRACT

SUPERPOWER DISPUTE INITIATION:
STATUS-QUO EVALUATIONS AND STRATEGIC TIMING

By

Christopher K. Butler

Looking back at the Cold War, we wonder why the conflict between the United
States and the Soviet Union did not escalate even though each made military moves
against the other at various times. Unlike other rivalries in history, this one did not
produce enough variance of violence to address this problem directly. From an empirical
standpoint. we will never really know why a direct military confrontation between the
superpowers never took place. Given the ex ante potential for escalation (including the
possibility for global extermination), one wonders why the superpowers would risk
military initiatives at all. This is a question that can be addressed empirically. This
dissertation examines the dispute-initiation behavior between the United States and the
Soviet Union by focusing on evaluations of the international status quo over time. By
explaining the relative peace and its periodic disturbances, we may be able to avoid
absolute war.

The first half of the dissertation examines dispute initiation theoretically. I begin
with a review of what dispute initiation is and what others have found to be linked with it.
[ then lay out my own framework for understanding dispute initiation that rests on
understanding the international status quo and how this status quo is changed over time.
Next, I present two game-theoretic models that present dispute initiation as a strategic-

timing problem. The first model examines how the sequence of actions affects the



expected outcome of the game. By endogenizing who goes first in this game, [ nullify an
artificial initiator advantage. The second model examines how the actual timing of
actions—beyond mere sequence—potentially alters the strategic problem. It specifically
address the question of the conditions under which the more complicated timing model
collapses into a simplified game in which only sequence matters. With respect to
understanding dispute initiation, the game models produce several propositions which are
then summarized in theoretical hypotheses. Three things are theoretically shown to
increase the likelihood of dispute initiation between two actors: (1) a shift in negotiation
advantage in favor of one actor over another. (2) a low value of the status quo for either
actor, and (3) a low level of patience for either actor.

The next half of the dissertation evaluates these theoretical hypotheses. This
evaluation is divided into an empirical component and a historical component. The
empirical component begins by showing how the first two theoretical hypotheses are
generalizations of power-transition arguments. The empirical test then operates within a
modified power-transition framework focusing on the Cold-War rivalry. The results of
this test provide supporting evidence for the related theoretical hypotheses. The
historical component provides an independent evaluation of the empirical results as well
as a non-empirical test for the third theoretical hypothesis. The evaluation itself relies on
John Lewis Gaddis’s writings on the Cold War. This historical evaluation also supports

the theoretical hypotheses and corroborates the empirical results.
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CHAPTER 1. INTRODUCTION

There is nothing permanent except change.
-Heraclitus

Change is not made without inconvenience. even from worse to better.
-Richard Hooker

State leaders often desire to change some aspect of their international environment
but the timing of such an action is critical to its success, to the continuation of the
leadership, and to the welfare of the state. Some states face constraints that impede
attempts at change. They lack the resources, influence or other factors necessary to
implement the desired change. This is especially true for the so-called “minor powers ™ —
l.e., states that are in a lower position in the international power structure. Major powers
face a different problem when considering change. A great power may have the
resources and influence required to bring about change but only if no other great power
challenges its attempt. This does not mean that great powers do not attempt to change the
status quo in the strategic environment of the international system. It does mean,
however, that they must await conditions ripe for change. Hence, I ask “when will great
powers attempt to change the international status quo?” More specifically, [ am
interested in deter'mining theoretical conditions that allow us to predict some time—or
window of time—in which one or more great powers will act toward change.

There are several ways in which a great power could attempt to change the
international status quo. Such change can take place within the any of the arenas of
international politics, including law, political economy, and conflict. For instance. a great

power may seek some change in an existing security regime or propose the creation of a



new regime. Alternatively, a great power may seek to change the sovereignty of some
territory (through force or purchase) or to settle a territorial dispute.

Many questions surround the contemporary tranquillity of the international system
and the relative peace of the Cold War that followed the greatest conflagration humanity
has yet seen. In retrospect, we wonder why the conflict between the United States and
the Soviet Union did not escalate even though each made military moves against the
other at various times. From our present vantage point, we wonder whether the current
peace will bless several generations or will quickly vanish with some new great human
tragedy. Hence, this is neither a trivial exercise in modeling historical events nor an
investigation of obsolete behavior. It is an attempt to prepare for the future by
highlighting precarious times in international relationships before escalation is a
possibility. Thus, by explaining relative peace and its periodic disturbances, we may be
able to avoid absolute war.

Two issues central to our comprehensive understanding of the Cold-War
relationship extend beyond this dissertation and span much of social science. First, the
very nature of the status quo and how it changes (or remains the same) is key to
understanding political order in general. Second. the question of strategic timing is
hardly unique to international politics.

The nature of the status quo is a key component to understanding political order
of any kind. All of the questions we ask in political science deal with how or why current
political conditions change. Who will win the next election? How will a legislature’s
composition affect the type of legislation it passes? What are the conditions for a coup?

How do democracies spread and what are the effects of that change? With an



understanding of how things change. we gain a better appreciation for why things remain
the same. This helps us address still other questions.

Strategic timing is also important in grasping the nature of political change.
Change is often. if not always, instigated by one or more political actors. Some of these
actors are consummate leaders—Ilike Abraham Lincoln or Adolf Hitler—who use their
leadership skills to take advantage of a particular environment—for good and ill
respectively. Other actors for change are unwitting—Ilike Czar Nicholas [I—who react to
their environments in a futile hope of arresting change. Not all changes are momentous;
nor are all actions intended to produce momentous changes. Indeed, a myriad of changes
occur continually that have subtle effects on the fabric of social order.

This fabric—objectifying the status quo—is a network of explicit and informal
contracts that specify expected conduct between and among actors. At any point in time,
some portion of these contracts are being renegotiated. The means of renegotiation
between actors are embedded in a subset of expectations specifying how change is to be
conducted. At all levels of social interaction, expectations can be jettisoned by an actor
in favor of more unilateral action. Whether through renegotiation or unilateral action. the
timing of change plays a critical role in its outcome; thus, the status quo and strategic
timing are intimat'ely related.

Timing in the context of social change has two principal components: sequence
and environment. The sequence of action has long been suspected to affect social
outcomes whether in the form of agenda control or some other first-mover advantage.
One aspect of sequence not always grasped is that there can be a drawback in being first.

[t has been argued, for instance, that incumbents should always lose since their position is



known by the challengers well in advance of any election (Downs 1957). Although this
logical argument does not withstand empirical validation. it is one of the few
considerations of a first-mover disadvantage. Another aspect of sequence rarely
considered is that if there is a universal first-mover advantage then everyone would want
to move first. Simply noting ex post that a particular individual was able to maneuver
successfully to be the first mover is theoretically unsound at the least. Presumably the
actor was maneuvering in a strategic setting that could be examined as another choice
problem.

The environment has long been considered a fundamental part of any decision
problem. These conditions include the decisions available to each actor, how the
decisions produce joint outcomes (including gambles), and the outside factors that
influence the actors’ preferences. In the context of timing decisions, Axelrod (1979) laid
out an intuitive framework for when to reveal critical, private information so as to
maximize the decision-maker’s probability of winning given the time at which the
information was revealed. The environmental conditions considered in that framework
include the resource to be exploited, changing stakes over time, costs to maintaining the
secrecy of the resource, and the cost of exposure after exploiting the resource. The value
of the stakes in a éiven period (holding all other factors constant) determine whether the
decision-maker should use the resource at that time. Thus, both how sequence is
determined and the underlying conditions are important to analyzing timing decisions.

PROCESS VERSUS OUTCOMES
Social scientists are often interested in the outcomes of the phenomena they study.

But these phenomena have beginnings and middles as well as ends; outcomes are usually



the result of a process underlying the social phenomenon. Being aware of this. social
scientists model phenomena accordingly. Even so. these models can fall short by
capturing the essentials of the middle and end of a process while neglecting the
beginning.

[t is obvious—and seemingly trivial—that who acts first in a given situation can
sometimes affect the result of a social process. Perhaps the most obvious case in point is
agenda setting. When there is a voting cycle (and in some cases without one). whoever
sets the agenda can determine what alternative is ultimately chosen (cf. Riker 1982;
1986).

In many political processes. the order of actions often has as much impact on the
final outcome as do the actions themselves. This is most clearly exemplified by problems
of agenda setting. Problems of actor order are not as clearly visible nor as well understood
in international conflict as they are in voting theory, but they do exist and are just as
important. One technical example can be drawn from War and Reason (1992) in which
Bueno de Mesquita and Lalman present a situation where war is a complete and perfect
information subgame perfect equilibrium even though negotiation and the status quo are
strictly preferred to war by each actor. (See the proof of their “Basic War Theorem” and
related discussion; pp- 72-75.) An interesting problem arises, however, when we reverse the
initiator but use the same preferences. The new subgame perfect equilibrium has the
previous war initiator acquiescing! But this is more than a mere technical problem; a
similar situation arises within power-transition theory when we consider the initiator puzzle

between hegemon and challenger. The perennial question plaguing this theory is why the




hegemon does not simply eliminate challengers as soon as they emerge. What is needed for
all of these timing problems is a method for endogenizing who begins strategic encounters.
THE STATUS QUO

What exactly is the international status quo? The answer to this question is
central to addressing what “change™ means and how it is brought about. It is generically
defined as “the existing state of affairs” (Webster’s New Collegiate Dictionary 1980). but
how does this apply to politics and to international relations in particular?

At its most abstract with respect to politics, the status quo is an existing set of
policies. What these policies are depends on the area of politics under investigation. For
example, if we were interested in tax policy, the status quo would be a summary of the
tax rates for all things that are taxed (i.e., tax rates on different levels of income, personal
versus corporate taxes, sales taxes, etc.). For domestic politics, existing policies are
relatively easy to pin down since they are embodied in legislation or in bureaucratic
paperwork. How such policies change is also somewhat easier to explain (on the surface
at least) since there are often institutional procedures laying out, for example, how a bill
becomes a law.

In international relations, the “existing set of policies” is hardly so simple to
summarize. Cenz‘iin areas of international politics have more clearly specified policies
than other areas. For example, the entire idea of status quo ante bellum in international
law revolves around borders. In international political economy, tariffs, quotas, and
content restrictions summarize a good deal of the status-quo policies regulating trade
between two states. How these “policies” are usually changed depends greatly on the

issue area, although methods usual to one area have been applied to other areas. (The



gun-boat diplomacy that opened Japan to international trade in 1854 being but one
outstanding case of conflict methods being used to change economic policy.)

The most salient literature concerning the international status quo at the
superpower level deals with hegemonic politics. Whether focusing on hegemonic war
(Gilpin 1981: 1988). long cycles of global leadership and decline (Modelski 1987:
Modelski and Thompson 1989). or power transitions (Organski 1958: Organski and
Kugler 1980), all ot these authors agree that the rules of international politics are partially
crafted by the inherent power hierarchy of the system. Specifically, they all focus on how
changes in the international status quo are a result of changes in the distribution of power.
The hegemon plays a predominant role in setting the rules given this hierarchical
structure. As the most powerful member of the international system, the hegemon uses
its power to shape the rules in its favor. Other states generally adhere to these rules for
two reasons. They are too weak to challenge the hegemon and find greater benefit in
following the rules than in challenging them, or they perceive the rules to be—at least
nominally—in their favor.

Morgenthau (1978) also views the status quo as the prevailing distribution of
power in the international system. He lays out “three typical international policies™
corresponding to what a states wants with respect to the prevailing distribution of power
that go beyond just “setting the rules”. These are the policy of the status quo, a policy of
imperialism. and a policy of prestige (Morgenthau 1978. 53). A state following a policy
of the status quo “aims at the maintenance of the distribution of power which exists at a
particular moment of history” (Morgenthau 1978, 53). The policy of prestige aims at

increasing ones’ general reputation in the knowledge that one’s power position is more or



less immutable. The policy of imperialism aims at expansion and improving one’s power
position. Conflict of the power-transition type can be viewed as that between a hegemon
following a status-quo policy and a challenger following an imperial policy.

But the international system is not entirely hierarchical. Given the coexisting
aspect of anarchy that also reflects the nature of the international system, the hegemon is
never entirely secure in maintaining its most favored set of rules. Challenges can
technically come from all quarters. not just from an identifiable challenger. Even those
too weak to force their own set of rules can make the imposition of rules costly for the
hegemon. Vietnam presents but one case in point. In addition, the hegemon cannot be
assured of its continued status. By virtue and vice of its position, the existing hegemon
can be supplanted by a more powerful state. Thus, the international status quo is a
function of the existing hegemon and its relations with the rest of the system.

There is also a distinction between an international status quo and a “local”
(Bueno de Mesquita 1990) or “regional” status quo (Lemke 1995), and a “domestic”
status quo (Hanrieder 1965) and how each affects international relations. In Bueno de
Mesquita’s particular example, he examined how Prussia gained leadership over the
German states and removed Austria from its previous role in that leadership position.
Along more genefal lines, Lemke postulates that there are a series of regional power
hierarchies embedded in the overarching international hierarchy. The regional hegemons
in these lower-level hierarchies set regional rules as in the larger context, but are
constrained in their rule setting due to the interests of the next highest hegemon.
Hanrieder focuses on the internal-external distinction of a state’s goal formation. He

stresses that each state may have a domestic goal that can translate into a different



international goal depending on the international conditions. The important lesson is that
“the systematic treatment of goals should proceed on more than one level of analysis”
(Hanrieder 1965, 131).

The power-transition literature is perhaps most deeply concerned in the discipline
with the concept of the status quo. Kugler and Organski (1989. 173) have said that
“[d]egrees of satisfaction as well as power are critical determinants of peace and
conflict.” This idea of “satisfaction™ has been operationalized in a variety of ways (cf.
Bueno de Mesquita 1975. 1981, 1990: Kim 1991; Werner and Kugler 1996), often in
terms of “dissatisfaction.” Dissatisfaction has been related to “status inconsistency”
within the international hierarchy (Midlarsky 1975). The idea here is that a state has an
“achieved status” and an “ascribed status”™ (Houweling and Siccama 1996. 120; see also
Wallace 1972). Achieved status is based on a state’s level of power in the international
hierarchy. Hence, we can use the distribution of military capabilities to measure achieved
status. Ascribed status is based on a state’s “prestige within the current hierarchy”
(Houweling and Siccama 1996, 120). Prestige is best thought of as a state’s level of
influence. The difference between achieved status and ascribed status is a state’s level of
dissatisfaction. How much a state values the status quo, then, is inversely related to its
dissatisfaction with the international order.

Bueno de Mesquita (1998) has a more concrete formulation of the international
status quo. In his simulation analysis of the Cold War, the status quo is seen as a policy
point along a unidimensional issue space. The issue space of importance is whether the
United States or the Soviet Union gets its “way” in the Cold War struggle. This is

measured in terms of alliance patterns of other nations with respect to the US and the



USSR and is viewed as a zero-sum issue. The actual status quo position along this
alliance issue space is determined by a weighted median position (Black 1958) where a
state’s proportion of systemic capabilities and its salience for the issue (relative to
domestic issues) torms the basis of the weighting scheme. Thus. changes in alliances.
power. or salience can all lead to changes in the status quo.
STRATEGIC TIMING AND DISPUTE INITIATION

One of the more troublesome problems in the theory of international politics is
predicting disruptions in the normal relations of states. Specifically. how does one go
about predicting dispute initiation? The basic intuition is that some exogenous condition
has changed making dispute initiation valuable or necessary. The problems to prediction
are isolating relevant exogenous variables and determining the underlying conflict
process. General theories of dispute or conflict initiation range from power transitions (cf.
Organski and Kugler 1980: Kugler and Organski 1989) to opportunity and willingness
(Most and Starr 1989). Conflict will occur between states when at least one side has both
an opportunity to initiate and some fundamental willingness for contlict. Willingness
focuses on impetuses toward conflict—such as a desire for gain or some other reason
pushing states toward conflict—and on factors constraining states from conflict—such as
domestic opposition or the potential costs from escalation. Power-transition theory has a
more narrow focus but is also enlightening. This theory concentrates on the preeminent
major-power rivalry between hegemon and challenger. Given this structured relationship
in which opportunities for conflict abound, the main predictors to conflict are the power
transition itself and the dissatisfaction of the challenger (Organski and Kugler 1980:

Kugler and Organski 1989). Dissatistaction (under various names) has been proposed as
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an important component of conflict within a broader literature as well. The idea of
dissatisfaction is intimately related to the international status quo.

Predicting conflict—with its usual connotation of actual violence—is not the only
“disruption in the normal relations of states.” We have a general conception that conflict
as violence is the result of an escalatory process.' Given a dispute or crisis as an
opportunity for conflict. we can address what makes violence more likely—as has been
done by much of the field. But disputes are themselves disruptions of international
relations. Thus, we would like to understand the reasons underlying dispute initiation as
part of the larger escalatory process. States attempting to change the international status
quo are likely a major contributing factor of dispute initiation. Although dispute
initiation is not the only method of attempted change, it is a highly visible and salient
method. It also has much greater associated risks than other methods.

The international relations literature has a good deal to say regarding conflict
initiation in general. Maoz (1982) presents the first systematic analysis of dispute
initiation. The analysis is systemic in nature with the unit of analysis being the state-
period (with each period being five years) and all independent variables being indicators
of a given state’s position within the system. Maoz examines three dependent variables
within this frame\')vork: quantity of initiation, frequency of initiation relative to dispute
involvement, and intensity of initiation. Maoz focuses on three measures of “frustration™
that are relevant to the present endeavor. These are external interference, an attainment

gap, and status inconsistency. External interference is measured as how often a state has

I See Carlson (1995) for an exposition on escalation as a process as well as an excellent
literature review of previous studies on escalation.
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been targeted for disputes in a given period (117). The attainment gap captures the
difference between a state’s population growth and its energy consumption growth (118).
Finally and most relevant here, status inconsistency captures the difference between a
state's military capabilities and its diplomatic status (119).

Maoz finds some contradictory results from his analysis with respect to frustration
or dissatisfaction. Dissatisfaction seems to lead to an increased likelihood of dispute
initiation in general. On closer inspection, however, the initiation behavior of major
powers does not appear to be affected by dissatisfaction.

[t seems that if there were a relationship to hold for major powers, then the things

that make major powers dissatisfied obviously differ from the things that make

minor powers dissatisfied. Major powers are apparently not very sensitive to
interference in terms of being direct targets to disputes, nor are they sensitive to

attainment gaps or to status inconsistency, as are minor powers. (Maoz 1982.

153)

The null results in Maoz’s analysis regarding major powers may be a result of the
research design. First, the five-year periodization may mask relationships due to the
effects of aggregating all variables to fit large discrete intervals. Second, the system-level
analysis may be inappropriate to explaining the behavior of major powers. Indeed.
power-transition theory posits a more directed (though not strictly dyadic) relationship
between hegemon and challenger. Most importantly here, the analysis is non-directional
in nature. States are categorized according to very broad dispute initiation behavior; the

dependent variables do not differentiate any underlying reasons for why a state would

want to initiate a dispute against some particular target.



THEORETICAL METHODOLOGY

[ take a game-theoretic approach for a variety of reasons. Foremost, [ am
interested in a highly strategic question. The decision of one state to alter the status quo
is highly dependent on the reactions of other states. If no other state will try to counteract
the change, then attempting change is a very profitable venture. If the attempt will be
rebuffed but without significant loss. it may be worth the effort anyway. If, however. an
attempt at change will be met with force, the calculation carries dire consequences that
must be weighted very carefully. The downside of these seemingly straightforward
statements is that all states make the same decisions all at once. This is the exact realm of
game theory.

With game theory. we can model a strategic-decision problem and then apply it to
all empirical cases that meet the criteria of the strategic decision problem. Hence, I try to
frame the problem in as general a way as possible and still be able to say something
meaningful about specific events. Thus, a balance must be struck between generality and
understanding. It is far too tempting to start by decomposing a single historical example
and modeling its decision structure. Once solved, we may indeed have a great deal of
understanding but only regarding this single event. At the other extreme, we could apply
a very simple moael to many cases. This is the very definition of generalizability, but we
potentially lose a large degree of understanding.

For example, we could study the very general question of “‘conflict” and model it
as a Prisoners’ Dilemma—indeed, as many people have done. In studying conflict with
the Prisoners’ Dilemma (and other simple models), others have uncovered the logical

foundations regarding several intuitive ideas as well as discovering new, counterintuitive
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ideas. This body of understanding itself is very general and may not apply to specific
cases. We may understand a great deal, but we can predict nothing.

I seek a better balance when addressing the question of strategic timing in
international politics. While the relationship between generalizability and understanding
represents a problem for game theory, it is also endemic of all social scientific research.
Thus, in seeking a model not so general that it dilutes prediction or so specific that it does
not increase our understanding, I am simply making explicit a common scientific
quandary and using it to help guide us in the present endeavor.

Another guiding principal for my model is the need for tractability. Game theory
requires that all included variables (i.e., parameters) to be part of a cost/benefit equation.
Hence, if a variable cannot be identified as a cost, a benefit, or some factor mitigating a
cost or benefit (like a probability or risk factor), then that variable cannot become a game
parameter. [ will explore this problem more in following sections.

Given the question of when great powers attempt to alter the international status
quo, [ am intimately concerned with a timing problem. Leaders must ask themselves
whether today is a good day to risk starting a war in the attempt of forcing a favorable
outcome. At the same time, leaders must be concerned with their counterparts' decisions.
All of these calculations are the purview of game theory. The argument here is that some
type of timing game is required rather than a more straightforward (but less accurate)
game model.

There are two strategic aspects of the timing problem that make a timing game
more appropriate than some simpler model. First, a state contemplating change must

consider the response of the other great powers. This conceptualization assumes some
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kind of subgame resulting from the initial action. Thus, the decision-maker must
consider what the other side will do and what consequences this will bring—from
complete success to total failure. If this were the only strategic element, we would not
need a timing-game framework. We would simply label one side as the challenger to the
status quo and model an extensive-form game with the challenger making an initial
decision of seeking change or not seeking change. If the challenger did nothing, the
game would end. Some of the timing element would still exist since the game's
parameters change with time.

There are two basic problems with the above framework. First, any state may
wish to change the international status quo. Barring a perfect hegemony, the status quo is
not likely to reflect the wishes of any one state regardless of what de facto hierarchy
exists. This is especially irksome for the states near the top of this hierarchy—namely
great powers. Thus, we cannot presume that the world is clearly divided into challengers
and defenders.

Second, states that generally favor the international status quo may wish to initiate
change themselves. Such change may be in the form of compromise to prevent conflict
instead of myopically seeking a policy closer to some ideal position. Thus, even if the
world were divided into challengers and defenders, a defender may want to yield early in
order to secure most of its position for a longer duration.

The remainder of the dissertation is divided into four chapters. Chapter two

examines strategic timing from an analytical standpoint. It contains two game-theoretic

2 This is exactly what power-transition theory does. See Organski and Kugler (1980).
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models that focus on different aspects of strategic-timing decisions. This chapter also
presents a number of propositions and theoretical hypotheses that are derived from the
game models. Chapter three presents a bridge between theory (in chapter two) and
testing (in chapter four). Chapter four examines the specific example of strategic timing
between the superpower rivals during the Cold War. In this chapter, I develop testable
hypotheses which are specific to the Cold-War relationship but are covered under the
general theoretical hypotheses derived in chapter two. Using a binary time-series
technique that allows for strategic interaction, the empirical analysis supports the most of
the testable hypotheses and does not reject any of the theoretical hypotheses. Chapter

five concludes.
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CHAPTER 2. THEORY AND MODELS

Dispute initiation results from an interaction of several factors. as discussed in the
previous chapter. These factors include: the domestic environments of both states under
examination. the general international environment in which the states find themselves,
the dyadic context particular to the states under examination, and the states’ evaluation of
the status quo. The evaluation of the status quo is itself a product of the international.
dyadic. and domestic contexts. The dvadic context has been examined by several
researchers from a rational-choice perspective. The appeal of rational, dyadic analysis is
that it involves the simplest forms of international interaction. From dyadic analysis we
hope to glean understanding that can be expanded to broader international problems. The
dyadic context is at the heart of the particular problem of strategic timing, as exemplified
in the flow diagram below (Figure 2.1). This diagram focus on the dyadic interaction
between states 4 and B and how that interaction produces initiation. The elements
outside the central rounded box were discussed in greater detail in the previous chapter
but remain vital determinants of the strategic decision problem.

One of the more celebrated works examining this dyadic relationship is that of
Bueno de Mesquita and Lalman (1992). In this work, they set out to examine the general
“international interactions™ between two states. They devise a sequential game in which
the state designated 4 goes first. The outcomes of this game range from the most
conflictual (i.e., war) to the most cooperative (i.e., negotiation). The game also allows
for null observations that fall between the two extremes (i.e., the status quo). (See Table

2.1 for the notation used in this dissertation.) In this game, the states can make demands
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Figure 2.1. Flow Diagram of Strategic Timing
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(D or d) upon one another. If both make demands. they then make decisions regarding
the use of force (F or f) against one another. Lower case actions represent a second
chance for an actor to exercise that option. (See Figure 2.2 for a rendering of Bueno de
Mesquita and Lalman's international interaction game.') They thus provide one of the
most comprehensive formal models in terms of scope of outcomes in the entire
international-relations literature.” From this model, they derive formal propositions
regarding the circumstances under which each of the outcomes would occur assuming
complete and perfect information.’

Table 2.1. Notation of Game Outcomes

Outcome Original Notation Simplified Notation
Acquiescence by A Acqy A,
Acquiescence by B Acqp Ay

Status Quo SQ SO
Negotiation Nego N
Capitulation by 4 Capy4 C,
Capitulation by B Capsp Cy
War initiated by 4 War 4 W,
War initiated by B Warg Wy
War (simultaneous) w

An amazing result of their formal treatment is that war can be an equilibrium
outcome under complete and perfect information. Thus. if their specification is correct,

state leaders can go to war with one another with their eyes wide open: they can be

' This rendering uses notation consistent with the rest of the dissertation. See Bueno de Mesquita
and Lalman (1992, 30) for the original figure.

? Other formal models of international interactions with a broad scope include Brams and Kilgour
(1988), Brito and Intriligator (1985), Morgan (1994), Powell (1993), and Wagner (1986).

<A game is played under complete information if all the players’ payoffs are common
knowledge.” (Morrow 1994, 349) “A game is said to be of perfect information if every
information set contains only a single node. No player will then ever be in doubt about what has
happened in the game so far.” (Binmore 1992, 100). These two conditions mean that the actors
know exactly what their situations are without error. As partial evidence of this, several
outcomes of the international interaction game are never in equilibrium under these conditions:
war started by B and capitulation by either actor.

19




dWED) UONOBIAU] [RUONBUINU] Y] 7' 2In31]

RO
& M
RO
UB
v
=,

A A~ Qv\ @% P~ p

20



perfectly rational. have accurate perceptions, make no mistakes, and yet still go to war.
The formal circumstances of this “rational war” are found in domestic Proposition 3.1:
With perfect information, War, is a pure strategy equilibrium if and only if we
add to the restrictions on the preference orders delineated in chapter 2 (including
2.A7b but not 2.A7a) that for A, Cap, > Warg, War,> Acq,, and for B, Cap,4 >
Negotiate, War, > Acqp. (72)4
This proposition says that B prefers 4’s capitulation over a negotiated outcome
and prefers war over its own acquiescence; meanwhile, 4 prefers capitulating over a war
B starts and a war it starts over its own acquiescence. Under these conditions, 4 makes
an initial demand to avoid its own acquiescence. B then makes a counter demand since
the expected war is better for it than acquiescing. A initiates the use of force to avoid
capitulating followed by B’s retaliation. Thus, a hawkish, retaliatory B coupled with a
pacific but desperate 4 produces a violent but rational outcome of war.” The desperate
position of 4 sheds light on why a rational war is a reasonable expectation. 4 would

prefer to avoid the use of force, which is deduced from negotiation being preferred to W,

>A4,> C,> W, Negotiation. however, is not attainable since B will take advantage of

* The “restrictions on the preference orders delineated in chapter 2” are the result of the following
assumptions: (1) the actors are utility maximizers, (2) the utilities of war and negotiation are
represented by lotteries of winning one’s demand or of acceding to the opponent’s demand, (3)
the utility of capitulations are certainties, (4) negotiation is strictly preferred to war, (5) getting
one’s own demand is preferred to the status quo which is in turn preferred to giving in to one’s
opponent’s demand, (6) there is a domestic political cost to using force, a political cost to
acquiescing, a physical cost to being the target of violence, and a physical cost for initiating
violence, and (7b) demands are the result of domestic political processes that are exogenous from
the game. See Bueno de Mesquita and Lalman (1992, 40-1) for a more complete specification of
assumptions. The preference restrictions that follow logically from these assumptions are: SQ
always preferred to Acq; and Cap;; Acq, always yields the highest utility; Acg; is always preferred
to Cap;, negotiation is always preferred to Acg;, Cap;, War;, and War;; Cap; is always preferred to
War; and War;; and War; is always preferred to War;. See (1992, 47-50).

> The terms hawk/dove and pacific/retaliatory (or self-defender) have the same usage here as in
Bueno de Mesquita and Lalman (chapter 4). Specifically, a hawk has Cap; > N while a dove has
N> Capy; a pacific actor has Cap; > War; while a retaliatory one has War;> Cap;. The fact that 4
is pacific and B is a hawk follows directly from the preferences in the proposition. B’s retaliatory
nature follows from W, > 4, > C,.
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any “weak™ move by 4. Thus. this particular 4 starts a war to avoid giving in—either
peacefully or after an initial strike by B.

In the same chapter, they present two propositions on acquiescence—the outcome
in which one state gives in to the demand of other without any use of force by either side.
The first of these propositions is that an acquiescence by state A4 is the equilibrium
outcome under the same conditions as Proposition 3.1 “except that for 4, Acq > War, or
Cap, is the subgame perfect equilibrium in the crisis subgame™ (80). Thus, the 4 in the
rational war proposition is not expected to acquiesce as long as that actor is allowed to
move first. Actor order is implicitly assumed in the propositions. Changing the order
given the sequential nature of the game is meant to signify different actors in a different
situation. Consider the following role reversal, however.

[f we take the actors of the rational war proposition but allow B to go first. the
new equilibrium result is quite telling. The crisis subgame initiated by 4 still results in
W, and the crisis subgame initiated by B still ends in A’s capitulation. (See Figure 2.3 for
a graphical equilibrium analysis.®) B still prefers a war started by 4 over its own
capitulation. Now, however, 4 must (potentially) choose between ¥, and the status quo.
The preference restrictions provided by the rational war proposition do not shed light on
A’s preference over these two outcomes, but this missing information does not change the
equilibrium outcome. On the right-hand side of the tree, 4 chooses not to make a counter

demand since 4, > C,. At the top of the tree, B chooses to make a demand since 4, is its

® Strictly sequential games (or subgames) are solved using subgame perfection or backwards
induction. The solutions are called subgame-perfect equilibria (SPE). See Zermelo (1913) and
Selten (1975).
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best possible outcome. Thus. if B is allowed to move first under the rational war
proposition. the game ends in A’s acquiescence.

This result is covered under another proposition in War und Reason. The second
proposition on acquiescence says that state B can be expected to acquiesce to state A's
demands under complete-and-perfect information conditions:

With full information conditions, assumption 2.A7b (that is, the domestic variant),

and strict preferences, Acqp is a full-information equilibrium outcome of the

international interaction game if and only if the equilibrium outcome of the crisis

subgame at node 3 is either Cupg or War,, and for B, Acqg > War . (81)

The question remains as to whether the rational war proposition and the acquiescence by
B proposition are different cases involving actors in different situations or something
more basic.

A curious problem arises when one realizes the implications of the “rational war”
and the acquiescence propositions combined. Specifically. one of the conditional cases
of the acquiescence proposition is simply a role reversal of the two actors. The most

confounding implication is that the actor who starts a war when it gets to go first

acquiesces when the other actor goes first. Thus, if we do not know a priori which actor

gets to go first, then we cannot make a prediction regarding the equilibrium outcome.

One question is whether we can resolve this problem by examining the actors’
preferences.

In this particular situation, the state B of the rational war proposition would
clearly prefer to initiate the interaction and get state 4 to acquiesce; this gives state B its
highest potential payoff. Since state 4 prefers starting a war to acquiescing, it would also
prefer initiating the interaction in order to get a higher payoff. From this extra-model

preference analysis. all that one can say is that each state would want to make the first
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demand. This is hardly a useful statement.

This logical problem also calls into question the “rational” war result. Even
though the state 4 of the rational war proposition prefers starting a war over acquiescing.
why would a perfectly rational—and therefore diligent—state B ever allow state A the
initiator advantage? It cannot be that state B prefers war to A’s acquiescence: the other
state’'s acquiescence is the most preferred outcome in all circumstances. Given the
original framework, the only explanation is that state B missed a critical opportunity—

1.e., it made a mistake. But this assessment undercuts the idea that war can be the result

of rational actors making fully informed decisions.

To the authors’ credit, the empirical data on which they were indirectly basing
their model did not present initiation as a problem. The Militarized Interstate Disputes
data set codes disputants as being on the initiating side (called “side A™) or as being on
the target’s side (called “side B”’) (Gochman and Maoz 1984). An analysis of
international outcomes resulting from rational action given initiator and target would
seem reasonable on the face of it. The logical problem illustrated above suggests that
their analysis is in need of re-examination. Since the actors themselves decide whether to
make demands. we can model this decision as simultaneous rather than sequential. This
has the effect of e‘ndogenizing who goes first in the international interaction game. It is
also one way of modeling dispute initiation between states.

This single example raises three main questions surrounding the strategic details
of dispute initiation. First, how do we go about modeling dispute initiation such that the
artificial initiator advantage is neutralized? Kilgour and Zagare (1991) provide a method

for addressing this question. In their analysis of deterrence. they construct a mixed (i.e..
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sequential with a simultaneous move) model of mutual deterrence. The simultaneous
node is necessary since one-sided models of deterrence—in which one state is deterring
the other—suffer from the same artificial initiator advantage as the international
interaction game. Although they treat the simultaneous move in their game as
uncertainty. | use the same technique to endogenize initiation. Once initiation has been
modeled correctly, the next question is how often does initiation advantage matter? The
above example points to one case in which it matters—in that switching actor order alters
the equilibrium outcome—but other examples can be constructed in which there would
be no difference. An explicit model will get at this question more directly.

After addressing these two questions within the specific context of the
international interaction game,. I look at a more general question of strategic timing.
Real-world actors make decisions in real time whereas the conceptual framework of the
international interaction game assumes discrete interactions. But under what conditions
is it appropriate to think of strategic-timing decisions as discrete events? Put another
way. is the time of a dispute ever more important than determining the sequence of a
dispute? If the conditions are too restrictive, a more complicated model would be
necessary. If the conditions are fairly general, then a discrete-time framework is a
reasonable approximation of the underlying phenomenon.

The remainder of this chapter is divided into three broad sections. The first
section deals with the specific problem of endogenizing demand initiation in the
international interaction game. It presents a new game with a subtly different structure
than Bueno de Mesquita and Lalman'’s international interaction game but with the same

underlying preference assumptions. The analysis of this new game generates a
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comparison of results between the two games under the same preference conditions.
These comparative results allow us to examine, among other things, whether “rational
war’ is still a possibility once we have removed the initiator advantage from the model.
This game implicitly assumes a discrete-time framework in which the actors decide
whether to make initial demands in a given period. The second section deals with the
general problem of endogenizing who goes first in a continuous-time framework. This
model shows conditions under which a discrete-time framework is reasonable. The third
section lays out several propositions relating to initiation. These propositions provide a
link between the two strategic-timing game models. [ then present several theoretical
hypotheses that follow from these propositions.
THE DISCRETE-TIME, DEMAND-INITIATION GAME

This section explicitly models demand initiation based on the framework of the
international interaction game. [ present a new structure for the game that neutralizes the
artificial initiator advantage while preserving the main structural features of the original
game. | also maintain the original preference assumptions. This is intended to make the
revised model as comparable as possible to Bueno de Mesquita and Lalman’s model.

Theoretically, initiation means making some sort of demand. When neither side
makes a demand, ’the status quo results. If one actor clearly makes the initial demand, we
traverse the game tree from node 3 of the original game (1992, 30) changing actor
identity as necessary. See Figure 2.4 for the game examined here.

In the case that both make demands simultaneously, I construct a new subgame
that follows the logic of the original and the logic of endogenous initiation. Thus, [ allow

each actor to choose whether to use force in a simultaneous fashion. If neither choose to
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use force. negotiation results. If both choose to use force. war results. Note that this war
is different from War, and Warg of the original in that it is initiated simultaneously. I
assume that the value of this simultaneous war is an unweighted average of the values of
the other war types. [f one actor chooses force while the other seeks a peaceful solution.
the side that did not use force must be given the chance to retaliate after the fact. These
choices of last resort give one side an opportunity to end the cycle of escalation inherent
in conflict. The idea of war and negotiation being lotteries (1992. 40) is merely a way
summing up an expectation of future escalation.
A SIMPLER TIMING PROBLEM: CONFLICT INITIATION

The subgame occurring after simultaneous demands is a convenient exemplar of
strategic timing. Specifically. it is a model of conflict initiation in which actor order has
already been neatly endogenized. Its counterpart in Bueno de Mesquita and Lalman’s
international interaction game is the crisis subgame. (Both are redrawn below as Figure
2.5a—the crisis subgame—and Figure 2.5b—the conflict-initiation subgame.) As part of
the larger game, the actor order within the crisis subgame has already been settled
endogenously. As a stand-alone model the crisis subgame exhibits the same problem as
the international interaction game—the order in which actors move is exogenous and can
affect the equilibrium outcome. Thus, analyzing these two subgames will provide

insights on initiation in general and aid in analyzing the demand-initiation game.
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Models of Conflict

Ci W,.'
L= (A BY;j#i
Figure 2.5a. Crisis Subgame Figure 2.5b. Conflict Initiation Subgame

In this section I solve the conflict-initiation subgame by sorting through all
relevant preference conditions.” This generates a unique set of cases on which
comparative equilibrium analysis is based. I then apply the preference conditions of each
case to the crisis subgame allowing first 4 and then B to initiate. This demonstrates how
choice of first mover matters within the context of conflict models and how an
endogenous-initiation model differs from conventional results. After comparing the
results of the two subgames, [ use the conflict-initiation-equilibria conditions to solve the

demand-initiation game.

7 Although the structure of the conflict-initiation subgame is identical to that of Kilgour and
Zagare’s deterrence game (1991), several distinctions must be noted. First, they make no
distinctions among their three “conflict” outcomes with respect to their nomenclature. Second—
and incorrectly—the outcomes of their reduced (i.e., 2x2) deterrence games do not change with
the preference conditions (311). Thus, even when both states are known to be retaliatory,
“Advantage to A” and “Advantage to B” are still conceived as attainable outcomes. (This
mistake does not alter their first-order equilibrium results and is implicitly correct in the text: “Of
the two Nash equilibria in [the Prisoners’ Dilemma] game, mutual deterrence is strictly preferred
by both players” and is, therefore, the anticipated outcome (310, emphasis added). The matrix
accompanying the text has one Nash equilibrium but the corrected matrix of status quo and three
conflict cells would have two Nash equilibria.) Third, they only consider the retaliatory-versus-
pacific preference distinction. Although not a direct comparison, their assumption of “Advantage
to self” being preferred to the status quo is similar to both actors always being hawks. This is a
strong assumption for general international interactions but not so strong for a deterrence model.
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It is obvious in this subgame (in Figure 2.5b) that the question of retaliation is
important. By partial backward induction. the actors preferences for self-defense produce
three different two-by-two matrices that characterize different types of international
problems. If both actors are self-defenders (having W, > C)). then the situation is
characterized by Matrix 2.1.* In this game. negotiation and a simultaneous war are both
Nash equilibria (NE) since both actors have N> W, > W > ¥, (This is case 1.0. The
assignment of case numbers reflects the conditional assumptions that represent the case,

including added conditional assumptions that separate cases into differing equilibria.’)

B
-F__F

~F| N | W

P b
Flw,| w

Matrix 2.1. Two Self-defenders
[f one actor is a self-defender while the other is pacific (having C; > W), then a
different situation arises. This is presented in Matrix 2.2 with state B being the self-
defender. In this situation. two preference comparisons need to be determined before a
solution can be found. If B is a hawk (having C, > N). 4’s preference over C, and # must

be determined. If 4 has W > C,—which I will label as being a “preemptive self-

¥ Once the game has been simplified into a matrix, Nash-equilibrium analysis is used. See Nash
(1951).

? Case numbers are of the following form: (conflict-initiation matrix assignment).(conflict-
initiation equilibria assumptions).(crisis-subgame equilibria assumptions).(full-model equilibria
assumptions). Under this system, cases 2.11 and 2.12 have assumptions 2.1x in common but
differ on the last assumption. Similarly, cases 2.12.1 and 2.12.2 have assumptions 2.12.x in
common and have the same equilibrium in the conflict-initiation subgame, but they require
additional, mutually exclusive assumptions to find the equilibria in the crisis subgame. Xs are
used as place-holders.
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defender” or PSD'?, then a simultaneous war is the unique Nash equilibrium (case 2.11).
If A4 is not a PSD (having C, > W) while B is a hawk, A"s capitulation is the unique NE
(case 2.12). If B is a dove (having N > C,), negotiation is a Nash equilibrium (though not
necessarily unique). If B is a dove and 4 is a PSD. both negotiation and a simultaneous
war are NE (case 2.21). If B is a dove and A4 is not a PSD, negotiation is the unique NE

(case 2.22).

B
~F__F

L LY | Ca
Flw,|w

Matrix 2.2. One Pacific Actor and One Self-defender

The last situation that can arise is for both actors to be pacific. This is presented
in Matrix 2.3. In this game there are two aspects of indeterminacy. First, the actors
could both be doves, both be hawks, or there could be one dove and one hawk. Second,
the actors could both be PSDs. neither be PSDs, or there could be one PSD and one non-
PSD. When both actors are doves and PSDs, negotiation and war are both NE (case
3.11). When both actors are doves but neither are PSDs, negotiation is the unique NE
(case 3.121)."" When both actors are doves but one is a PSD while the other is not a

PSD. negotiation is still the unique NE (case 3.122).

' This is a way of saying that the actor is not a “full” self-defender since he would capitulate if he
were attacked unawares but would initiate an attack if he thought an attack on himself was
imminent (W > C;> W)).

"' Assumption 3.x2 is, “no more than one actor is a PSD.” This assumption has two parts—
neither are PSDs or there is one PSD and one non-PSD. Cases 3.121 and 3.122 each lead to the
same NE as do cases 3.321 and 3.322. But cases 3.221 and 3.222 have different equilibria.
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Matrix 2.3. Two Pacific Actors

When both actors are hawks and PSDs in Matrix 2.3, war is the unique NE (case
3.21) When both actors are hawks but neither are PSDs. both C, and C, are NE (case
3.221). When both actors are hawks while B is a PSD but 4 is not a PSD, C, is the
unique NE (case 3.222). This is a symmetrical equilibrium that would lead to B’s
capitulation if the last assumption were reversed.

[f 4 is a dove while B is a hawk but both are PSDs, war is the unique NE (case
3.31). Under the same dove/hawk asymmetry, if neither are PSDs. C, is the unique NE
(case 3.321). Similarly. if 4 is not a PSD but B is a PSD, C, remains the unique NE (case
3.322). Finally, if 4 is a dove and a PSD while B is a hawk but not a PSD. then no pure-
strategy NE exists (case 3.323)."

The above analysis, though somewhat tedious, exhausts the possibilities of this
subgame. Table 2.2 summarizes the technical conditions under which each outcome is a
pure-strategy NE.

We can now turn our attention to crisis subgame (in Figure 2.5a). By applying

the preference conditions from the conflict-initiation subgame, [ construct a direct. case-

"2 Potential cases 3.123 and 3.223 need not be analyzed separately since the only asymmetry in
cases 3.122 and 3.222 is the final assumption (assigning 4 as a non-PSD and B as a PSD). This
implies that any asymmetric equilibrium (like C,) is simply reversed (becoming C;). In cases
3.3x, assumption 3.3 is already asymmetric (assigning 4 as a dove and B as a hawk); thus,
reversal of the final assumption of case 3.322 is not the same as the reversal of all 4s and Bs.
Instead, it is a unique case.



by-case comparison between the models. This comparison demonstrates how who goes
first matters and how the results of endogenous initiation differ from standard results. I
discuss the results of this analysis in the next section.

In this comparative analysis, it is necessary to apply a case’s conditions to both a
crisis subgame in which .4 moves first and a crisis subgame in which B moves first. The
results of the SPE analysis will only differ when the case conditions are asymmetric.
Hence, case 1.0.0 (in which both actors have W, > C)) has a SPE of N regardless of who
moves first."” In some symmetric cases. the analysis produces the same equilibrium
outcome after adjusting subscripts. For example, case 3.21.0 (in which both actors have
C,>N>W>C,> W))results in C, if A moves first but results in C, if B moves first. By
contrast, case 2.11.0 (in which 4 has W> C,> W, and Bhas W, > C, and C,> N) has a
SPE of W, when 4 moves first and a SPE of C, when B moves first.

Some of the cases require additional conditions in order to produce a
differentiated solution. For example. case 2.12 (in which 4 has C,> W > W, and B has
W, > Cp) could lead to different SPE when 4 moves first. If 4 has W, > C, (case 2.12.1).
then W, is the unique SPE of the subgame. If 4 has C, > W, (case 2.12.2). then Cj, is the
unique SPE of the subgame. When B moves first in either case. C, is the unique
equilibrium outcome. Table 2.3 summarizes the case-by-case comparisons for the
contflict-initiation subgame (with endogenous initiation) and the crisis subgame

(specifying who goes first).

'* The comparative SPE analysis of the crisis subgame is contained in Appendix A.



Table 2.2. Conflict-Initiation Subgame Equilibria

Case Conditions for Actor 4 Conditions for Actor B Pure Strategy
NE

Two Self-Defenders

1.0 Wy, > C, w,>C, [ N W
One Pacific Actor and One Self-Defender

2.11° W>Cy> W, Wa>Ch Ca>N 7%
2.12" Ca>W>W, Wy>Cp Ca> N C,
221 W>Co> W, W,>Cs N> C, N W
222T Ca > W > Wb Wa > Cb. N> Cu N
Two Pacific Actors

3.11 W>C,>Wy, N>Cy W>Cy>W, N>C, N W
3.121 Co>W>W, N>C, Co>W>W, N>C, N
3.122° Co>W> W, N>Cy W>Cy> W, N>C, N
3.21 W>C,>W, Co>N W>Cp>W, Ca;>N 778
3.221 Co>W>Wy, Co>N Co>W>W, C,>N C, Cs
3.222" Ca>W>W, Cy>N W>Cy>W, C,>N C,
3.31° W>Co> Wy N>Cp W>Cy>W, Ca> N W
3.321 Co>W>W, N>Cp Co>W>W, C,>N c,
3.322° Ca>W>Wy N>Cp W>Cp>Wy Ca> N Ca
3.323 W>Cy> Wy N>Cy Co>W>W, Ca>N mixed NE only

" These cases are mirror-image cases in which the actors’ conditions can be reversed
(remembering to change subscripts) and still lead to the same Nash equilibrium.

" These cases are mirror-image cases in which the actors’ conditions can be reversed
(remembering to change subscripts), but the reversal leads to B’s capitulation rather than

A’s.

* The NE of this case is unchanged as long as ar least one of the actors has C;>N.
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Table 2.3. Comparing Model Results of Subgames

Endogenous | Crisis Subgame: | Crisis Subgame: Cases
Initiation A moves first B moves first
N. W N N 1.0.0,2.21.0,3.11.0
N N N 2.22.0,3.121.0,3.122.0
C, W, C, 2.12.1
C, C, 2.12.2,3.321.2,3.322.2
Cp C, 3.222.0, 3.321.1,
3.322.1
w W, Ca 2.11.0
Ch Ca 3.21.0,3.31.1
Ca Cp Ch Cq 3.221.0
No Pure- Cy C, 3.323.1
Strategy
NE

Di1ScuUsSION OF THE COMPARATIVE RESULTS

Several things are revealed in the preceding analysis. First, who moves first does
not always matter. Second. endogenous initiation can resolve some of the logical
problems of initiator advantage. Third. the method used here for endogenizing initiation
does not always specify how initiator advantage is resolved. Finally. modeling initiation
as endogenous adds uncertainty to the decision process.

Who goes first does not always matter. When negotiation is predicted in the crisis
subgame, it is also an equilibrium of the conflict-initiation subgame. Similarly, when a
specified actor is predicted to capitulate in the crisis subgame regardless of who goes
first, that actor’s ;:apitulation is the equilibrium of the conflict-initiation subgame as well.
This result is not surprising. It simply states that when the same outcome is predicted
under exogenous initiation irrespective of initiator, then the same outcome should be
predicted under endogenous initiation.

Endogenous initiation, however, can resolve some of the logical problems of

initiator advantage. When different outcomes are predicted under exogenous initiation—
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as in the puzzle between war and acquiescence presented earlier—endogenizing initiation
helps resolve the puzzle. In the conflict-initiation subgame, for example, capitulation by
one actor is predicted under two puzzling situations. In one situation, the capitulating
actor would start a war if given the opportunity: in the other situation. the capitulating
actor would force the other actor to capitulate if it could. In both situations the same
actor would capitulate if the other actor makes the first move. Hence, it is shown that one
actor is clearly disadvantaged if initiation is endogenized. Another example produces
war in the conflict-initiation subgame. The same predictions are made under exogenous
initiation as in the previous example. but the endogenous-initiation outcome is different.
Thus, modeling initiation as endogenous clarifies our logic in two ways. It helps resolve
the problem of initiator advantage. and it more finely separates cases than an exogenous-
initiation model.

But the method used here for endogenizing initiation does not always specify how
initiator advantage is resolved. In two cases from the conflict-initiation subgame the
equilibrium analysis does not specity which actor has a decisive advantage when
initiation is endogenized. This still represents additional information since the analysis
tells us that neither actor has an advantage. Indeed, presuming a particular initiator tidily
eliminates the “something to chance™ that so concerns Schelling (1960) and others. Thus,
the endogenous-initiation model represents an improvement over exogenous initiation
since it separates cases in which advantage to one actor exists from cases in which
advantage does not exist.

Finally, modeling initiation as endogenous adds uncertainty to the decision

process. In the cases just mentioned. the endogenous-initiation model stresses that some



mixed strategy would be used by the actors. This contrasts with the unequivocal analysis
of the exogenous-initiation model. In these cases, however, the added uncertainty was
shown to be a better reflection of reality. The endogenous-initiation model also produces
unexpected uncertainty that may be an artifact of the chosen model. For example, the
conflict-initiation subgame has NE of negotiation and war for some cases that
unequivocally result in negotiation under exogenous initiation. Although negotiation is
Pareto superior, war theoretically remains an equilibrium possibility. A similar but less
troubling example exists for the demand-initiation game. Some cases produce NE of
status quo and negotiation in the demand-initiation game that only result in status quo
under exogenous initiation. Status quo is again Pareto superior, but negotiation remains a
possible equilibrium outcome. All in all, however, endogenous initiation helps clarify
our thinking regarding political processes and helps separate cases in ways that
exogenous initiation is unable to do. In the next section [ return to the puzzle that
prompted this inquiry.
RATIONAL WAR IN THE ENDOGENOUS-INITIATION GAME

Solving the demand-initiation game follows the same logic as in the preceding
analysis. The analysis of the demand-initiation game and its comparison with the original
international interaction game are contained in Appendix B. Table B.3 summarizes the
comparative results. The demand-initiation equilibria are used in the section on
“Propositions Relating to Initiation.” In this subsection, [ return to the motivating
question: s war rational under complete information when demand initiation is an
endogenous part of the strategic decision problem? There are two aspects of this question

that are of interest. First, when war is predicted under the original international
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interaction game, is it still in equilibrium when initiation is endogenized? Second. how
do the equilibrium conditions for war differ from model to model?

Recall that Domestic Proposition 3.1 from War and Reason lists the conditions
for a “‘rational™ war under complete and perfect information. These conditions are that 4
has W,> 4,> C,> Wj, while Bhas C,> N> W, > A,. Case 2.11.0.1.4 exhibits these
conditions within the international interaction game as long as A gets to move first.
Cases 2.11.0.1.5 and 2.12.1.1.0 also exhibit these conditions with the refinements that (1)
A gets to move first and (2) 4 prefers W, over 4,. When demand initiation is
endogenized, only one of these three cases (case 2.11.0.1.4) still has war as the predicted
outcome. The other two cases result in 4, despite 4 preferring W, over A4,.

In comparing the demand-initiation game to the international interaction game,
we see that three additional cases are expected to result in war under endogenous
initiation. In each of these cases (2.11.0.2.41, 3.21.0.0.41, and 3.31.1.0.41), the
international interaction game predicts the acquiescence of the actor who moves second.
This clearly presents an initiator advantage. Under endogenous initiation. however. the
actors will fight rather than giving in to the other side.

Since not all wars under international-interaction-game conditions are predicted to
be wars in the demand-initiation game and vice versa, what are the equilibrium
conditions for war when initiation is endogenized? The answer to this question is
summarized in Proposition 2.1.

Proposition 2.1. With complete information, ¥ is the unique pure-strategy NE of

the demand-initiation game if and only if (1) at least one actor has C, > N while
the other has C; > W, and (2) both actors have W > 4;.
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Using Figure 2.4. let 4 have (), > N. By the proposition. B must then have C, >
W, Thus. B will capitulate whenever attacked. If B makes the initial demand. we know
from backwards induction that 4 will force B to capitulate rather than negotiating. We do
not know whether 4 would capitulate or retaliate. Since both actors have W > 4, (by the
proposition), 4;> C;and C, > W, > W > W, (by model assumptions), we know that B has
Ca>Wy>W>4,>Cp> W, Thus. when pacific B initiates the conflict-initiation
subgame, B prefers C, or W, to C». 4 would acquiesce for sure if it were pacific; if 4
were retaliatory. it is also possible for 4 to have W, > A, or A, > W,. So, there are two
possible SPE when B makes the initial demand—A4, or W/,.14

When 4 makes the initial demand, we again do not know whether 4 would
capitulate or retaliate at the final node. We also do not know whether B will choose to
negotiate with a pacific A4 or force a pacific 4 to capitulate. Thus, A4 initially choosing not
to use force could lead to any of {N, C,, W,}. B, however, will capitulate if attacked.
Since 4 has C, > N and W > A, (by the proposition) and N> W,> W > W, and 4, > C,
(by model assumptions). we know that 4 has C, > N> W,> W > A4,> C,and Cp > W,
Therefore, 4 prefers choosing F (resulting in C,) over choosing ~F (resulting in any of
{N, C,, Wp}). Faced with self-capitulate or self-acquiescence. B chooses to acquiesce.
So. 4, is the SPE when 4 makes the initial demand.

When both actors make demands, we again know fhat B will capitulate if 4
initiates force. Since 4 has C, > N, 4 would initiate force if 4 knew that B would not
initiate force. We do not know whether 4 will capitulate or retaliate if B were to initiate

force. Regardless, we know that 4 prefers W over W, (by model assumption) and W over

" This is an example of the symmetry of the game. Although %), is nowhere a SPE within Table
B.3. the cases that have ¥, as a SPE can be reversed.
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C, (by proposition and model assumption since W > 4, > C;). Thus. 4 has a dominant
strategy to initiate force in the conflict-initiation subgame. Faced with this knowledge. B
can choose not to initiate force (resulting in self-capitulation) or choose to initiate force
(resulting in W). B has "> A4,> C,. so B will choose to initiate force also.

We now know that simultaneous demands lead to . demand initiation by 4 leads
to A, and demand initiation by B leads either to 4, or to W,. In the former case. both
actors have 4, > SQ (by model assumption) and W > 4; (by proposition), thus producing
W as the unique pure-strategy NE of the demand-initiation game. In the latter case, we
know that 4 has W > W, and 4, > SO (by model assumptions). So, 4 has a dominant
strategy to make a demand. B prefers W over A, so W is again the unique pure-strategy
NE of the demand-initiation game.

When both actors are pacific hawks—i.e., both have C, > W; and N > C}, some of
the uncertainty of the subgame analysis is removed, but the equilibrium is still #. An
inspection of Table B.2 shows numerous cases which did not result in war that have
some—but never a/l—of the conditions of Proposition 2.1.

THE CONTINUOUS-TIME GAME

In this section I present a “basic” timing game. It is basic in the sense that it
presents the lowest level of complexity and yet is still substantively interesting. This
basic timing game is relatively easy to solve and yet flexible enough to be used as the
basis of applied models. The model presented here is a two-person, non-zero-sum game
in continuous time. [ show how to solve a basic timing game and present a simple
applied model in order to demonstrate its usefulness. This model is also constructed with

an eye toward addressing the appropriateness of discrete-time games when the underlying
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decision problem is really one in continuous time. [ use this model to answer the
following question from the chapter introduction: Under what conditions is it appropriate
to think of strategic timing decisions as discrete events?
SETUP OF THE CONTINUOUS-TIME GAME

The basic timing-game model I employ has the following features. Itisa
continuous-time game between two players. Each has a single action to take but has to

decide when to take the action rather than whether to take the action. Hence. given
players i = {1, 2}, each must choose a time to act, 1, €[0.). The value of waiting is a

function of the status-quo policy (¢;) and accrues with time. Specifically, the value of

1
'

waiting to ¢; for player i is jU,(q)S’dt where 3 €[0.1) is player i's discount parameter.
0

Other than perpetual and mutual waiting, there are three conceivable outcomes:
(1) player 1 moves first. (2) player 2 moves first, or (3) both players move
simultaneously. Generalizing to player i/, this yields three time-dependent utility
functions for each player—namely a leader function (L;), a follower function (F;), and a
simultaneous function (B,. for both). The notions of leader and follower are used here
simply to denote whether the player moved first or let the other player move first. These
three functions exist for any two-player, single-action timing game. For the present
model, I assume that a move by either player is known by all players. [ further assume
that such action leads to a deterministic outcome. Thus, unlike a game of duel where the
outcome of a shot is probabilistic and may result in the continuation of the game (cf.
Glicksberg 1950; Karlin 1959; Kilgour 1973), [ assume that any action in the timing

game ends the game for certain.
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All that is needed to solve the game is an expected utility for each conceivable
outcome. The type of ending—i.e.. whether to a fixed payoff or to a further subgame—is
irrelevant for the moment. Denote the conceivable outcomes as /, if i moves before j # 1 .
/. if j moves before /. and 4, if i and j move at the same time. The value of each
concelvable outcome is then discounted as to when it occurs. We can think of the
conceivable outcomes (/.. fi, and ;) of what would ultimately happen if the related action
took place. The associated utilities (L,. F}, and B)) of their respective conceivable
outcomes are the present expectations of these ultimate outcomes adjusted for when the
outcome take place. This can be visualized in the following figure. Consider the case
where actor i moves before actor j—i.e., f, <f,. For the period up to ;. both actors receive
some benefit from maintaining the status quo. When actor i acts. however, this action
ends the game. Actor / realizes outcome /; and actor j realizes outcome f. These
outcomes are substantively the same but denoted from the perspective of each player—
1.e., actor i was the leader and actor j was the follower. In essence. what we have here is

a payment stream of g over the period (0. ¢,) and then a lump-sum payment at ¢,.

AN
| /
t

Figure 2.6. Accumulation of Utility over Time
Barring external shocks, it is assumed that (1) each player expects the outcome of

a sequence to be the same regardless of when the sequence begins and (2) each player has



a constant current value associated with that outcome. This is an admittedly myopic
rational framework, but it provides us with the most basic of timing games. From the

simplest model we can add complexity later.

Given the above setup, we can calculate the expected value of L, F;, and B;:

. sl ' Irr ] L’,((]) S, .
Leader: L, =3"U,(l)+ Oja,c,(q)dr =3 U,(l,)—m’—(l—b, ). for 1 1<,

!

Follower: £ =5/ U(f)+ Iéfb’,(q)drzéf Ul(f)- (lj’(:)(l —Sf'), fore: ;>
0 n 1

Both: B,.=6j~u,(b,)+J'ajU,(q)dzzc“wU,(b,) b‘(Q)(l—a,’»).forr,,: =1
0

The functions calculate the present expected value of each ultimate outcome based on
who acts first and when that initial action takes place. Hence. each utility has two
components. One component accounts for the value stream associated with the status
quo. The other component accounts for the ultimate outcome itself discounted by when it
occurs. Also. notice that the time variables are from player i’s perspective and are
defined differently for each function.

These functions have several useful properties. First, in the limit they all equal

—U,(q)

Ing,

(i.e..,ast >, L =F =B,)."” Second. each function is monotonic. Third, the

concavity of each function is an inverse function of its (monotonic) slope. Fourth, the
decision process is memory-less as long as the set of parameters remains constant. The
first three properties are valuable in determining what the utility functions look like. The

last property is useful in making empirical sense of the solutions. Specifically, the actors’

'* Because S, is less than 1. In &, < 0.
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decisions do not change as time progresses unless there is a change in parameter values.

The Nash-equilibrium concept is all that is necessary to find solutions for this
two-person game. Although the game is set up in continuous time, it should be thought
of as a special one-shot game in the sense that both players are assumed to make their
timing decisions without knowing the decision of the other player. One could think of a
player’s strategy as a per-game decision rule that must be submitted to a referee before
time zero. A pure strategy in this context is any definitive time at which to act. such as
act immediately (r = 0) or never act at all (r = ). A mixed strategy in a continuous-time
game is a probability distribution over the time domain (cf. Pitchik 1982; Fudenberg and
Tirole 1991, 117-128).

Rather than beginning with mixed strategies (as most others have done), we
should first explore whether pure-strategy solutions exist. As with a simple normal-form
game, this is done by finding the best-reply functions of each player and then determining
where these best-reply functions coincide. By definition, “*[a] pair of strategies... forms a
Nash equilibrium [if and only if] the strategies are best replies to each other™ (Morrow
1994, 80).

SOLVING THE CONTINUOUS-TIME GAME

A best reply is the action a player would rationally make if she knew in advance
what the other player was going to do. In the context of a continuous-time game, this
means that if a player knew the specific time at which the other player was going to act.
she would evaluate her utility functions with this time point in mind. Three examples
must be understood before discussing best-reply functions. First, if she knew that the

other player was going to act immediately (i.e., #; = 0), then she can evaluate acting
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simultaneously with the other player (i.e.. , = 0) or letting the other player take the lead
(i.e..£;> 0). Given a deterministic game. having a strategy that says to act after the other
player is almost tantamount to waiting forever.'® This is a valuable simplification when
we discuss best-reply functions.

The second example involves the other player waiting forever (i.e., 7, = ). Then

a player must evaluate all possible time points prior to waiting forever as well as
evaluating the perpetual-waiting option. In this evaluation, only two utility functions are
important. [f she acts first (regardless of when), then she seeks to maximize her leader
function. If she waits forever along with the other player, she receives the utility for
waiting forever (which is the same in all three utility functions). Since the utility
functions in the basic timing game are monotonic, maximizing the leader function is a
matter of knowing whether it is increasing or decreasing with time. If it is decreasing.
she will act immediately. If it is increasing, then she will wait forever.

In third example, the other player has decided to act at some specific time point
other than acting immediately or waiting forever. In this case, a player must evaluate
three possibilities. It is prudent to use the utility of acting simultaneously with the other
player as a baseline. From this baseline, she must also consider acting before as well as
acting after that time point. Once again, the utility of acting after is fixed by the time at
which the other player acts. In evaluating the utility of acting before the other player, she
should determine the best time point at which to act. If her leader function is decreasing,

her utility of acting first is maximized by acting immediately. If it is increasing, her

' We will see a special situation later in which a player must threaten to act “soon after” some
critical point in order to induce an equilibrium in which the other player acts exactly at that
critical point.
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utility of acting first is maximized by acting just before the other player. This is an

epsilon response in which she may want to act at« , — €. where ¢ Is greater than but very

close to zero. As far as her decision in this example. she simply compares the three
relevant utilities, chooses the highest. and acts accordingly.

We may now turn to the larger idea. A best-reply function is a summary of best
replies for all possible decisions of the other player. Given a continuous-time game. we
can think about this function as a one-to-one relationship that specifies what a rational
player should do given every possible choice of time point by the other player. Appendix
C systematically evaluates the best-reply functions for each of the twenty-four utility
patterns. I present a summary of results here. There are only eight best-reply functions
in the basic timing game. These are summarized in Table 2.4.

Best-reply functions (BRFs) 3 and 6 above are dominant strategies in that no
matter what the other player does. player i has a clear course of action. In BRF 3, player i
will wait forever while in BRF 6 player i will act immediately.

BRF 1 represents a matching strategy that can be associated with a coordination
problem. This coordination problem is not unlike the simple two-by-two variant shown
below in Matrix 2.4, where the alternatives are act or wait. For BRF 1, a player would
like to act at exactly the same moment as the other player. Acting out of synchrony,
either as leader or as follower, results in a reduction of utility. For BRF 1, this is true for
all time points.

Actor 2
act  wait

Actor 1  act 2.2 0,0
wait | 0.0 | 2,2

Matrix 2.4. A Simple Coordination Game
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Table 2.4. Summary of Best-reply Functions

Best-reply function 1

il ;T t J
Best-reply function2 | . _
t. =7. Z‘crilB : Li (O) - Bi(tcritB)
! ,/ —[cn!B J
*
ti ,/ -‘[cri/B = O
Best-reply function 3 "
! ile — o0
J
Best-reply function 4 " . _
ti [ <t =0 Z‘critF' Lz(o) - F;'(tcritF)
J = critF
*
ti [/' 2lepyr = 0
Best-reply function 5 *
l; t,=0 = 0
*
i t,(0.) tj —€
*
ti t, =00 =X
Best-reply function 6 "
t1, =0
J
Best-reply function 7 *
il =0 = o0
*
ti L 6(0,00) tj >
*
ti 1,=0 =0
Best-reply tunction 8 *
ti l =0 — o0
*
ti 1>0 — 0
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In BRF 4, the player does mind being the follower so long as the other player
acts before some critical time point. [f the player suspects that the other player will not
act or will act after the critical time, she would rather act immediately rather than take the
risk of waiting. This critical point is defined as the point where player i's utility for being
the follower equals her utility for acting immediately.

BRF 2 has characteristics of both BRF | and BRF 4. On the one hand, there is a
domain in which the player would prefer to match the other player’s decision. On the
other hand, if the player believes that the other player will not act or act after some
critical time, she would rather act immediately. In this case. the critical point is defined
as the point where player i's utility for acting in synchrony equals her utility for acting
immediately.

BRFs 5 and 7 are unique in that they have epsilon components. In both cases. the
player’s leader function is increasing and the player would like to act before the other
player if he acts at some definitive time distinct from acting immediately or waiting
forever. As a result. she would need to act just prior to the point when the other player
will act. When the other player waits forever, each of these functions dictate that the
player should also wait forever. These BRFs differ at the initial end point. When the
other player acts immediately. a player would also want to act immediately if her BRF
were as in case 5 since her simultaneous utility function is greater than her follower
function. This is the best that she can obtain given the other player’s action. In BRF 7,
she would want to wait since her follower function is greater than her simultaneous

function.
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Finally, in BRF 8 a player would much prefer to be the leader since her leader
utility function is decreasing with time and greater than the other two utility functions.
However, if the other player acts immediately, the choice of being a leader is removed.
Furthermore. the player would then prefer to wait since being a follower is better than
acting in synchrony.

EQUILIBRIA OF THE CONTINUOUS-TIME GAME

Now that we know all possible best-reply functions, we can examine the Nash
equilibria of the game. Recall that a Nash equilibrium is a pair of strategies such that
player i’s strategy is a best reply to player j's strategy and player ;s strategy is a best
reply to player i’s strategy. As a result, neither player would want to deviate from his or
her designated strategy. The best-reply functions defined above represent the
fundamental features of a player’s utility functions. This intrinsically means that a best-
reply function characterizes a player’s type. In some cases, there may be several utility
patterns characterized by the same best-reply function.

By matching one player’s best-reply function with the other player's best-reply
function. we merely have to determine where the two functions correspond. Specifically,

any time points for which , _ _ are equilibrium points. For example, if both players are

characterized by BRF 1, then each wants to act in synchrony with the other. Hence. any
strategy pair in which the two players act simultaneously is a pure-strategy equilibrium of
the game. At the other extreme, the players’ best-reply functions may not correspond at
any point. For example. if player 1 is characterized by BRF 1 while player 2 is
characterized by BRF 8. there is no pure-strategy equilibrium. Player 1 wants to act in

synchrony with player 2 while player 2 wants to act immediately only if player 1 does not
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also act immediately. As a result, there is no mutual best reply and, hence, no pure-
strategy equilibrium. Table 2.5 summarizes the pure-strategy equilibria from all possible
pairings of best-reply functions.

The somewhat surprising—though pleasant—result is that most pairings of best-
reply functions have a unique pure-strategy Nash equilibrium. This is true in two-thirds
(24 of 36) of the non-redundant pairings.'” This means that most of the time there is a
straightforward prediction and/or prescription regarding strategic timing.

For 6 more of the 36 cases, there are only two pure-strategy Nash equilibria. This
makes substantive interpretation more difficult. In each of these cases, the players are
faced with a coordination problem. Depending on the specific pattern of utilities, one of
the two equilibria may be Pareto optimal. For example, when both players have BRF S,
they want to coordinate on both acting immediately or both waiting forever. In this case,
waiting forever is mutually superior. Additionally, mixed strategies for these cases are
simply probabilities of using one equilibrium strategy (such as acting immediately) over
the other (such as waiting forever or choosing some epsilon-trigger strategy). This
represents a technical improvement over existing solutions of continuous-time games
which begin by assuming mixed strategies based on probability distributions.

In three of the non-redundant pairings the coordination problem is more
pervasive. Recall that when a BRF-1 type meets another BRF-1 type. any strategy pair in
which the two players act simultaneously is a pure-strategy equilibrium of the game.
This means that there is an infinite number of pure-strategy equilibria. Sometimes this
'7 Since the table is symmetric, we need only consider the cells on the diagonal and the cells to
one side of the diagonal. All other cells are redundant in that they are already represented in their
mirror cell. There are 24 unique pure-strategy Nash equilibria among the 36 non-redundant
pairings.
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Table 2.5. Pure-strategy Nash Equilibria given Best-reply Functions

i ]/ [BRFI [ BRF2 | BRF3 | BRF4 | BRF5 | BRF6 | BRF7 | BRES
(1 ) (1) ] (0.0)
V=4 |Viti=t: | (0,0) and (0,0) | (0,0)
b < terip | (0,0)
(ts b)) ()
BRE2 | V= | V=1 (0,0) | (0,0) | (0,0) 0,0) | (0,0) | (0,0)
I3 1, = min
< teip | Alesis
e}
BRE3%| (0,o) | (©,0) [ (0,0) | (0,0) | (w,0) | (,0) | (0,0) | (w,0)
3 (0,0) (0,0) (0,0)
BRF 4 (0.0) | (0.,0) and (£,0) | («0.,0) and and
(0, 0) (,0) | (.0)
(0. 0) | 0,0)
BRESH and 0.0) | (»,2) | (0,¢) and (0,0) | (0,0)
] (0,0) | (»,2)
BRE6.| (0,0) 0.0) | (0,00) [ (0,0) (0, 0) 0,0) | (0,%) | (0,)
Rl e (0, 0)
BRE7 [ (®,®) | (®.0) | (2,0) | and | (,%) | (0,0) |(®,2)| (0,%)
i s 0,¢) |
o (00, 0) (0,00)
BRF 8 (0, 0) (0,0) and (0,0) | (,0) and
(0,0) | (e,0)
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coordination problem can be dealt with if there is a Pareto-optimal equilibrium (such as
when the slopes of the simultaneous utility functions of both players have the same
concavity). However. when there is not a Pareto-optimal equilibrium the players face a
considerable problem in which one player maximizes utility if both act immediately
while the other maximizes utility if both wait forever. In this case, a mixed strategy in
the form of a probability distribution over time is necessary to determine predicted times
of acting. For the other two pairings with this coordination problem, one or both of the
players would rather act immediately than wait beyond some critical point to act in
synchrony. When both players are of this type, both acting immediately is optimal.

Finally, there are three non-redundant pairings in which there are no pure-strategy
Nash equilibria. For all of these pairings, mixed strategies are required but are restricted
to probabilities on acting immediately or waiting forever. Consider first the pairing of
BRFs 1 and 4. BRF 4 is willing to be a follower if the other player is a leader but prefers
to be a leader if the other player will not act before a critical time point. BRF 1 seeks
synchrony which is contrary to BRF 4. Thus, there is no pure-strategy equilibrium.
Given this situation, BRF 1 will randomize between acting immediately and waiting
forever rather than choosing some intermediate time point. This follows from the fact
that utility will bel maximized at one of the end points. As a result, both players
randomize between acting immediately and waiting forever. The situation is the same
(though more clear-cut) for the pairing of BRFs 1 and 8.

Now consider the pairing of BRFs 5 and 8. BRF 8 is willing to be a follower only
if the other player acts immediately. Otherwise, it would like to be the leader and act

immediately. BRF 5 would like to coordinate on acting immediately or waiting forever
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but has an epsilon response for any time in between the two. This response has the effect
of inducing other player types to be leaders. Against BRF 8, however, the epsilon
response is meaningless since this type would like to be the leader. The reason there is
no pure-strategy equilibrium is that if BRF S acts immediately. BRF 8 would prefer to
wait (figuratively) forever. If BRF 3 waits forever or acts at some intermediate time.
BRF 8 will act immediately. When this happens. BRF 5 would like to change its decision
to acting immediately which brings us full circle. However, the time points of acting
immediately and waiting forever are ultimately what the players are fighting over.
Hence, each can randomize over these two—and only two—strategies to form their
mixed strategies.
SIMPLIFICATION

The above analysis implies that the strategic-timing question often collapses into
a simple two-by-two matrix in which each player acts immediately or waits forever (or at
least until the parameters of the game change creating a new strategic-timing problem).
To demonstrate this, consider that each player can act immediately, wait forever, or act at
some discrete time between the two extremes. If each act at some discrete time other
than ¢ = 0, they could act simultaneously or one could act first. This is summarized in
game matrix 2.5. Three discrete times are considered for each player such that all
combinations can be examined. The outcomes resulting from the strategy pairings of (¢;1.

t,1) and (133, t;3) are undetermined since we do not know whether the time choices are

equal or not.
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Matrix 2.5. Normal-form Version of the Basic Timing Game
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The logic behind simplification is that the game’s equilibria are corner solutions

or mix on corner solutions. There are only a handful of exceptions to this statement. If

these exceptions can be eliminated theoretically or screened out empirically, then the

analysis of strategic timing can be treated very much as a static game but is based on a

continuous-time framework. Specifically, one can use the following two-by-two matrix

(Matrix 2.6 below) when examining substantive applications of strategic timing. This

means that, after determining how the timing nature of a problem leads to the three

ultimate outcomes, one can use the familiar Nash-equilibrium concept to solve the

initiation problem. The use of this simplification is predicated on defending the

assumptions of the continuous-time model as being applicable to the substantive

question.

Actor 1

Matrix 2.6. Simplified Version of the Basic Timing Game

Actor 2
act wait
act by, b I fa
. l _q| —qZ
vait ’
wai Sy Ind, Ind,
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DISCUSSION OF THE CONTINUOUS-TIME GAME

The continuous-time game presented here is one particular game among many
possible games. This particular game shows that—under the model assumptions—a
discrete-time game can be an appropriate simplification of an otherwise complicated
structure; other timing games may not simplify so nicely. However, the method for
finding pure-strategy equilibria can be applied to any continuous-time game. This
method entails describing all potential best-reply functions and analyzing the equilibrium
behavior of pairings of these best-reply functions as representatives of types of actors.
The method employed here is in stark contrast to the method used everywhere else in the
literature on continuous-time games which assumes that a technique based on mixed-
strategy solutions is most appropriate. My analysis suggests that the focus on this
technique may be misguided to the extent that a simpler method can find solutions more
efficiently.

Even under the present model's assumptions, two cases do not simplify to the
“now or forever” solution—namely the pairings of BRFs | and 2 and of BRF 2 with
itself. In the former pairing, there is a coordination problem over the time points between
0 and t.,,s. The time point ¢;=¢,= 0 is best for the player having BRF 2 but worst for the
player having BRF 1. Similarly, the time point ¢, = t; = /., is best for the player having
BRF 1 but worst for the player having BRF 2. The most likely strategic solution is a
mixed strategy over all the time points between 0 and ¢.,,.

A similar coordination problem exists in the latter pairing between BRF 2 and
itself. Specifically, the actors are coordinating over time points between 0 and some

distinct time point in the future. As in the previous case, the actors can adopt a mixed
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strategy between 0 and the minimum ¢.,;,5. In this case. however, the time point£;=1,=0
is best for the both players. The reason this does not fit in with the simplification in
Matrix 2.6 is that neither actor would choose to wait forever.

[f we can screen out the above pairings and accept the model assumptions. then
the two-by-two simplification of the continuous-time game is very similar to the
beginning of the demand-initiation game. Specifically. the first moves in the demand-
initiation game are theoretically made at the same moment in time. This can be

conceived of as a two-by-two game in which each actor either makes a demand—i.e.. it

acts—or does not make a demand—i.e., it waits (see Matrix B.1). Thus. the parameters
of the continuous-time game in Matrix 2.6 represent the expected utilities of the different
initiation patterns as calculated by backwards induction from the resulting subgames.
The one notable discrepancy between the matrices is that the status quo in the discrete-
time game is not modified by a discount parameter. This discrepancy will be discussed in
the next section and in chapter 3.
PROPOSITIONS RELATING TO INITIATION

Three propositions neatly tie the two games together and help explain dispute
initiation in the real world. The first (Proposition 2.2) establishes the conditions of the
continuous-time game that make a discrete-time framework a reasonable simplification of
an otherwise complicated problem. The second (Proposition 2.3) gives the conditions for
maintaining the status quo in the continuous-time game as long as Proposition 2.2 holds.
Proposition 2.3 has direct connections with the demand-initiation game since it assumes
that a discrete-time game is an appropriate simplification of the underlying continuous-

time problem. The third proposition (Proposition 2.4) mimics Proposition 2.3 by
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providing the conditions under which the status quo is in equilibrium in the demand-
initiation game. These propositions provide the basis for several theoretical hypotheses
regarding real-world dispute initiation.

Proposition 2.2 is a strictly conditional proposition summarizing the relevant
properties of the particular continuous-time game presented above. It does not suggest
that the four conditions of the proposition are the only conditions under which a discrete-
time game is an appropriate simplification of some underlying continuous-time strategic-
decision problem. The first three conditions are, however, fairly general in their
applicability to the question of appropriate simplifications of continuous-time games.

Proposition 2.2. In a continuous-time strategic-decision problem, if (1) two

players face a timing choice of taking some singular action over an infinite time

horizon, (2) the value of waiting accrues with the length of waiting, (3) the value
of the status quo is itself constant over time, (4) there is a deterministic, fixed
outcome after an action is taken, and (5) strategy pairings with coordination
problems over specific intervals can be screened out, then a discrete-time game is
an appropriate simplification of the same continuous-time strategic-decision
problem.

The continuous-time game presented here is based on the line of reasoning that
addresses the following question: From my standpoint today, what do [ expect in the
future? Expectations depend on which future scenario takes place. In this game, future
scenarios are functions of the decisions of the actors. Similarly, my decision today is
predicated on information I have foday. If that information changes tomorrow. I must re-
evaluate my decision based on that information. This “current information™ assumption
greatly simplifies the decision problem for analyst and decision-maker alike.

Condition | of Proposition 2.2 specifies the particular class of continuous-time

games to which the proposition applies. Games with multiple actions or a finite time

horizon, for example, may not exhibit the same properties. At the same time, condition 1
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does not specify what the action is. The only requirement is that the action is an attempt
to change the status quo. Conditions 2 through 4 deal with expectations. Condition 4
implies that if an action is taken in the continuous-time game. it sets off a chain of events
with known properties.'® The end result of this chain reaction is assumed to be time
invariant in accordance with the information assumption above; expectations regarding
trends in the game parameters are not taken into account.

Conditions 2 and 3 deal explicitly with what happens before an action occurs.
Condition 2 simply states that the actors treat mutual waiting like a benefit stream over
time. Condition 3 fixes the marginal benefit of mutual waiting in accordance with the
current-information assumption. This does not mean that the status quo is necessarily
beneficial; it could have zero or negative value. Given the current-information
assumption, conditions 1 through 4 are fairly general in their applicability. Condition 1
does not limit what the status-quo-disrupting action can be: conditions 2 through 4 make
standard rational-choice assumptions. Condition 5 then excludes a few continuous-time-
game cases from the set of cases that can be reduced to a discrete-time game.

Proposition 2.3 assumes that some simplification of the continuous-time problem
can be appropriately represented by Matrix 2.6. This proposition specifies the conditions
under which this particular discrete-time game results in the maintenance of the status
quo.

Proposition 2.3. When Matrix 2.6 is an appropriate simplification of the

underlying continuous-time strategic-decision problem, (wait, waif) is the unique

NE of the game if and only if (1) both actors have —¢/(In &) > [, and (2) it is not
the case that both have b, > f.

'* This condition also specifies a class of continuous-time games to which the proposition applies.
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Condition 1 of Proposition 2.3 is sufficient for (wait, wait) to be a NE; condition 2
is necessary for uniqueness of that NE. The major tie between models is that (wait, wair)
results in the maintenance of the status quo. This is analogous to the status-quo outcome
in the demand-initiation game. A similar generic proposition could be constructed for
Matrix B.1. Condition | in Proposition 2.3 would translate to. “Both actors prefer SO to
the SPE of the subgame in which one actor makes the first demand.” Condition 2 would
translate to. “It is not the case that both actors prefer making simultaneous demands to
letting the other actor make the first demand.” From the equilibrium analysis of the
demand-initiation game (in Appendix B). we know that there are more specific
circumstances required to support the maintenance of the status quo: Proposition 2.4
summarizes these circumstances.

Proposition 2.4. With complete information, SQ is a pure-strategy NE of the

demand-initiation game if and only if (1) negotiation is a NE of the conflict-

initiation subgame and (2) both actors have SQ > N.

The logic behind condition 1 of Proposition 2.4 is that whenever negotiation is a
NE of the conflict-initiation subgame. negotiation is the unique SPE of the crisis subgame
regardless of who goes first. (See Table B.1.) The status quo is only achievable in the
demand-initiation game as an equilibrium when negotiation is predicted in the crisis
subgames. (See Table B.3 and accompanying analysis.) With the possibility of
negotiation, the status quo is a stable equilibrium only if both actors prefer it over
negotiation.

Given the centrality of negotiation in Proposition 2.4, it is equally important to
know the conditions under which negotiation is a NE of the conflict-initiation subgame.

These conditions are summarized in Proposition 2.5. This proposition highlights the
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primacy of two inequalities that determine whether an actor is retaliatory (or pacific) and

whether an actor is a dove (or a hawk).

Proposition 2.5. With complete information. N is a NE of the conflict-initiation

subgame if and only if one or more of the following is true: (1) both actors have

W;> C., (2) both actors have N > C;. (3) if one actor has C; > N, the other must

have W, > C.. or (4) if one actor has C, > W,, the other must have N > C,.

The two central inequalities in Proposition 2.5 are N> C; and W, > C,. Recall that
war 1s conceptualized as having the same expected policy outcome minus costs
associated with using force. Specifically, U'(W)) = U'(V) - ;' - y(1 - P'). As U'(N)
increases, the likelihood of either (or both) inequalities being true increases for actor i.
But there is a general mathematical relationship between U'(N) and /(M) such that as
U'(N) increases. U(N) decreases.'® Thus, a change in the value of negotiation that makes
actor i/ more likely to meet the conditions of Proposition 2.5 simultaneously makes actor ;
less likely to meet the conditions of the proposition.

This apparent circularity can be resolved by examining shifts in the relative
advantage one side has in negotiations rather than the value of negotiation. If negotiation
was the NE of the conflict-initiation subgame in period ¢ - 1, for example, then any shift
that gave an advantage to one side in period ¢ could disrupt the previous equilibrium.
Generalizing this consequence to any shift in advantage generates the first theoretical
hypothesis.

Hypothesis 2.1. Any change that shifts the expected advantage of negotiation

from one actor to the other increases the likelihood of conflict initiation and

demand initiation between the actors.

Consider the following example. If at time 7 - 1 two actors are both self-defenders

having SO > N> W, > (.. then Matrix 2.7 summarizes the demand-initiation game and
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SQis the NE. A shift in negotiation advantage in favor of actor B can produce a N’ such
that B now has N'>SQ > N> W,"> IV, > C,. This same shift in advantage that increases
B’s expected utility of negotiation and war necessarily reduces 4's expected utilities for
those outcomes. A4 would have one of two revised preference orderings: SQ > N'> W' >
C,or SO>N'>(C,> W' In the first instance, .4 remains a self-defender and Matrix 2.7
is still an accurate summary of the demand-initiation game (replacing N and W with N’

and W' respectively). Since B now prefers V' over SQ. B will make a demand while 4

does not.
B
~D D
p ~D| SO N
' Dl N |NW

Matrix 2.7. Status Quo NE with Two Self-Defenders

In the second instance, B’s favorable shift in negotiation advantage alters 4’s
type: 4 is now pacific. A number of other preference evaluations would have to be
designated to determine how this change in type would affect the actors’ behaviors;
however. one case stands out as a proof of existence. This is represented in Matrix 2.8 in
which 4’s change of type also alters the equilibrium behavior throughout the game tree.
The actors no longer have a possibility for negotiation. Under the particular conditions of
case 2.11.0.2.42, 4 will make a demand but B will not. The shift in negotiation
advantage that was prima facie in B's tavor ends up creating a condition in which B
acquiesces to 4’s demand. Thus, a shift in negotiation advantage in favor of one actor
over another makes demand (and conflict) initiation more likely but not in a directionally

predictable fashion.

" See Appendix D for a proof of this statement.
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Matrix 2.8. A Shift in Advantage to B with Acquiescence by B as the NE

Hypothesis 2.1 helps us evaluate condition 1 of Proposition 2.4 in which
negotiation must be a NE of the conflict-initiation subgame in order for the status quo to
be a NE of the demand-initiation game. Thus, the greater likelihood of conflict initiation
produces a greater likelihood of demand initiation. Condition 2 of Proposition 2.4 also
specifies that both actors must prefer the status quo over negotiation for the status quo to
be in equilibrium. This allows us to make the following directional hypotheses since the
actor who have a low evaluation of the status quo is more likely to be the demand
Initiator.

Hypothesis 2.2. The value of the status quo for an actor is inversely related to
that actor’s likelihood of demand initiation, ceteris paribus.

Harkening back to Matrix 2.6—i.e., the discrete-time simplification of the
continuous-time game—we can also address how an actor’s level of patience affects that

actor’s behavior. The discount parameter reflects an actor’s evaluation of the future in

general. Condition 1 of Proposition 2.3 states that both actors must have %— >/ in
n

order for the status quo to be in equilibrium. As &; gets smaller—reflecting greater
impatience—(and -InJ; gets larger), this inequality is more likely to be violated.
Hypothesis 2.3. An actor’s evaluation of the future as reflected by its discount

parameter (i.e., &) is inversely related to that actor’s likelihood of demand
initiation, ceteris paribus.
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CONCLUSION

This chapter began with a technical puzzle. In an existing model of international
interactions. the conditions for war and the conditions for acquiescence of a would-be
war initiator could not be separated. This puzzle raised a number of questions. How
could we model initial interactions without assuming an initiator advantage? How did
the artificial initiator advantage affect the earlier model analysis? In particular, under
what conditions should we expect to see dispute initiation? Do other model
assumptions—specifically discrete- versus continuous-time frameworks—adversely
affect the analysis? All of these questions have now been answered.

Eliminating the artificial initiator advantage was easy enough. By simply
assuming the first move of the game was simultaneous and that what happened after this
first move was sequential. the actors themselves are able to determine who goes first.
Solving such a game may be more tedious then a simpler. purely sequential game. but the
solution technique is possible with existing technology.

We then saw that the artificial initiator advantage affected the earlier analysis in
some cases but not in others. Of forty-eight unique cases, only eighteen resulted in the
same equilibrium outcomes in the demand-initiation game and in the international
interaction game regardless of who went first. An additional sixteen cases resulted in the
same equilibria if we could correctly specify who went first in the international
interaction game. Thus. the demand-initiation game represents an improvement in
predictive power over the international interaction game by separating cases without
making ad hoc assumptions regarding sequence. In some cases the demand-initiation

game revealed that no improvement was possible: thus, a prediction of demand initiation
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can be made but the final outcome is not known for certain. Compared to the
international interaction game, these cases had an equally vague prediction. The
improvement in predictive power did. however. come at a cost. In three of the cases the
demand-initiation game created greater indeterminacy than the international interaction
game. Given the added predictive power in most of the cases, this is a minor cost.

The major benefit of the demand-initiation game over the international interaction
game is that it allows us to predict conditions for dispute initiation. The implicit starting
point of the international interaction game is the pre-existence of a dispute. Given a
dispute in progress, the international interaction game helped determine the likely result
of the dispute. The demand-initiation game adds to our understanding by taking us one
step back in the decision process between states. The theoretical hypotheses clarity the
conditions of these predictions.

The continuous-time game addresses one potential threat to the demand-initiation
game. Since [ was able to show that one modeling assumption of the international
interaction game altered its model analysis, how could I be certain that my own modeling
assumption—i.e., discrete time—did not have a similar problem. Such an argument leads
to an infinite regression of fault and improvement, but addressing one potential threat

amorag many seemed prudent. One threat in particular seemed more serious than others:
Was dispute initiation merely a sequencing problem in a discrete time period, or was it a
more complicated timing problem? Under some reasonable assumptions regarding
strategic decisions over time, I was able to show that the continuous-time problem often
collapses to a per-period problem. This adds theoretical plausibility of the discrete-time

results.
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But theoretical plausibility is not the sole criterion of whether a model adds to our
understanding of a real-world phenomenon. Models—or. more accurately, their
implications—also need to be evaluated in light of real-world evidence. The remainder
of the dissertation is oriented toward that task. Chapter 3 addresses the difficulties in
directly testing formal models. I then provide a bridge between an ideal, direct test and
an acceptable, indirect test. Part of this bridge shows that the theoretical hypotheses of
my formal models are generalizations of more specific power-transition (Organski 1958)
arguments. Chapter 4 presents the indirect test within the specific framework of power-
transition rivalry between the United States and the Soviet Union. The empirical

examination lends support to Hypotheses 2.1 and 2.2.
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CHAPTER 3. LINKAGES

A hot-air balloonist looking down at the earth without a visual aid can see a vast
amount of area but not many details. An observer on the ground can see many details but
only over a limited area. The balloonist is helpful to the observer to the extent that the
observer is traveling from one area to another or in some way needs to know what is
beyond his immediate field of view. The ground observer is helpful to the balloonist to
the extent that the balloonist needs to know details on the ground (such as whether
conditions are good for landing at a particular location). Even if each needs the particular
services of the other, they are helpful to each other only in as much as they can
communicate effectively.

Theories and models have the balloonist’s point of view. They ignore most
details and are not firmly anchored in the real world. They also have a large scope.
Theories are abstract in their concepts but are assumed to be general in their applicability.
The real world itself is like the ground. It is full of details that may be relevant tor some
occurrence. Any given event has many facts that make the event unique but not all of the
facts are relevant to explaining how the event came about. The communication between
the ground observer and the balloonist is like an empirical model that helps make sense of
the relevance of formal models to the real world and informs the theorist of what factors
are important from the mass of details that make up the real world. Thus, an empirical
model is less abstract than the theory and more parsimonious than the real world.

We can visualize the relationship between the formal model, the empirical model.

and the real world as planes of abstraction that mirror one another. (See Figure 3.1.) The
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real world contains infinite detail and infinite phenomena. The formal model contains
very limited detail and generally represents an explanation of a single phenomenon. The
empirical model contains elements of both the formal model and the real world. It. too.
generally focuses on a single phenomenon but usually incorporates more detail than the
formal model while keeping detail limited in scope. At the outset of an inquiry, we seek
to have connections among all three levels of abstraction that help us gain understanding
of the phenomenon under investigation. As Sindal (1985. 56) has asserted. “"Only
[formal] models embedded in theoretical arguments, and carefully tailored to the relevant
empirical correspondences... in an issue area will provide interesting and (potentially)
falsifiable claims.” [ presented my case for such a formal model in the previous chapter.
The next task is to make more solid connections from the empirical model upward and

downward.

Formal Model

Empirical Model

Real World Focus

Figure 3.1. Planes of Abstraction
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The remainder of this chapter is divided into two sections. In the first section. [
review the general value of modeling phenomena and point out some of the short-
comings of the current state of modeling in social science. I also discuss how we may
deal with these short-comings by bridging the gap between the formal model and its real-
world focus. In the second section, I outline my own strategy for linking the theory in
chapter two with the testing in chapter four.

THE VALUE OF MODELING

The value of any formal model is in the extent to which it helps us understand
some portion of the real world. This understanding can take various forms. First,
understanding could come from explaining (e.g., Bates, de Figueiredo, and Weingast
1998) or predicting (e.g.. Bueno de Mesquita, Newman, and Rabushka 1985) specific
events. This is akin to modeling the orbital paths of the planets as is done in physics.
Social science models are not nearly as accurate as Newtonian ones, but the form of
understanding can be the same. Second, understanding could also come from explaining
general behavioral patterns. This is usually in the form of empirically validating
theoretical propositions (See Gates and Humes 1997. 14-16). Explaining general
behavior is ceteris paribus in nature. Third, a modeling enterprise could also assist in
identifying relevaht (and irrelevant) variables in an existing empirical literature. Finally,
formal models help us bring clarity to complex problems.

Even if a formal model can make accurate predictions of specific events, it is still
only a model—i.e., a simplifications of reality. The best predictive model incorporates
only the factors that are especially relevant in a particular domain. A model that plots

the orbit of a planet about its star is not expected to predict whether either body will
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explode. Conversely. a model of the life cycle of stars is not expected to predict the orbit
of a planet. The relevant factors are different in each case and the models reflect this.'
Thus, the value of a model is directly related to how relevant its assumptions are with
respect to what the model is trying to explain.

As formal models and empirical models in social science become integrated. they
will become indistinguishable from one another. Given the experience of physics, it
would seem that the most valuable formal model takes relevant factors as inputs and
produces an accurate prediction for a specific situation. I would call such an integrated
model “mature”. One of the hallmarks of a mature model is that it not only identifies
what are relevant factors. but it also identifies how those factors relate to each other. As
such, it gives us a guidebook for measuring the real-world factors that are then inputs
back into the model. The mature model tells us what is relevant and what to look for the
real world. Thus, the mature model has firm connections with the real world. Models in
social science have a long way to go before maturing. The next section provides a bridge
between theory and empiricism short of having a mature model.

OVERCOMING IMMATURITY

The present problem is one of making connections between the formal models of
the previous chapier and the real world when such connections are not obvious. The
three theoretical hypotheses guide us with respect to relevant concepts in need of
measurement. These hypotheses specifically point to (1) shifts in negotiation advantage,

(2) the value of the status quo, and (3) discount parameters. The measurement of (1) and

I Interestingly, expectations of international relations theories are such that they were criticized
for not predicting the implosion of the Soviet Union.
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(2) will be taken up in chapter four. As often happens. not all model parameters are
readily measurable. This is the case for the discount parameters of national leaders.’

Besides measurement, the other problem of bridging from abstract model to real-
world evaluation is in the empirical model itself. Referring back to Figure 3.1. the task is
to find an empirical model that simultaneously (1) mirrors relevant aspects of the game
model and (2) contains meaningful aspects of the real world. The relevant aspects of the
games to be captured by the empirical model are per period strategic decision-making
regarding demand initiation and escalation only after demands have been made. It is only
a small step to operationalize a theoretical demand as an actual dispute.’

The meaningful aspects of the Cold-War rivalry that should be contained in the
empirical model include several features. First, there was very infrequent direct
escalation; thus, any empirical examination must focus on conflict initiation rather than
escalation. Second, the Cold-War conflict was global in nature. It was very much a
conflict over the rules of the system vis-a-vis open markets and democracy versus
command economies and autocracy. This amounted to attempting to win over other
states into one camp or the other. Third, particular attention should be paid to the
meaning of the international status quo with respect to the superpower rivalry in light of
this global compe"(ition for influence. Finally, there are data limitations on which time
period can be used as the unit of analysis. In particular, some data are only available on a
yearly basis; so, the year is the time unit of analysis. Each of these areas—i.e., aspects of

the game and aspects of the world—will be discussed further in the next section.

t9

Discount parameters can be measured in a laboratory setting.
3 It is also a step that Bueno de Mesquita and Lalman have already taken.
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LINKING THEORY AND TESTING

One nice feature of strategic timing is that attempts at changing the international
status quo have high visibility. Attempts at change are marked by the beginning of
international crises and most militarized international disputes. One drawback is that we
cannot observe missed opportunities: situations in which attempted change would be
predicted by a fully specified model or in which attempted change was part of a mixed-
strategy solution. Another drawback is that some parameters are difficult to measure.
Thus, we seek to exploit the advantages of observability while minimizing data
deficiencies.

This is done by examining situations in which one great power (restricted here to
the United States and the Soviet Union after the Second World War) engaged in threats or
employed its military such that an international crisis or dispute ensued. The date of
crisis or dispute initiation and termination form the basis of the dependent variable.
Admittedly. this assumes that all crises or disputes are attempts to change the
international status quo: without knowing the private motivations of state leaders, this is
the best proxy we have. The empirical puzzle we have surrounding these initiation dates
is why one state chose that date to initiate a dispute while the other states did not. Hence.
we can compare the domestic circumstances in each of the states as a gage of why one
state chose to initiate a dispute. We can also incorporate environmental factors and
dyadic cost/benefit analysis as part of the empirical analysis insofar as data is observable.
ASPECTS OF THE GAME

There is one principal aspect of the game that should be included in an empirical

assessment of the theoretical hypotheses. The main selection criterion for any empirical
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model is accurately reflecting the structure of the dependent variable. Following this
selection criterion, any empirical assessment should take the decisions of hoth
superpowers into account. Given a decision of “initiate a dispute” or not for each
superpower in any time period, there are two widely used empirical models that could be
considered on different grounds: logit and multinomial logit. On the one hand. separate
logit (or probit) regressions for each decision stream would model individual choices. On
the other hand. multinomial logit would construct a joint dependent variable based on
each state’s decision; this would model outcomes over time. Unfortunately, neither of
these common empirical models accurately reflects the strategic nature of the paired
decisions. In what follows, I will critique the logit and multinomial models and then
present a less commonly used model that is appropriate to the current investigation.
Logistic regression models the basic decision an actor makes over a series of
periods. Like all discrete-choice models. logit assumes random utility maximization
(King 1989). This underlying conceptualization tying theory and method posits that there
are observable and unobservable components to an individual's utility with res<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>